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ABSTRACT

CONTRIBUTION TO THE DEVELOPMENT OF IMPLICIT LARGE EDDY
SIMULATIONS METHODS FOR COMPRESSIBLE TURBULENT FLOWS

Karaca, Mehmet
Ph.D., Department of Aerospace Engineering

Supervisor : Prof. Dr. I. Sinan Akmandor

Supervisor : Asst. Prof. Dr. lvan Fedioun

December 2011, 157 pages

This work is intended to compare Large Eddy Simulation angliit Large Eddy Simulation
(LES and ILES) for a turbulent, non-reacting or reactinghhsgpeed H2 jet in co-flowing air,
typical of scramjet engines. Numerical simulations arégoaered at resolutions ranging from
32x32x128 to 256256x1024, using a 5th order WENO scheme. Physical LES are carried
out with the Smagorinsky and the Selective Structure Fanctiodels associated to molecular
diffusion. Implicit LES are performed with and without molecuétusion, by solving either
the Navier-Stokes or the Euler equations. In the nonregctse, the Smagorinsky model is
too dissipative. The Selective Structure Function leadietter results, but does not show any
superiority compared to ILES, whatever the grid resolutionthe reacting case, a molecular
viscous cut-€f in the simulation is mandatory to set a physical width for thaction zone
in the ILES approach, hence to achieve grid-convergencés diso found that ILERES
are less sensitive to the inlet conditions than the RANS agmgir. The first chapter is an
introduction to the context of this study. In the second ¢biaghe governing equations for
multispecies reacting flows are presented, with emphasiseothermodynamic and transport

models. In the third chapter, physical LES equations anti@xgub-grid modeling strategies
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are detailed. Some properties of the numerical scheme swaralestigated. In chapter four,
the numerical scheme and some aspects of the solver arénexpl&inally, non-reacting and

reacting numerical experiments are presented and thegesaldiscussed.

Keywords: turbulent, combustion, LES, implicit, compiibes
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SIKISTIRILABILIR VE TEPKIMEL| TURBULANSLI AKIMLAR iGN ZIMNI B UY UK
GIRDAP BENZETIMI Y ONTEMLERI GELIS TIRILMESINE KATKI

Karaca, Mehmet
Doktora, Havacilik ve Uzay Muhendisli Bolumu

Tez YOneticisi : Prof. Dr. |. Sinan Akmandor

Ortak Tez Yoneticisi : Yrd. Dog. Dr. Ivan Fedioun

Aralik 2011, 157 sayfa

Bu calismada scramjet motorlarina 6zgi yuksek hizdehilanslh, tepkimesiz veya tep-
kimeli, es-hava akisinda H2 jeti icin uygulanan BuyBkdap Benzetimi ve Zimni Blyuk
Girdap Benzetimi (BGB ve ZBGB) metodlarinin karsilagtnasi amaclanmaktadir. Sayisal
similasyonlar, 5. seviye WENO semasini kullanarakx32 x 128 , 256x 256 x 1024
arasinda degisen ¢cozunurluklerde yapiimistiziksel BGB, Smagorinsky ve Secici Yapisal
Fonksiyonu modelleriyle bilikte molekuler diftizyon uylgnilarak yansitiimaktadirOrtiilii
BGB, molekiler diflizyon eklenip cikarilarak elde edildavier-Stokes veya Euler denklem-
leri cozllerek yapilmistir. Tepkimesiz durumda, Swragsky modeli ¢ok tiketimlidir. Secici
Yapisal Fonksiyonu daha iyi sonuclar vermektadir, ancBksB ile karsilastirildiginda, ag
¢Ozunur- lugu ne olursa olsun herhangi bir Ustkndjostermez. Tepkimeli durumda, ZBGB
yaklasimi icin reaksiyon bolgesinde fiziksel bir et kélyi ve ag yakinsamasi saglayan
molekuler viskozite zorunludur. Ayrica, BGB ve ZBGB melamuinin giris sartlarina RANS
yaklasimina gorece daha az duyarh oldugu gerImUEk bolimde, bu calisma baglaminda
bir giris yapllmaktadlr.ikinci bolumde, cok turlt tepkimeli akislari tem&tden denklemler,

termodinamik ve tasima modelleri {izerinde durularakugmnstur. Uciincti bolimde, fizik-
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sel BGB denklemler ve ag-altt modelleme stratejileri ayhinolarak verilmektedir, sayisal
semanin bazi ozellikleri de incelenmistir. Dordurmdlimde, sayisal sema ve ¢ozicinin
bazi yonleri aciklanmistir. Son olarak, tepkimesiz egkimeli sayisal deneylerin sonuclari

tartisiimaktadir.

Anahtar Kelimeler: turbulansl, yanma, ZBGB, Zimni,istkrilabilir
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CHAPTER 1

INTRODUCTION

The mankind’s desire to fly higher, faster and farther snsththe development of propulsion
systems since the first powered flight of Wright brothers i63L9n the early years of aviation,
René Lorin patented an air-breathing device which conggeghe incoming air by its inlet
(diffuser) and expands it by its exhaust (nozzle) without any ngppiarts. This engine was
the first ramjet concept. At that time, this concept would lbetrealized since a ramjet can
not produce thrust at zero speed. Similar independent ptsegere developed in filerent

countries.

This initial interest in ramjets seemed to be reduced inrfafdhe sustained development
of gas turbine engine, the concept of which was first pateimdd91, by John Barber (UK
patent no. 1833). Sir Frank Whittle (England) ran the/Y0® engine, and in 1936 Von
Ohain (Germany) ran his engine withp HDuring the second world war (WWII), German
flew the first operational ramjet, ground launched V-1 BomyeFWwhich was launched by
a solid propellant booster. The first ramjet powered aitdratiuc 0.10 (Figure 1.1) which
was carried aloft by a mother airplane was launched in 19%France. Later, after WWII,
operational ground launched ramjets were developed adlesitike Talos in US and VEGA

in France.

Access to space gave a big impetus for hypersonic flight. Tsehfypersonic manned rocket
powered aircraft called X-15 (Figure 1.2) was built in 60jsNborth American Society on be-
half of NASA. The X-15 was flying at15 km and reached Mach 6.7 in 1967. This airplane
was used to collect experimental data at hypersonic fligitrres at high altitude and to make
component tests. The engines driving high-speed flightclethihad limitations imposed by

propulsion: air-breathing engines (turbojet, ramjet) doreach hypersonic speeds and rocket



Figure 1.1: Leduc 010, 1949, 680 km Figure 1.2: The rocket-powered X-15
(M=6.7 in 1967).

engines have the disadvantage of requiring the carriaggidéot. The scramjet (supersonic
combustion ramjet) development which has begun in 1955witted to remove these draw-
backs. In a ramjet, the flow is subsonic since there is a ttmodhe flow path. Multi-shocks

at the inlet cause high amount of losses at flow velocitiesdrighan Mach 6 (Figure 1.3). On
the contrary, in a scramjet, the flow remains supersoniatiirout the combustion process,

resulting in more ficient operation at hypersonic speeds of the airplane. €ifj shows

Faorebody E ;

compression Aftbody

Shock Layer //r7 expansion
Interactions ™\ -

i

Subsystem

Vehicle L SarmrEy
SR Isolator / S P Scramjet Engine
Shock Train Fuel Injecti>| ! 9
Forebody | Internal | Isolator | Combustorl Internal Aftbody

inlet

Nozzle

Figure 1.3: Schematic of a scramjet [3].

the specific impulse vs operating condition of various eagiancepts. Rocket engines spe-
cific impulse values are about 400 s which is less comparectaonget. Figure 1.5 shows the
altitude limitation vs Mach number and the so-called flightriclor of scramjets. As seen in
the Figure, the optimal altitude for scramjet flight at Maéhs around 25 km. United States
having the hypersonic test capability of X-15, started t#eSIN hypersonic research engine

HRE (hypersonic research engine) program in 1964, and Edanached ESOPE (Etude de

2
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tions for various engine concepts. Red 4, H

Blue : Kerosene Figure 1.5: Flight envelop of ffierent engine
concepts.

Statoréacteur comme Organe de Propulseur Evolué) progrel966. However, these at-
tempts terminated due to limited technology and interesised on integrated rocket ramjet

(IRR) technology.

In the mid 1980’s, the NASP (National AeroSpace Plane) mwgwas initiated with the
goal of flying a reusable launch vehicle, the X-30, powerea Bingle stage combined cycle
engine to Mach 25. Also, at the same time, the PREPHA (Promeutie REcherche en
Propulsion Hypersonique Avancée) program was launchédance. Considering the state
of technology, the goals of these projects were aggressiventually these projects were
abandoned leaving extensive experience and significaritilmations behind. Research in
Europe continued with the JAPHAR project (Joint AirbreathiPropulsion for Hypersonic
Application Research) co-directed by ONERA (France) andRGermany). These studies
have been conducted from 1997 to 2002 as the preliminary sifih dual-mode ramjet

hypersonic vehicle.

At the same time, the Hyper-X program launched in the UnitiedeS aimed to fly a small
scale scramjet powered demonstrator at Mach 10. This tasggeteached in November 2004
by the X-43A (Figure 1.6). Later, the X-51 Waverider prograuas initiated to demonstrate
sustained flight of 300 s with a scramjet powered aircrafe XFb1 was planned to accelerate
from Mach 4.7 to beyond Mach 6. The first powered flight test @maslucted on 26 May 2010
over 200 s at Mach 5 (Figure 1.7). In Europe, after JAPHARRROMETHEE program and

3



Figure 1.6: The X43 in the NASA LaRC Figure 1.7: The Boeing X51-A.
M=10 wind tunnel.

boostar separation
s flight 2020 5 at Mach 4/8

"
-
e
acceleration
on booster,
telemetry
LEA vehicle crash
i data recorcler revover

Figure 1.9: The LEA flight test mission.

Figure 1.8: The CAD view of the
LEA vehicle.

now LEA (Figure 1.8) program is aimed to develop and launclexgerimental hypersonic
test vehicle by ONERA-MBDA. The first flight planned to be at20km altitude from Mach
4 to beyond Mach 8. This experimental vehicle is planned tdddered to proper altitude
and accelerated to the required Mach number by Russian Rir@aft and Volna launcher

(Figure 1.9).

In the present review, some of the hypersonic flight projeatse listed. More thorough

information about history may be found in references [22,338 99, 77, 45, 124].
In a scramjet, the main design considerations are:
e The forebody and the intake act as &uber capturing and compressing air with the
highest possibleficiency. They contribute to the moment and drag of the vehidhe

flow includes leading bow shock and isentropic or obliquaitg shock waves. The

transition on the forebody is highly important due to higlatireg involved.
e The pressure is increased in the isolator which acts as aauenp of the dtuser.

4



Oblique shocks penetrating into the combustion chambefioameed in the isolator.

e In the combustion chamber, the fuel is delivered into the ,flovixes and burns in
the available chamber length. The (turbulent) mixing anednaical reactions in the

supersonic flow conditions have to be complete within leas ttne millisecond.

¢ Finally, expansion occurs in the exhaust nozzle and aftbdtg design of the expan-

sion system contributes to the propulsifiaency and the moments on the vehicle.

The context of this work is the numerical simulation of tudmt mixing and reacting flow in
scramjet combustion chamber. Shock waves are inheremgept in the flow and require the
use of dissipative numerical schemes for stable simulatiwhatever the approach retained to
model turbulence. Until quite recently, Reynolds averaggdulations (RANS) have been the
standard approach to the problem (e.g. [74]). Howeverutarite models extended to highly
compressible flows and large heat release must be finely twiddsome uncertainty when
extrapolated to diierent configurations [23, 22]. Direct Numerical Simulat{@NS) of such
complex flows is not feasible and may probably never be. LESmre attractive technique
[50] now at hand thanks to the increase in computing poweg. ptlipose of the present thesis
is the comparison of the Large Eddy Simulations (LES) and dfiome Integrated Large Eddy
Simulation (MILES) numerical approaches in the contextightspeed jets. In the former
the contribution of the sub-grid motions are modeled baseflawv physics and in MILES
algorithms designed to satisfy the physical requiremehigositivity and causality, infect

have a matching sub-grid model built [ib1].

At ICARE the studies related to this topic were initiated hg thesis of Lardjane [80] in
which 1D and 2D analysis of numerical methods for turbuletimg in high density ratio
binary systems have been conducted. Later, in the thesisoogé&an [59], 2D numerical
simulations are developed for compressible reacting fldmwghe present study, the 2D sim-
ulations are extended to full 3D. Closure models for therélteset of equations are applied

for LES and diferent LES strategies are compared.

The thesis is organized as follows. Chapter 2 presents Werigiog equations for multicom-
ponent compressible reacting flows, with emphasis on threntb@ynamic and transport mod-
els. In chapter 3, physical LES equations are detailed; xpcit SGS modeling strategies

are explained and dissipation and dispersion charadtsrist different numerical approaches
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are discussed. In the same chapter, a simple 1D linear analfythe interaction between
the WENO scheme and SGS model is also proposed. Chapter voiedeo numerics. The
details of the numerical scheme and some aspects of the sovexplained in this chapter.
In chapter 5, both the non-reacting (section 5.1) and mreg¢section 5.2) test cases and the

results are presented. Finally, conclusions of this studygiven in chapter 6.



CHAPTER 2

CONSERVATION LAWS FOR COMPRESSIBLE
MULTICOMPONENT REACTING FLOWS

In this study, high speed non-reacting and reacting flowssianellated. The cases are high
Reynolds number flows near atmospheric conditions, hered&ttudsen number is small
and the continuum assumption holds. The system is assuntelitolocal thermodynamic
equilibrium, having a single temperature. The Navier-8g&quations for three-dimensional
multi-species flows are considered as the governing eq&tiBerfect gas equation of state
is applied for the relation between pressure, temperanaeiansity.

The description of coupled, time dependent, partifiedéntial equations governing the con-
vective flow, difusion of species and source terms for chemical reactiongsepted in this
chapter. This set of equations is well known and can be fonrmany popular textbooks
[78, 98, 104, 125, 128]. The purpose of this chapter is teegte¢cisely the notations and

definitions used in this study and to establish referencethéofollowing chapters.

2.1 CONSERVATION OF MASS AND CHEMICAL SPECIES

2.1.1 STATIC VARIABLES FOR A MIXTURE

Let consider an homogeneous mixture N, speciese = 1,...,Nsp. The density of the

mixture may be computed as the sum of partial densitjes

Nsp

p(P.T.Ya) = D palp.T) (2.1)

a=1

Species mass fractions, are



Species can also be characterized with their molar coratémts and mole fractions. Molar

concentration of speciesin the mixture is expressed in the following way

C, = Lo _PYa (2.3)

C= Z C. (2.4)

Mole fractions can be directly computed from molar concaigns as

Nsp

Co .
Xo= & 0 D Xa=1 (2.5)
a=1
A simple relation between mass fractions, mole fractiordsranlar mass is
XeMy = YoM (2.6)
Average molar mass of the mixture may be computed using lathblesX, andY, as

N N -1
5 w0y
M = =;xaw|a: ZlM_] (2.7)

Ol

2.1.2 CONSERVATION OF SPECIES AND MASS

In an infinitesimal control volume, the change of speciesafiagtions, for chemically react-

ing flows, is due to convection, filiision of species and source terms of reactions.

0pY, OlpYe(uj+ Vo)l .
+ = Wy
ot 0X;

(2.8)

In this relationu; is the convective velocityV,; is the difusion velocity of species in
directionx; andw, is the source term for specias The dtfusion velocity in equation (2.8)

may be used to express the species mass flux
Jaj = pYaVaj (2.9)

The species conservation equation (2.8) turns out to be

dpY, Opu;jY, 0dej .
__ . 2.10
o ax; ¢ (2.10)



Both the sum of the source termg and species mass fluly; must be zero to satisfy conser-

vation of mass.

Nsp Nsp
Z‘ba =0 ; ZYav[,j =0 (2.11)
a=1 a=1

The sum of species equations gives conservation of masschidmge of mass in the control

volume is due to convection
ap 8pUj
2.1.3 MOLECULAR DIFFUSION OF SPECIES

The species diusion velocityV,; in equation (2.8) can be expressed according to kinetic

theory of gases [16, 36, 44, 66].

ainT
Va/j = - Z (DI 8XJ + Daﬁdﬂj) (213)

The first term on the r.h.s. is the thermaffdsion also known as the Sordfext [95]. In
reacting flows, since temperature gradients take largeesalbioret fect may be significant.

However, in this study, it is neglected for simplicity.

In the second term on the r.h.g,, is the dffusion driving force of species in directionx;.

This term can be derived by elementary analysis [104, 128].

0 ol
i = G+ 0 =Y 22 ”Zvﬁvamﬁ, b.y) 214)

D,s is the codficient for the inter-dfusion of species andg in the presence of any num-
ber of other species. Thefflision codicients take the name “binaryftlision codicients”
with notationD,z, when there exists two species onlf2,s can be computed algebraically
[16, 66]. In equation (2.13) the filusion velocities are explicit. However, the multicompo-
nent dffusion codficients D,z are not (asNsp > 2) . They can be approximated in terms
of Sonine polynomial expansion as a function of the primeithariables and binary flusion
codficients. A system of equations for the @id@ents needs to be solved [36]. This pro-
cedure is explained in detail by Dixon-Lewis [27] andffee & Heimerl [18]. This task is

computationally expensive.
An alternative method can be derived using the dual fornaradf equation (2.13), neglecting

9



the Soret &ect.
Nsp

doj = = > AugpVj (2.15)
B=1
The dual multicomponent fiusion codficientsA,z are not known but can be approximated
using the first term of a Sonine polynomial expansion. Théa8tMaxwell difusion equa-

tions are then obtained [55, 95].

Nsp Nsp
da/j = Z XaXﬁVﬁJ - Z —Xa/Xﬁ Va/j (216)
ﬁ:la#f Daﬁ =Lazp Daﬁ

D,p denotes the usual binaryftlision codicient for two component mixing. Thefticulty
of computing difusion codicients,Dz (for Nsp > 2) is avoided in this formulation. Even

S0, solving this system of equations is still computatignekpensive [54].

In this work, Fick’s law is applied for computing felision velocities. Fick's law provides
close approximations at low computational cost when coethé&r the two methods that are
explained above [25, 35, 65]. Thefidision codficient D, is assumed to be the proportion-
ality factor between the ffusion velocity of each species and the gradient of specide mo
fraction in the difusion direction.

Dom
Xa

This formulation can be obtained from the Stefan-Maxwella@n (2.16) assuming the body

Vaj = —=2X, | (2.17)

force per unit mas$,; to be equal for each species and the barotropic (pressudéegta

driven) difusion is negligible [128].

The multicomponent dliusion codficient of each species in the mixture is computed applying

the simple approximation suggested by Hirschfelder-Gsiitl, 66].
1-Y,

" St X6/ Dap

This approximation is obtained as follows :

Dam (2.18)

¢ Relation betweem,; and D, is obtained using the following algebraic relation with
the physical constrainty,; YgDg, = 0 for @ = 1,.., Nsp to solve the Stefan-Maxwell

system.
YoU
<UY >

whereU = T{1,1,1,..,1}. BothA andD are assumed to be symmetric and positive

AD =1 - (2.19)

definite onU+ andY+ respectively.

10



Here, the dual diusion codicients are approximated as the first term of the Sonine

series expansion
_ XaXg
Dyp

e Later, this relation is substituted in equation (2.13) asisg pressure is constant, body

Aog (2.20)

force per unit mass for each species are equal and therffizidn is negligible.

e The approximation (2.18) is obtained substitutDgg into Fick's Law (2.17).

The binary O,z = Dg,) diffusion codicients for species andg are defined in terms of
temperature and pressure. The values are computed apjplgwer law interpolation over
the CHEMKIN model [73].

Dop = %aaﬂowaﬁ (m%/s) (2.21)

The codficientsa,zo andb, for the variation ofD,s with temperature at atmospheric pres-
sure are tabulated in appendix A. The subsgyigtands for atmospheric conditions.

The species mole fractions are considered as independeables since the diusion ve-
locities are approximated using Fick's law (2.17). Howetleis method causes violation of
global mass conservation [54, 97]. The sum of species emsaliy definition must necessar-
ily result in conservation of mass, in conservative forrtiata This condition is not satisfied
for Fick's assumption, unless allftlision codicients are equal.

One approach for this problem is discarding one of the spemigiations from the system.
The mass fraction of this final species is calculated fuifjithe sum of the species mass frac-
tions to unity. Also, there are many reasons for the exigt@icénaccuracies in the solution
of Navier-Stokes equations. This last species is choser todiluent in order to absorb the
inconsistencies. It is chosen ag N the present work since it is an inert species. However, in
case of difusion flames all the species are deficient either in the fuekmlizer side. Since
the mass fractions of each species are critical at shear, tygmethod will result in loss of
accuracy. Another approach for preventing the violatiooasfservation of mass is introduc-
ing an artificial correction velocity for all species, whifdrces the sum of diusion fluxes to

be zero.
Nsp
VE == YV (2.22)
B=1
The correction velocity is related to the moleculdifwsion. It is more convenient to write it
on the right hand side of equation (2.10). The corrected rfhasss written as

I = pYo (Vaj +V5) (2.23)

11



So, the final form of the species conservation equation is

opYe  O(PYaty) _
=3 2.24
o abi ¥ (2.24)

2.1.4 CHEMICAL KINETICS

The source term in (2.24) is calculated assuming finite ragenistry, using Arrhenius laws
for the reaction rates. The systemMNyf,c reversible chemical reactions occurring in the flow

may be symbolized as follows

Nsp Nsp

Z V;le" = Z V;;jAQ' J=1,...,Nreac (2.25)
a=1 a=1

whereA,, is the chemical symbol of speciesandy’ andy” are the stoichiometric cdigcients
of reactants and products. The chemical scheme gives ftr reaersible reactiorj, the
forward K¢; and backwardy; reaction rates, as the dfieients @, b, Eac) of the Arrhenius

law

E
K = AT ( a"t) 2.26
exp\— 1 (2.26)

These cofficients are related by the equilibrium constigj of the reaction

Kej =

NSP "oy 0 0
K¥j _ (IDa_trn) a=1"0 Vaj eXp{A—Sj B AH]} (2.27)

Kp; \RT R RT

In (2.26) E4¢t is the activation energy of the reaction, aRd= 831451 (JK.kmol) is the
universal gas constant. The production rate of specidge to theN,¢4c reversible reactions

is computed with the following relation.

Nreac NSP

w(,=lvla;(v;’j v, Kf,]_[( ) b,]_[(pYﬁ)

Detailed chemistry has a valuablext on flow simulation. However, each additional species

(2.28)

increases the number of equations and the amount of datantthehar he reaction of pair
mixtures which may be considered to be well known [65] waslistli in this work. The 7
species, 14 reactions mechanism of ONERA, which was testBabidenko [22], is used for
the calculations. The mechanism with fibg@ents for equation (2.26) is tabulated in appendix

B.
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2.2 EQUATION OF MOTION

The momentum equation, which is the same for reacting aneteaxcting cases, represents
the dynamics of the flow, in the Navier-Stokes system

. O0|pUiUj + pojj orii
50U|+ ( ' 'J) pf_+ﬂ

= 2.29
ot ax; YT oX (2.29)

Body forcesf; are neglected in this work. Pressyrés calculated applying Dalton’s law

p= P (2.30)

2.2.1 THE EQUATION OF STATE

Each species satisfies the equation of state for ideal gases

Po = paMﬁT = PafaT (2.31)

re = R/M, (J.kg't.K™1) is the gas constant of species The mixture constant and its equa-

tion of state are derived using equations (2.7), (2.30) ariiLj.

Y, &Y,
r=Ry = p:pRTZM—:prT (2.32)
a=1 @

2.2.2 MOLECULAR DIFFUSION OF MOMENTUM

The stress tensor of fluid flow;j, in terms of the inviscid [§:pressure) and the viscous;(
contributions, is

Tij = —Poij + Tij (2.33)

The viscous stress for a Newtonian fluid (the stress is lipgaoportional to the strain rate)

is assumed to be symmetric and may be written as

. . 1(dy du;
Tij = /l(SijUk’k + 2/.18” ; S” = E (a—xlJ + 6_)(:) (234)

Stokes assumption which states that pressure forms treedratviscous part forms the devi-

atoric part of the stress tensat; (= 0) is applied, resulting il = —2/3u
2
Tij = uSjj = y(ui,j + Uji — éukkéij) (2.35)
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Si*j is one half of the rate of strain tens8y;j, for an incompressible flow. The viscosity
of the mixture is computed as a function of mole fractions padial viscosities applying

Wilke’s empirical formula [127]

1/4\2
Nsp (1 + Ha (m—) )
S S o 29
sp
a=1 Zﬁzl ><ﬁ¢aﬁ 8(1 + %)
B

Molecular viscosityu, of speciesr are computed using second order polynomials depending

on temperature which were generated over the CHEMKIN model

Ha = HaO T ﬂalT + ,u(tZTz (kg/ms) (237)

The codficientsu,o, te1 @andu,, for each species are tabulated in appendix A.

2.3 ENERGY EQUATION

The energy equation may be written in terms of total enengigrinal energy, enthalpy or
temperature. Total energy is chosen as the variable of tegygrequation since this is the
only variable to write the energy equation in conservatimm. In total energy, the potential
part is neglected

q:e+%uiui:h——p+k (2.38)

P
Here,eis the internal energy) is the enthalpy and is the kinetic energy of the mixture per

unit mass. The total energy equation for an infinitesimatmdwolume, neglecting the work
done by body forces and assuming there is no heat sourceiterneléctric spark, magnetic

energy ...) is as follows

op& N a[uj (o0& + p)] _ 09 . OTij Ui

2.39
ot 0X; 0X; 0X; ( )

2.3.1 INTERNAL ENERGY, ENTHALPY AND SPECIFIC HEATS

Internal energy per unit mass, enthalpy per unit mads, = e, + p./p«, and the specific
heatsCp, andCv, of speciese depend on temperature only, according to the perfect gas

assumption

Cvp(T)dT (2.40)

de,
dh,

Cp.(T)dT (2.41)
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The enthalpy of speciasis obtained by integration of equation (2.41) from a refeestem-
peratureTy. This represents the summation of the sensible enthalpgnd of the enthalpy

of formationAh? = where superscrit represents reference conditions

ho(T)

he,(T) + AhS

T
f Cp.(6)do + AR? | (2.42)
To ’

The specific heats of species satisfy Mayer relation

ro = Cpo(T) — Cvy(T) (2.43)

and the ratio of specific heats depends on temperature

Specific heats of the mixture are approximated with masshietgformulas
Nsp Nsp
Cp(YaT)= Y Cpu(MYa 5 CV(Ya,T)= ) Cuw(T)Ya (2.45)
a=1 a=1

Specific heat p, are tabulated as fourth order polynomials (CHEMKIN formetblés),
for two different temperature ranges df{j,-1000) and (1000Fnhax). The data for specific
heats at constant pressute, (Jkg.K) and enthalpy of formatiomh?’a taken from Burcat
polynomial database [14], are presented in Appendix B.2 dgeed of sound in the mixture
is

=T = yE (2.46)
0

The internal energy and enthalpy of the mixture are comployathass weighted averaging

Nsp Nsp

e= Z eY, ; h= Z he Y, (2.47)
a=1 a=1
The final form of the total energy in equation (2.39) is
NSp T 1
Q= Z (Ah(f)a + f Cpa(e)de) Y, — T + Zuju; (2.48)
a=1 To 2

2.3.2 MOLECULAR DIFFUSION OF HEAT AND ENTHALPY

Kinetic theory suggests the heat flux expressiarin directionx; as

Nsp Nsp
Q= Zlh(,Jgj — AT - le D! d; (2.49)
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whered,; is the dftusion driving force of specie given in equation (2.14). The terms of

equation (2.49), from left to right, are :

e Partial enthalpy flux of specie.

e Heat transfer by conduction computed by Fourier laws the codicient of thermal
conductivity. Itis approximated like in equation (2.36). Also, the cficient of partial

conductivity A, of speciesy is computed over CHEMKIN model as

Ay = Ag0 + A1 T + A2 T?  (W/m.K) (2.50)

The constantd,o, 1,1 andA,, are tabulated in appendix A.

e The third term, which is assumed to be negligible comparecbtauctive heat flux,
refers to the heat transfer that is induced by concentrajiradients (Dufour #ect)

[36].

2.3.3 TEMPERATURE EVALUATION

Since the species enthalpy in total energy depends on temperature non-linearly, &éinaly
cal derivation is not possible. Temperature field may be adgathfrom the total energg,

iteratively. Newton-Raphson iteration is applied for tergiure calculations [59, 80].

Nsp

f(M) =@ - Z oY, — T + %uiui (2.51)
a=1

Given a value fol, temperature is iterated for convergence €f) to zero
e (T
f/(Tit)

whereit is the iteration step. The temperature iteration is initéd with the value from the

Tt = (2.52)

previous step.

2.4 SUMMARY OF SYSTEM OF EQUATIONS

In summary, the system equations which serves as the bagtefeimulations presented in

this work is

oJ oF oG oH
—t—+—4+-—=V+S 2.53
ot “ox oy ez 7 (2.53)
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The vector of dependent variablés the convective flux vectois, G, H, the vector of viscous

stressV and the vector of source terrSsare given as follows

p pu PV pW
pu pUZ +p pVU PWU
oV puv PV +p PWV
pW puw R PVW PW? +
P& (o& + p)u (o& + p)v (o& + p)w
pY1 puYy PVY1 PWY1
|0 YNgp-1| | PUYNG,-1 | | PVYNG-1 | | PWYNg,-1 |
0
Txxx T Txyy T Txzz 0
Tyxx t Tyyy T Tyzz 0
Tzxx T Tzyy + Tzzz 0
N —Oxx + (UTyx) x + (VTyx) < (Wsz),x 0
V= ’ . §= (2.54)
_qy’y + (uTxy)’y + (VTyy)’y + (WTZy)’y O
~Gpz + (UT) o + (Vry2) | + (Wrz), o
_Jf{xx - ‘J:(Ey,y - ‘J:(ELZ
‘ ,szp—l,
_1c _1c _1c
J(Nsp—l))QX ‘](Nsp—l)y,y J(Nsp—l)ZZ
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CHAPTER 3

LARGE EDDY SIMULATION

Turbulent flow problems in the context of this thesis are ghHReynolds numbers and the
range of flow scales is fairly wide. Resolution of all scaleseaalistic or industrial configu-
rations is impossible and it seems to remain so in near fulespite the drastic improvement
in computational capabilities. Large Eddy Simulation ()ESsuitable andffiordable for the

simulation of the problems concerned.

Before putting forward the arguments that support the ideé&& one may ask the question:
what is being resolved during LES calculations? As Pope][tidés, a clear distinction
between real and resolved flow fields have to be carried outen/hfield of any turbulent
flow variableU(X,y, z t) is considered, the resolved field of this varialléx, y, z t) is the
numerical solution of the set of filtered Navier-Stokes eigua over a grid. In the context
of LES, W is intended to be statistically related to the filtered fieldwhich is obtained
by applying a low pass filter of characteristic widthto U. As the filter width is reduced
down to the smallest scales (Kolmogorov microsegléhe statistics of the solution obtained
by applying an accurate numerical method and proper boynctamditions converge to a
condition where all energy containing contribution may éygresented bW. This is the DNS
level which is obtained when the oscillations with smallevelengths than the grid cuffo
have no energy. The statistics at DNS level match thosd.ofrhe resolved variables for
LES are commonly considered as "filtered” forms of the solutt the DNS level, i@ priori
tests. This filter is not precisely defined for numerical selg having dissipation property,
linked to the resolving féiciency. In appropriate LES the statistics achieve an inteliate

asymptote aa is in the inertial sub-range.

After four decades of intensive developments [87, 109, 116] and from a theoretical point

of view, LES is now a well-established technique for incoagsible flows,. Intricate interac-
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tions between numeric and sub-grid modeling are well undedsin academic configurations
[43, 52, 76]. Multilevelmultiresolution approaches like Detached-Eddy Simutei(DES)
have been developed (see [111] for review), allowing robust @ficient simulations for in-
dustrial configurations. Nevertheless, certain aspedi&8fsuch as those in complex physics
-shocked flows, multi-component, multiphase, reacting $lowv in complex geometries, re-
main unclear despite some outstanding achievements [9FaBdwing S.B. Pope [107], one

should first make the distinction between pure physical LE&B@ure numerical LES.

In the former, filtered equations are solved for the largéesoaf motion, and theféect of the
unresolved turbulent scales, or sub-grid scales (SGS)@netolved ones is taken into ac-
count via a physically sound explicit sub-grid model. Higheder non-dissipative numerics
are needed to avoid interactions between numerical errarssab-grid modeling. Solving
the filtered Navier-Stokes equations in Fourier space widtsal methods is ideal for aca-
demic flows. In this case, the low-pass filter is a sharp Foerigt, and spectral sub-grid
eddy viscosity closures can be derived from analytical leed17, 96]. This ideal situation
is forcefully limited to homogeneous turbulence in cubienguitational domains. High accu-
racy can also be achieved in physical space on more generfdwations (though still very
simple) with higher-order centered compact finit&atience schemes [83] that include Struc-
ture Function models, either standard [96], selective {#1fltered [30]. Nevertheless, none
of these methods can handle sharp gradients or shocked flitnmivany numerical filtering
or artificial viscosity, which already raises the questiboampetition between numerics and
models. If multi-species, reacting variable density floness@nsidered, the situation is more

complicated.

In pure numerical LES, shock-capturing methods are usedive she Navier-Stokes or Eu-
ler equations without any explicit filtering. There is no ksip sub-grid model: small scale
fluctuations are damped by the numericdfution. This approach which is denoted -highly
controversial in the combustion community- is called irapILES (ILES), or Monotone In-
tegrated LES (MILES) [60, 91]. High-resolution methods eguired to avoid a significant
impact of the numerics on the turbulent flow statistics. Aaleation of the &ects of numer-
ical diffusion on the DNS and LES of compressible turbulence (noctireg has been done
by E. Garnier [46, 47] for mainly academic demonstrationalvll. Several shock-capturing
schemes were tested, and tHe &der WENO scheme [69, 88, 112] was found to perform

well. This approach has been widely used since. A recentesstd MILES has been re-
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ported for the simulation of multicomponent Richtmyer-Mksv turbulent mixing carried
out with the Euler equations [119], surprisingly, there aeey few attempts to apply this
technique to reacting flows [15, 117].

Intermediate between pure physical and pure numerical LkE&laother situations, where
both explicit sub-grid modeling and robust dissipativeesnks are used —although this was
not recommended by E. Garnier [47]. Many, if not all, LES ddgrcal (or industrial) interest
are carried out that way on irregular or even unstructurédsgwith old RANS solvers up-
graded for SGS modeling. Hybrid methods have also beenael(e.g. [31, 56]), where
the flow solver switches from a second or a fourth-order eéstheme away from disconti-
nuities to a shock-capturing scheme, depending on an aralhyridesigned sfiness sensor.
Whatever the method, in most of practical physical LES, s&@& terms are systematically
neglected, or crudely modeled. As such, irregular gridsiéeda second-order commutation
error [53], and the physically sound part of the SGS moddlrthimics the small-scale mixing
and scalar dissipation rate interacts with the numerid&ligion: both (grid and SGS model)
smooth out the flow field. In summary, firstly, filtered consdxe variables are introduced
which are so-called resolved variables. Then, the set aémmavg equations satisfied by fil-
tered variables are presented. Finally, twiiatent physical LES modeling strategies are ex-
plained, and the dissipation and dispersion characesisfi diferent schemes for numerical

LES are discussed.

3.1 FILTERING THE NAVIER-STOKES EQUATIONS

A filter operation makes the distinction between the Iargﬂeﬂ:f_and the small scalef of
a continuous functiorf, i.e. f = f + f’. Itis considered that the projection of functidron

a coarse grid acts as an implicit filtering operation, duéné&Nyquist cut-& wavelength.

The filtered part for a homogeneous filter may be standardipettas

(%) = fg G (x— &) (&) deé (3.1)

wherex andé are coordinates in the domaihandA is the “filter width” associated with the

filter kernelG, which necessarily satisfies
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f Gy de =1 (3.2)

Q

Filtering and derivative commute if the filter is homogenef, 122].

The multicomponent compressible LES equations are sitiaildre mono-species form given
by C.G. Speziale and co-workers [34, 116], but thermodynaiisi diferent. As in the mono-
species case, filtered multicomponent equations can béncdisierent ways, leading to dif-
ferent SGS modeling strategies ([84, 122, 123] and Garriied.[g8] for a review). The
derivations done in several ways are presented in the tliteravith more or less details
[56, 104, 121]. The way to display LES mathematically is téirdethe resolved variables
(computable quantities) then state the governing equatidth separate resolved and SGS
terms. This separation enables introduction of models ®% $rms. Primary computable

quantities are the resolved field variablsadvanced in time.
_)
W = T{Wp, Wa, . .., Ws,n,,) (3.3)

In the compressible formulation, if a Reynolds-like decasipon is introduced, filtering the

continuity equation (2.12) will lead to an uncomputableiafle pu;.

U=T+U;p=p+p = pb=pU+(U—-pl) — Leonardterm

+'u +p'U’) —  crossterm

+o’t{  — Reynoldsterm (3.4)

The Reynolds term in RANS formulation and all three extrantein LES formulation are
non-zero so thapy; # pu;. Favre introduced the concept of mass weighted filtering for

compressible RANS equations [39, 40].

u =G +u’ 0i = )O_E| (3.5
0

Favre variables are only mathematical definitions whichiglate some of the SGS terms
in the LES equations. Despite the loss of physics, Favrabs introduce mathematical
simplicity. Theoretically, the set of NS equations (2.58) @iltered and Favre variables are

introduced in these equations. The variables obtainedrgpllie filtered set of equations also
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include numerical errors.

o P
pu pu
pv oV
oW oW
W = _ = _
& &
pY1 oY1
|0 YNgp-1 0 YNgp-1|

Given the\/\/js one can obtain directly the Favre-filtered valupse andY, which are sec-
ondary computable quantities. However, temperature aedspre fields are also needed
during the simulation. Temperature may be deduced frosraidd pressure through ideal gas
equation of state. Particular attention will be given ois tierm at the end of this section.
Filtered equations with Favre variables are presentedaftere The filtered quantities or ¢

are split into the sum of a pa#t computable out of primary or secondary quantities plus an

uncomputable pag (SGS).

p=¢+¢ (3.6)

3.1.1 CONSERVATION OF MASS

Consider the continuity equation (2.12) in conservativenfdiltered with a linear filter which

may commute with derivatives

‘Z—’f + (p—uj)’j =0 (3.7)

The convective termp{j;) is uncomputable so Favre variable is introduced for agttéor-

ward filtered equation (3.7)

P+ (pu) =0 (3.8)

Since Favre filtering does not commute with derivatives r&aariables are introduced after

commuting the “bar-filter” with partial dierential operator.
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3.1.2 CONSERVATION OF CHEMICAL SPECIES

The species conservation equation (2.24) after filterireyatpon is

IpYa
ot

+ (pqua)’j = _J_ij,j + o (3.9)

Introducing Favre variables into (3.9) yields

Mo (a%), =T, 0o % -a%), @0

The filtered corrected species mass flux term can be splictaputable and uncomputable

components, as explained in relation (3.6)
= T+ (3.11)

The resolved corrected mass flﬁgﬁ of speciesy in the directionx; is computed from equa-

tions (2.17)- (2.23) using resolved variables.

. f— = My —~—
J, p(D(,mxa, =+ vaa) (3.12)

ic
J, j

M, S VI
o (Do R + V5, ) - (Bone 122 ) @13

So the filtered species conservation equation reads

aW5+a —— ic -
praht (pqu(,)’j =38+ @a + (Craj + c:z(,,-)’j +Ca, (3.14)
where
Cuj = —p(u¥e - TjYe) (3.15)
Coj = -3 (3.16)
Ca = Wa (3.17)

In a priori LES tests presented in appendix H it has been shown th@btheerm is generally

negligible. On the other hand, ti, term is the cornerstone of reacting LES [42, 80, 81].

3.1.3 EQUATION OF MOTION

Filtering equation of motion (2.29) and commuting the filteth partial derivative gives

apy; _
W‘ + (puin)’j =—Pj+Tij | (3.18)
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Filtered viscous stress and pressure need special attentio

In the viscous stress , viscosity is not constant
p=pu(Ye, T) (3.19)

As a result, the filtered viscous stress is uncomputable amdba split into uncomputable

and computable parts

Tij = Tij +Tij (3.20)
fijp = wSy o f=pYe,T) (3.21)
% = uSij-iS; (3.22)

whereT is the computable temperature (will be explained in deteihie section for W) and
the filtered strain tensor for compressible flow is

- . 2_

Sij = U j + Uj; = 50k (3.23)
Since the pressure is calculated using the temperaturehegi@dquation of state, it has an

uncomputable part like the temperature. Specific to muttiponent flows, the uncomputable

filtered pressure reads

P = p+p (3.24)
. Nep 11—
p = pT=p|R) wValf (3.25)
a=1 ¢
p = p(rT -7T) (3.26)

Considering (3.20) and (3.24), the Favre variable intreduequation of motion yields

OW14i

al (pUiC; + ﬁéij)’j = 7ij + (A + Agij + Ag(si,-)’j (3.27)
Auj = —p(0T; - GG;) (3.28)
Adj = Tij (3.29)
Az = P (3.30)

The Ayjj term is the most important one and is common to mono-speoi@piessible LES
equations. It reduces to Germano’s central moments [ShEimicompressible limit. Thay;
term appears because the filtered viscous stress is uncagpais explained and neglected
in most compressible LES [122, 123]. It was showraipriori tests presented in appendix
H that theAz; term may overcomel;j j in some cases. This is never considered in any

multicomponent, non-reacting or reacting LES.
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3.1.4 ENERGY EQUATION

Filtering and commuting the filter with derivative for theeggy equation (2.39) gives

&

5 T euie) j+ (pu) ;= =Ty 5 + (rijui) (3.31)

Then, introducing Favre variables in the filtered total ggerquation (3.31) yields

MWs 1 o . )
= |08 + BT, = (T#i)) - Qi + (B + Baj + By + Byj) (3.32)
By = -p(&m; -&u) (3.33)
By = —(PUj - puy) (3.34)
Bsj = Umij - Uit (3.35)
By = -G (3.36)

Equation (3.32) and terrB,4; involve respectively the resolved and SGS parts of the uacom
putable filtered heat flux. As explained in section 2.3.3,perature can not be deduced

directly but it is computed out ak

g, = §+¢g (3.37)
4 = -AT;+ Z ﬁ[,jgj (3.38)
b - (T R - @39

a

In (3.38),1 is uncomputable and is obtained the same way as (3.19).

3.1.5 SPECIAL ATTENTION FOR W 5 AND IDEAL GAS EQUATION

The total energy is used for construction of the consergatariable in the energy equation.
Temperature and pressure are computed from this term. Hieadss term deserves particu-

lar attention.

p(e+ suiui)

i)
o)
Il

= ph—P+pk (3.40)

25



The filtered pressure, the Favre-filtered static enthalgytha Favre-filtered kinetic energy

per unit mass are uncomputable.

pa=p& = pé+p& (3.41)
p& = ph-p+pk (3.42)
p& = ph-p+pk (3.43)

The split uncomputable pressure is given in equation (3. P4¢ Favre-filtered static enthalpy

is written as
h = h+h (3.44)
h = Z ho Y, (3.45)
h = Z (haYe - A, Y2) (3.46)
where
~ T
h, = A2 + f Cpe(F)do (3.47)
To
The Favre-filtered kinetic energy is :
k = k+k (3.48)
k = %qq (3.49)
- 1

In equation (3.25), and at the upper integration limit irdg3, the resolved temperatuiie

has been used instead of the Favre-filtered temperatur&iven numbers for th@/\/js, T
could theoretically be obtained by finding iteratively (evip a Newton-Raphson procedure)
the value which produces a posteriori the properwue from equation (3.40). In practice,
since (3.43) is seldom (if ever) explicitly modeled in medtmponent LES, only the analytic
expression of the computable paé, equation (3.42), is used to find the resolved temperature

T such that

_ T - 1
Ws =5 Z [Ahg + fTo cpa(e)de] Y, -TT + Euiuil (3.51)

a

So, unless the uncomputable total energy per unit volpénes properly modeled, the Favre-

filtered temperature is uncomputable.
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3.2 EXPLICIT SUB-GRID MODELING

In the present study, as in most physical compregsilticomponent LES, the SGS terms
which do not emanate from convective parts of hyperbolicegaowg equations{Agij , Az,
Bsj, Bsj and C2aj] will not be explicitly modeled. One can consider that theg aimply
neglected, or put together with the dominant dynamic teis B;j andCy,j. For the main
Aqij sub-grid term in equation (3.27), a classical sub-grid eddgosity assumption is made

for the deviatoric part of the SGS tensor
1 —
AD; = Aij - 3R] = HsgSii (3.52)
so that
——  ——\  2_ t =
P(Uiuj - Uiuj) - §Pksgs€5ij = —HUsgsDij (3.53)
Two SGS models are implemented : the Smagorinsky (SM) mddél][extended to com-

pressible flows, and the Selective Structure Function (88¥el [21, 96].

3.2.1 CLOSING THE FILTERED EQUATION OF MOTION
3.2.1.1 THE SMAGORINSKY MODEL

The first known application of the idea of physical LES is bgelth Smagorinsky [115]. The
turbulent viscosity,uESgs is dimensionally equal tpul. The velocity may be approximated
by assuming the energy dissipation is equal to the energgfeeed to small scales, with no
backscattering.

wowd

€ pT > pK (3.54)

In this relation, the characteristic length is taken as titer fividth A
1/3
—[Ae
Hsgs = p(—) A (3.55)
P
The main assumption for the model states that produ@@ign is equal to dissipation for the
sub-grid kinetic energy
Phegs = ABJ- Uij = #tsggi]ﬁi,j (3.56)
When one substitute the production into equation (3.5%isipation, the turbulent viscosity

reads

i, —~ __ \1/3
Hsgs= P73 (ugSijTij) A3 (3.57)
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The usual form of the compressible SM model is [34, 49]

fsgs= P(CsA)?|S7| (3.58)

) (3.59)

IS = (2SS}

It is common to apply the equation (3.59) for constructiorsdf model which is only valid
for incompressible case. However, considering the sub-ggale production terrrfkg’ij Ui j

[56], the traceless closure (3.53) leads rather to

S* = (Sij S )l/ ? (3.60)

This is the expression implemented in the present studyhdrStM model, the filter width,
or turbulence resolution length scake is multiplied by the model constant. The product
CsA can be written adAc whereAc = (Ax;AxAx3)Y3 is the geometrical mean local grid
resolution. Various derivations which result ifffdrent values for the constabg are possible
(p.587 in [106]). In the numerical experiments presenteskiction 5.1, simulations with the
SM model are done for?=0.01 and1?=0.02. Taking the constails = 0.1, this may be
interpreted as varying the numerical accuracy fioth = 1 to A/h = V2. This is the usual

range for physical LES using dissipative numerical schefgesstion 7 in [107]).

3.2.1.2 THE YOSHIZAWA MODEL

The isotropic part
1

Allij = 3

2_
Aidij = —§Pksgs5i j (3.61)
can be represented by the Yoshizawa model [129] as
ﬁksgs = pCy Az|’S‘;|2 (3-62)

However, it may be neglected if the sub-grid Mach numbéésl‘# PKsgs/yP is small [86, 34].

The sub-grid Mach number will be verifiedpriori later in section 5.1.5.
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3.2.1.3 THE SELECTIVE STRUCTURE FUNCTION MODEL

The SSF model is based on the standard structure functiomniSéel [85] for,uggsin Afij.
In the SF model, the second order velocity structure fundig(X, A) is used

Fao (X AX) = <||ﬁ(z, t) — R+ T, t)”2>|m|=Ax (3.63)

In practice, the velocity structure function is computeeéradifferences in the resolved veloc-
ity field at adjacent grid points. The SF on uniform ghg =Const. in directiornx; with unit

vectore is

FO = TR - TR+ AXB)IP (3.64)

+ IR - T - AXB)I2

The model may be modified for non-uniform rectilinear grié][8
3 2/3
_ 1 0) AC
Fa(X,4) = ¢ ; F (M) (3.65)

The SF model gives good results for flows in which turbulencamall scales is close to
isotropy, but it is too dissipative for shear layers. The $8¥el is an improved version of
SF model[21]. It allows to switchfbthe model in regions where sharp gradients are present
but where the flow is not three-dimensional enough. This jiéctlly the case in the core
region of high-speed jets, where transition to turbulerg® ot yet occurred. The measure
of three dimensionality is chosen as the angleetween the local vorticity and the space

averaged value of the vorticity over the six closest neiginigopoints. The SSF model reads

1/2

Hsgs= Tao(0)Cs AR [Fo(X, A)] (3.66)
where
1 ifg>6y=20
foo(0) = (3.67)
0 else
The model constant is taken as
Csr = 0.105C;*? = 0.0634 (3.68)

whereCk = 1.4 is the Kolmogorov constant. The choice of figr value is discussed in
[21, 30, 31, 85].

29



3.2.2 CLOSING THE FILTERED ENERGY EQUATION

In the filtered energy equation, the sum of the major sub-griohsB;; + By; is modeled as
whole with a gradient assumption, using a constaggdRr 15, C p/ A5y number.

lltsgsC p

Isgs

Blj + sz = - f,j = —/ltsgs-’ll’j (3.69)

in which the thermal conductivity for energy is connectethi eddy viscosity through unity

Prsgs.

3.2.3 CLOSING THE FILTERED SPECIES EQUATION

The same is done for th@y,; term of the species equations, equation (3.14), using damns

sub-grid Schmidt number
Yo j = —PD54eVa (3.70)

This is quite a crude -although commonly used- modeling aeqh for example, to the
dynamic methodology proposed in [56] which closes the mpgot (3.50) of (3.43) leading

to T ~ T. However, it is sfiicient to assess the aim of this study, which is to compare
LES and MILES for high speed shear flows. In this state of mingjll simply taken that
Prsgs= SGgs= 1.

Modeling the sub-grid chemical source te@y, is the cornerstone of LES of reacting flows.
Most of the models for non-premixed combustion rely on a eored scalar like the mixture
fraction, for which a filtered (joint)probability densityrction (FPDF) has to be prescribed
(usually as-function). Examples are flamelet models [20], progresgiée models [101])
and conditional moment closure (CMC) models [75]. Theseetwdlso require the variance
of the mixture fraction an@r its dissipation rate at the smallest turbulent scaleschvis
difficult to achieve in implicit LES [103]. Hence, in the framewaf the present study, the

C3, reaction term is left to the numericalffiision.

3.3 Implicit LES

In the simulations, a set of non-linear PDEs is being solvadrder to satisfy stability and

monotonicity of solutions including discontinuities, sfaly designed schemes are applied.
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These schemes, by their nature, cause the waves speed alitd@dengf the solution to devi-
ate from theoretical exact solution. In “numerical LES” eggch, the deformation due to the
numerical scheme, linked to the resolviniaency of the derivation scheme, contributes as
SGS motions. This argument is equivalent to what is indetaieBoris: “monotone CFD al-
gorithms readily have built-in filter, and correspondinglbin SGS model'112]. The numer-
ical deformation of wave speeds and amplitudes due to thesricah schemes are dispersive
and dissipative errors respectively. The dissipative aspkdsive errors may be separated an-
alytically, applying the modified wave number (MWN) spettamaalysis. This analysis may

be done analytically for linear numerical schemes.

3.3.1 MWN ANALYSIS

Consider the one-dimensional scalar functie(x), x € [0, 2x] for simplicity, containing

a single Fourier mod&. On a regular gridx;, = iAX, AX = 27¢/N, i = 0,...,N, k must
stay within the numerical cufblk] < N/2, |KAX| < n to avoid aliasing errors. The discrete
projection ofFy(X) is

Fr(x) = Fke! = Fy; (3.71)

Linear MWN analysis

A linear scheme produces a numerical derivative at the esimgidek

5FkL_(5/|:T<

—~| =5 (K)eM¥ = jk’ (K)Fyel (3.72)
|

wherek’(kAX) is the MWN of the scheme, whose real and imaginary parts ssecéated
respectively with dispersive and dissipative errors. Thalysis of response produced by

some linear schemes on mdklemay be demonstrated as follows.

e Second order centered scheme

R = N/2 JKAX _ o jkAX
OF| _ Frina—Fuia _ E (e e )ejk>q

- | = k
OX | 2 AX 2 2AX

K(KAYX) = smikXAx)

(3.73)
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e First order upwind scheme

. . N/2 kA
OFk| _ Fri—Fri1 _ Ek(l_ e’ X)e—jkxi

axliT Ax e AX
K (KAX) = S'”E‘XAX) -] (1‘ CZi(kAX)) (3.74)
e Second order upwind scheme
OFy| _ 3Fki—4Fkia+Fui % = (3-de ke
axli 2AX K g 2AX
o - Y . j
K (kAX) = AR [4 sin(kAX) — sin(2kAX)] AR [3 — 4 cog(kAX) + cos(2kAX)] (3.75)

Non-linear MWN analysis

In this study, the non-linear WENO procedure, which will keadled in the next chapter, is
applied to compute reconstructed vectE_'r.sl/z. Separation of dissipative and dispersive er-
rors of non-linear schemes is not possible analyticallywel@er, the numerical error analysis

which will be presented in this section, may be done for ameste.

In the present case of WENO, at a pofrt = iAX} of a structured cartesian grid, the conser-

vative approximation to the first derivative at fifth-order

oF _ |%i+1/2 - |fi—1/2
x T +O(AX) (3.76)

~

applies in smooth regions of the flow. The following specaralysis of the non-linear WENO
scheme (4.14) was introduced by N. Lardjane [80] and fuidiegeloped by S. Pirozzoli [102].
A non-linear scheme will produce a response at other frej@erwhich may be separated
applying the modified wave number (MWN) analysis numernjcall
Ne N2 e

= éﬂ—lzk(n)el’”q (3.77)

i 2 OX

oFk
0X

The MWN kf< of the non-linear scheme is introduced, such that

NL

OF ™ _ jki Frelk (3.78)

O0X

i
in which one can separate the contribution to mkd®m the contribution to other modes

—_— N2 ——

— oF ; oF ;
i B alkx _ 9Tk Ak K () ainX
ik Fke o (K)el*s + n:_gN/z X (n)e (3.79)
n#k
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By analogy with (3.72)k; = k{ (k) + ki, (K) is written with

’ _.(ﬁ\
K= =50 (3.80)
k
and
. N2 ==
-] oFk (10
ki (K) = —= —(n)elhx 3.81
Wk == nz_ZN/z = (3.81)
n=k

The linear MWN (3.80) has been computed on a grid of §ize 1024, without (smooth
function) and with the non-linear WENO weights. In the forncase, the WENO scheme
simply becomes linear. Figure 3.1 displays the real and imaag parts of the scaled linear
MWN, o'(w) = AXK (kAX), for each case. Theffective spectral properties of the WENO
scheme are very fierent from the theoretical ones, and the peaks intentipkalbt on the
curves show that the fitness sensors may be put in default for some specific freceepoi
a given grid. An analysis of the non-linear MWN (3.81) can berfd in [80].

25 Refa (@)} t( ) o [mieet __oun

201 (q) @
(c) 05

151 ®)

-1.0 4
1.01

0.5 1 -154

0.0 . : : 2,04
0 1 2 3 @ (@)~ Im{w(m)} = -4
Im{o' ()t

exact

Figure 3.1: Linear Modified Wave Number without (top) andntbottom) non-linear WENO
weight. Left : real part, right : imaginary part. (df3rder WENO, (b) 8 order WENO, (c)
7t order WENO, (d) 9 order WENO, (e) 14 order WENO, (f) £ order upwind FD, (g)
2"d order upwind FD
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3.3.2 THE INTERACTION BETWEEN NUMERICAL ERRORS AND EXPLICI T
SUB-GRID MODELING

The following 1D Fourier analysis simply demonstrates thteraction of SGS model with
numerical errors. As the MWN analysis, this analysis may diedacted for any numerical

scheme. Consider the viscous linear wave equation

ou  du 4
& + C& = Vﬁ (382)

whose dispersion relation {3(k) = kc— jvk? for a single Fourier moda(x, t) = G(k, t)el*.

A “physical LES” for equation (3.82) may be considered, inietththe advection term is
computed with a WENO scheme, and théwhion term with a central FD scheme for first
order derivative, applied twice. Introducing the scaled M\f both schemes, the numerical

LES dispersion relation can be written
LES WL\ i 2(@FD ?
Qrum(K) = ke - Jngsk "o (3.83)
wherewp(w) = £(8sinE) — sin(2w)) for the 4" order central FD scheme.
In 1D, the Smagorinsky model reads

Vi = V2 CSA2 a ~ V2 CZ Ax wiplll (3.84)

The second order structure function in the SSF model is

2
Fa(x t) =< [Ju(X,t) = (X + [, )[I? > axs AXP ou (3.85)
OXIFD

hence

Vigeo " ~ CsE AX wip |l (3.86)

SettingC = Csgdl|/cwith Csgs = \/EC% (SM model) orCsgs=CsF (SSF model) yI6|dS

1 / ’3
— QLES( ) = ZFp ¢ (3.87)

num
w

to be compared with

QéanSc( ) =1- jw?C (3.88)

for exact derivatives. The departure from 1 (resp. 0) of & (resp. imaginary) part of the
ratio

= QRES/QLES, (3.89)
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indicates the frequency range, depending on the val@g fofr which numerical errors begin
to interact with the sub-grid model. For a given frequeacy 0, whenC = 0,7 = w| /w, and
whenC — oo, n — (w’FD/cu)s. Figure 3.2 shows the real and imaginary parts of (3.89) for
the 8" order WENO scheme, associated with tHeotder central FD scheme. About 20% of

the frequencies that the grid can capture are ffecged by numerics.

1 Refnt 011Im{n} e=1

0.8
-0.1 1

0.6 1 -0.2

0.4 0.3 1

-0.4 1
0.2 1

-0.5 A

-0.6 1

-0.2 - -0.7 -

Figure 3.2: Interaction indicator eq. (3.89) f6r= 0, 0.1, 1 and 10. Left: real part, right:
imaginary part.
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CHAPTER 4

THE WENO SOLVER

The vector representation of the Navier-Stokes equationgnilti-species flowg2.53) is
given by

o0 oF oG oH
— +—+—+—=V+S 4.1
ot “ox oy ez T (4.1)

In this chapter,” indicates the conservative variabled,reot Favre variables.

G = T [p’pUaPVaPW,petale’ ""pYNSp_l] (42)

The Euler equations/{ = 0, S = 0) are a set of hyperbolic PDEs in each plarg)( (y, t) and

(z1)
oU OF 4G H _ g4

=L 4.3
ot " ox "oy oz (4.3)
In order to illustrate the WENO method, consider a 1D hyphkechmoblem
o0 oF
ﬁ + & = (44)

The finite diference spatial derivative of the conservative fIﬁ)( i6 computed to advance the
solution in time. Use of the conservative form guarantessdtitinuities to move at the cor-
rect speed satisfying Rankine-Hugoniot conditions. WEN&Hnod with Lax Friedrichs flux
splitting is applied for ensuring stability of the scheméaeTLD system (4.4) is diagonalized
then flux splitting and WENO reconstruction are applied oarahteristic fields. Derivatives
at grid points are computed using reconstructed fluxes airdeftfaces for each direction,

separately.

~
In this chapter, firstly transformations between consamai, primitive U and characteris-

tic W variables are explained. Then, the conservative finifierdince scheme is defined. In
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the third part, the WENO reconstruction with Lax-Friednsdlux splitting algorithm is ex-
plained. The time integration and boundary conditions aesented in sections 4.4 and 4.5.

Finally, some specificities of the numerical tool are listed

4.1 TRANSFORMATION BETWEEN CONSERVATIVE, PRIMITIVE AND
CHARACTERISTIC FORMS

The notations for transformations between conservatrmitive and characteristic forms of
the EULER system, irx direction is presented in this section. The system in cvasiee

form is written as

o0 o0 . OF,
SAS-e -2 =

Conservative variables are transformed into primitiverfarsing matrix P] = U /U

‘90 +[A] 0—6 where PB] = [P Y[A][P] (4.6)

The vector of primitive variables is
U=Tlo.uv,w, T, Y1, ..., Yy 1| (4.7)
Matrix [A] is diagonalized with left and right eigenmatricek] find [R] respectively.
[A] = [LI[AI[R] (4.8)

Explicitly, the terms of the system with siz&l{, + 4) with the eigenvalues orderet =

T[u-c,u,u,u,u+c,.., u] are as follows

[L] =T [0, 1, ()] (4.9)

whereil) are the left eigenvectors of primitive jacobian matuy (Figure 4.1) related to the
eigenvalue1®

WAl = a0 for i=1,.,Nsp+4 (4.10)
Diagonalization is done on primitive form since it idfitiult to obtain [] and [R] which are
left and right eigenmatrices of the conservative jacobiatrizes B].

%V+[A] oW =0 where W=[L]U (4.11)

The definitions and notations are summarized in Figure 4.® ffénsformation matrices
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Figure 4.1: Transformations betweetfdient forms for the Euler system of equations.

[R] and [L] are given in appendix D. Although the derived transformmtmatrices are of
size Nsp + 5, the mass fraction of the last specig,, is computed out of the others. The
same derivation for the characteristic boundary conditisrconducted foNsp + 4 system of

equations, presented in appendix E.

4.2 CONSERVATIVE FORM FOR DIFFERENTIAL OPERATOR

The objective of the finite dierence spatial discretization scheme is to compute théakpat

derivative of any functionf is the flux function of a non-linear PDE

ou of
E + & =0
ux,0) = u(X (4.12)

Then the solution may be advanced in time with an integragidmeme like a TVD Runge
Kutta method. Consider pointwise functidn= f(x;) defined on a gridx, ..., Xi, ..., Xn). A

conservative approximation for equation (4.12) is of tharfo

df 1 - A
&L = (fioaz = fiiaj2)
where,
fAi+1/2 = fAi+1/2(fi—r, ) fi+s) i=0,..,N (4-13)
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r andsare positive integers. Conservative approximation foivdéve of flux function yields
discontinuities in the solution to move at physically cotrgpeed [126]. However, stability is

not ensured by conservative schemes.

4.3 WENO SCHEME

The importance of the numerical solutions to the Naviek&oequations increases due to
improvements enabling solutions for real problems of camc®ne side of this improvement
is in computational capacity. The growth in understandihgE theory and development of
new numerical techniques, is the other side. Godunov’seiobarrier theorem” is one of the
milestones for numerical solution of flow problems incluglidiscontinuities [57], in 1959.
After this early work, in the 80’s Lax, Van Leer, Harten andnyathers published on ap-
proximate solution methods for the Riemann problem [108].1Barten presented his work
on total variation diminishing (TVD) schemes. This work npehe door for higher order
“monotonicity preserving” schemes that do not contraveeu®ov's theorem [61]. Later,
Harten introduced the “essentially non-oscillatory” (EN§&heme with his colleagues [62].
ENO scheme is based on the choice of the smoothest shiftedidt flux reconstruction
near discontinuities. ENO schemes are successful for stequkiring. Shu and Osher sug-
gested TVD Runge-Kuta time discretization and applicatbieNO procedure directly on
flux values rather than on the variables [113]. These maodiifice enhance the accuracy of
ENO schemes for lower cost. Later, in a second paper theydnted ENO-Roe, ENO-LLF
(local Lax-Friedrichs flux splitting) methods for improvent [113]. Weighted essentially
non oscillatory scheme (WENO) which is applied in the nucarmethod of this thesis is
developed by Liu, Osher and Chan [88]. Recently, modificatim improve the accuracy of
WENO method, in the literature. Mapped WENO schemes aafiei@ — 1) order accuracy
near discontinuities [64], more accurate band-width ojzédtht WENO scheme [93, 118] and
low cost WENO-Z schemes [10] are some examples. These iraprents are not considered,
since the scope is not related to achieve higher accuracy.

The key idea in WENO is constructing flux values using the Wisd average of approx-
imate flux values at cell interfaces. Normalized weights getermined depending on the

smoothness of the ENO approximations at shifted sub-ssesioown in Figure 4.2.
Inthe WENO proceduref:-ﬂ/z in equation (4.13) is reconstructed using ENO approxinmatio
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on different sub-stencilssér)in Figure 4.2) includingx+1/2. The overall stencil%;) size for
k" order reconstruction 0fi+1/2 by WENO scheme isk- 1. Weighted average ¢fnumber

of approximationsf(")

4172 forr =0, ...,k — 1 gives reconstructed flux

k-1
fir2 = Z w £ (4.14)
r=0

As an example for the fifth order WENO reconstruction Figutztde approximationsﬁ:(fl‘ /22)

are computed on sub-stenc8§’-2 of sizek (Figure 4.2).

fiaz = ‘?i(fi/z"vo + fi(ﬂ/zwl + fi(ﬂ/2W2 (4.15)

and )

111/, is obtained fronk™ order ENO approximation.

A+
g ki+12
A
i

<@

Figure 4.2: 8 order WENO stencil demonstration.

4.3.1 ENO APPROXIMATION

f‘_(r)

41/ are values of the interpolating polynomials, the feo&nts of which are derived on

following grid, cells and grid points
a= X2 < X3/2 < ... < XN-1/2 < XN+1/2 = b (4.16)
1
li = [Xi—1/2, Xir12]; X = > (Xi—1/2 + Xi+1/2)

Atthe cell t, f

4172 which isk!" order accurate approximation is based on sterﬁréib‘slength

k cells, r cells to the right, and s cells to the left, with s+ 1 = k
Si(r) = {lir, ..., lizs} (4.17)
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The approximations are constrained by the integral equialitconservative schemes
1 Xj+1/2

fi=-— f(¢)d¢ = & f e fO@de j=i-r,..i+s (4.18)

AX] Xj-1/2 ] j-1/2

There exists a unique polynomial approximation of dedteel, on nodes of stencili(g
matchingf; values in the sub-stencil. So, there exists linear set aficents ¢; depending

; A(r)
on left shift for fill/z.

k-1
2= Cifirs] (4.19)
i=0

The linear cofficients which are derived starting from the Lagrange form gdraximate

polynomials by Shu are

k k
Ci = Zk: Z“|=0|;tm Hq=0q¢ml (XH'% - Xi_“'q_%)
] —

AXi-rsj (4.20)
K j
m:j+1 I_I|:0|¢m(xi—l’+m—% - Xi—l'+|—%)

If the grid is uniform, the coicients do not depend dr{Ax; = AX)

S Z:(:0|¢m ngzoq#m,l (r - q + 1)

o= ),

m=j+1 H:(=o|¢m(m -1) @2y

The constants;; are listed in Table at appendix G fer=1,...,6.

4.3.2 1D WENO RECONSTRUCTION PROCEDURE

The reconstruction procedure to complﬁt,q/z using f; is as follows.

o At X,1/2, k approximate values” _ of k" order accuracy are computed over sub-

i+1/2
stenciISi(r).

k-1
f’i\(+r)l/2 = Z Crjfiorej Si(r) = {Xiors - Xicr+k-1} (4.22)
=0

e The reconstruction is done by weighted averaging[i(ﬁf/2 as seen in equation (4.14).

e The normalized weightsy, are related to smoothnessy, are used to increase the
contribution of the approximation at the sub—ster&iﬂl) where interpolated polynomial

is smoother.

Qy dr
r=0,.,k-1 =— 4.23
N e By (4.23)

Wr =
k-1
Z:s=0 s

41



Br is called the smoothness indicator which is a measure obudiswity (stifness)

of the solution. € is a positive small cdécient to avoid division by zero. The ideal
weightsd, which generate (2— 1) order upwind scheme are tabulated in appendix G
fork = 1,...,6. If the function is smooth in the stenﬁfr) the value of the smoothness
indicator 8, = O(AX?) so thatw, = O(1). When there exists a discontinuity in the
stencil; = O(1) so thatw; = O(Ax*). The numerical formulation suggested by Shu is
presented in appendix G faér= 1, ..., 6.

4.3.3 FLUXSPLITTING

Application of Lax-Friedrichs flux splitting is suggested hu to enhance the stability char-
acteristics of ENO [114]. The same enhancement is exter@d&ENO schemes. In ICASE
report, Shu states that the flux splitting algorithm is cétative and improves stability char-

acteristics [112]

f(u) = f*(u) + F(u) (4.24)

where for Lax-Friedrichs flux splitting,
+ 1 /
f£(u) = §(f(u) +au) a=max|f (u) (4.25)

The range of relevant for taking maximum may be chosen at the overall domain orllpca
as the stenci;. Depending on the choice, the method is named “local LF” twlfgl LF".

In application, WENO procedure is applied on split fluxfgé_‘ﬁ_/2 and fi:rl/2'
the ¢;; Table which is presented in appendix IGakes the value-1. The transformation of

Note that, in

A~ A~

codficients¢;j = cr_1j is for fiil/z as, cj is for fijrl/Z' After WENO procedure, fluxes are

reconstructed

i1z = ﬁ:l/Z + fi:l/Z (4.26)

Lax-Friedrichs flux splitting is the less expensive but ohhe most dissipative flux splitting
algorithms. However, as the order of the scheme increasissgissipation fiect decreases

2].
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4.3.4 SOLUTION FOR SYSTEM OF EQUATIONS

It is explained in the introduction of this chapter, that ttie flux derivative is computed
in x direction and this formulation is used fgrand z directions. Application of WENO
scheme directly to the coupled system of equations is pesditowever, this is reported to

cause spurious oscillations for higher order approxinmatiii12]. 1D characteristic system

of variable is . .
oW [ — OF [ 0F  ag
which may be written in component form as
oWk 0ok ) 3
- + Vi 0 ; k=1,.,Ngp+5 (4.28)

whereg is the flux for the characteristic system. The overall procedf WENO scheme for
flux derivative computation having the conservative vadab); and the flux value§; at grid

points, is as follows.

e Transformation matrices from conservative to charadtengriables R], [L] and [A],

are constructed a§.1/2. Matrices are given analytically in appendix D.
[Rl = [R(Uisa2) [0 =[0(Tiz) [A] =[A](Uiap2) (4.29)

e These matrices are assumed to be constant in the stencihoérs;. The cell in-
terface values of the primitive variabldiéﬂ/g in equations (4.29) are deduced from

conservative variableﬁm/z which are computed by simple averaging.
=2 1/= =2
Uitz = > (Ui + Ui+1) (4.30)
e Having obtained the left eigenvectcTr(innes of left eigenmatricel]]) the characteristic

system flux values are computed.

5+Nsp

o= S T, = o
p=1

e Lax-Friedrichs flux splitting is applied ogx as

Ok = O + O (4.32)
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0 K
ay = max‘wk‘ = max|A®| (4.33)

e WENO procedure is applied to obtain reconstructed quxeeIhtmerfacesgﬁM/z
o k-1
At(l +
i1z = Z CriGir+j
=0

k-1
At at(r
Oicivy2 = Z wfgk,ggl/z (4.34)
r=0
e Back transformation is applied from characteristic to emwative flux.

e Finally, the overall reconstructed numerical fluxes arduatad as

= = =

Firi2 = Fi++1/2 + Fi_+1/2 (4.36)

4.4 TIME DISCRETIZATION

Having computed the flux derivative in space, the soluticadiganced using explicit Runge-

Kutta time discretization.

4.4.1 RKp TVD TIME STEPPING

General form of Runge-Kutta methods to solve initial valuebtem of ODE:u; = L(u),

which is obtained from spatial discretization of PRE= f(u)y, is

p-1
P = Y (pd® + AL @), p=1,..m
k=0
u® = u”, um — n+l (4.37)

Considering an ODE (in time), the total variatidv(u) = 3’; |uj,1 — uj| for first order in time

Euler forward stepping, does not increase under the rastric

At < Atge (4.38)
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Time integration is stable provided that < ¢ Atrg wherec is the CFL coéicient. It is
proved, higher order explicit Runge-Kutta time discretma (eq. 4.37) is TVD under the
CFL-like condition [113]

c= mini,k% aik > 0,8k > 0 (4.39)
The third order TVD Runge Kutta method witk 1 is
u® = UM+ AtL(U")
u@ = %u” + %u(l) + %AtL(u(l))
umt = %u” + %u(z) + %AtL(u(z)) (4.40)

4.4.2 CALCULATING THE TIME STEP

A non dimensional CFL condition is used to calculate the tateg for time integration. CFL

value less than unity guaranties the stability of the tintegration.
C AXmin

|/1X|max

wherely is the set of eigenvalues of the systein € {u + ¢, u, u — c}) that correspond to the
wave speed. In application, three time steps consideradglisy of hydrodynamics, viscous
terms and chemical reaction mechanism are determined. irtieam time step for stability

of time integration is chosen.
At = min (Athydro, Alyisc, Atchem) (4.42)

The hydrodynamic time step is computed applying CFL coodifir0] as
C

+ |z
max Ay max
The CFL number is chosen to be 0.7 for the computations. The fitep determined for

Ax

Az
Az

max

viscous stability criteria is computed (for Navier-Stolsedutions) as
1

1 1 1
2“(A§ N A%)

Ax, Ay andA; are the grid spacing in directionsy andz.

Atv| sc — (4 . 44)

The chemical source terms are highly non-linear. Maximunetstep for the reacting cases
(Atcherm) to prevent instability due to mechanism is determined aotidg 0D, constant vol-
ume Hy/air mixture ignition tests. These tests are presented \ughrésults since they are

specific to the reaction mechanism and the conditions.
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4.5 BOUNDARY CONDITIONS

Boundary conditions (BC) are of critical importance in nuita& simulations. Indeed they
are necessary to implement the physical requirements gifrtiidem and to prevent unphys-
ical wave reflections at the boundaries of the domain. BCst mssure the system to be
“well-posed”. The system constrained by the BCs must resaaliqgue outcome. The first
way of constraining boundaries is direct implementatiompbysical values at the bound-
aries of the domain. This forcing is applied repeatedly argvime step. Secondly, “ghost
cells” which are virtual cells prolongated outside at thendin boundaries may be utilized
like boundary nodes. The presence of ghost cells is unavigidar the spatial discretization

stencils of nodes at the boundaries. However, forcing aiddmns will generate unphys-

ical waves to reflect at the boundaries. As a result, a metlasédon 1D characteristic
analysis along the direction perpendicular to the boundagpplied. The first systematic
work on non-reflecting inlet, outlet, slip and no-slip watiumdary conditions implemented
on subsonic and supersonic inviscid flow problems is pubtdiy Kevin Thompson [79], to

the author’s knowledge. The system for derivation of BC'saled “local one-dimensional

inviscid” (LODI) system of equations. Thompson refers tddd&rom, who developed charac-
teristic boundary conditions for one-dimensional, nogdinand hyperbolic PDE solutions, on
rectangular domain [63]. Thompson states his work is agfitin of Hedstrom’s method on

multidimensional Euler equations on non-rectangular dogaith transformed coordinates.
Later, Poinsot and Lele presented LODI system BC’'s modifoed\favier-Stokes equations
[105]. Baum, Poinsot and Thévenin expanded the BC’s toispdties reacting cases for
gases with realistic thermodynamic properties [5]. Exptenm of applied BCs and details of
application are expressed in two classifications. The phAy8Cs are the ones implementing
known physical properties at the boundaries. When the palgidefinite conditions are not

enough to constrain the equations at the boundaries, nceh&Cs are applied. The LODI

system for application of BCs on characteristic basis ioHgvs.

45.1 LODISYSTEM

When the number of definite physical BCs are not enough forpesiedness of the solution,
BCs may be applied on wave amplitude variatighis characteristic formThe idea is based

on the fact the solution is not only governed by the stateeoptbblem but the waves entering
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to the domain als¢79].

One-dimensional (normal direction to the boundary), iciischaracteristic form is used for
£ formulation. The &ect of waves in tangential directions and viscous terms erbtiund-
aries are neglected for the test cases studied. This typEsfBe called Euler Characteristic

Boundary Conditions (ECBC).

oW o oW oJ
+£=0 1 L=[Al-=[Al[L - (4.45)

£ vector is written explicitly as

|

=
™M
S i%

L

The components of in x, y andz are presented in appendix F. Once all components of
wave amplitude variations are computed, time derivatife®oservative variables to advance
in time, may be obtained applying transformation. Firstlys necessary to determine the

direction of the waves related 16's, as explained in Figure 4.5 depending on

¢ nature of the flow, supersonic or subsonic

e direction of the flowu < Ooru> 0

e La(u-c) <+ < > L1(u-c) «—
e Lo(u) < > < > La(u) >
! !
I I
i i
D —— Ln+a(u) < < > Ln+a(u) T
———> Ln+a(u+c) >—> < > LN+4(U+C) «— >

Figure 4.3: ECBC subsonic flux directiong=igure 4.4: ECBC supersonic flux directions

Figure 4.5: Direction of the waves for subsonic and supécsoonditions for bothu > 0
(black arrows) andi < O (red arrows) cases.

Amplitude variationsZ; of the waves which leave the domain are computed applyingtemu

(4.46), using one-sided derivatives based on interior.dalgs of waves which enter the
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domain can not be computed this way. Depending of the typ@uwoihthary, these amplitude

variations are

e either set tawero: numerical BC.

e or related to outgoing waves by physical restrictions agplbn time derivatives of

primitive variables : physical BC.

[R]%V+[R]f =0
88—?+J =0 ; d=[RZ (4.47)

This system which relates wave amplitude variations to tierévatives of primitive variables

is called local one-dimensional inviscid (LODI) system. téiked formulations of£ and

d for each directionx, y and z are presented in appendix F. Having explained the basis
and definitions for ECBC, specific implementations depepain the type of BC will be

presented.

4.5.2 FREE NON-REFLECTING BCS

At free boundaries none of the primitive variables may belemgnted explicitly. £;’s for

incoming waves are equatedzera

45.3 PHYSICAL NON-REFLECTING INLET BOUNDARY CONDITIONS

Physical non-reflecting boundary conditions are applied at0 inlet only. The incoming

wave amplitude variations for subsonic and supersonic @aseomputed as follows.

45.3.1 SUBSONIC FORCED NON-REFLECTING INLET

All characteristic waves, excepf; related to eigenvalueu(- c), enter the domain.£; is
computed from interior points. Other wave amplitude véoiat are expressed in terms.6f
solving the LODI system (4.47). The physical BC for a subsadniet atx = 0 are constant

velocity componentsu( = Uiniet, V = O,w = 0), temperatureT = Tinet) and mass fractions
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({Y]_,Yz, ...,YNSP} = Const). The wave amplitude variation are deduced equating time

derivatives of these primitive variables which are presémb appendix F.2 taera

L =0
Lz = 0
Ly = 2[4
Loz = 0 a=(2...Ngp—1)
L3 = —$£4
Lngra = L1 (4.48)

4.5.3.2 SUPERSONIC FORCED NON-REFLECTING INLET

In supersonic flow case, all the waves enter into the domdiriirde derivatives of primitive

variables are equated tera

4.6 SOME SPECIFICITIES

4.6.1 THE LARROUTUROU METHOD

As mentioned early in section 2.1, numerical simulation oftirspecies flows with the con-
servative form of equations posedtatiulty to keep species mass fractions positive. This
problem is especially encountered for reacting flows inv@varge numbers of species. The
positivity problem which has been the subject of many works8R] are related to the res-
olution of Navier-Stokes equations in conservation formarrbuturou method is applied for

preserving positivity of the species mass fractions

4.6.1.1 IDEA OF LARROUTUROU

The mass fraction of speciesis computed as the ratio of two conservative variables

(pYa)i

Ya,i =
pi

@=1,..Ngp—1 (4.49)

Due to the numerical scheme employed, the mass fractioageltdo not respect the discrete

maximum principle(0 < Y, < 1). Larrouturou proposed to use the same discrete mass flux
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for continuity (fip+1 /2) and species mass fractioff;( /2) fluxes

N Yoi if Us12>0
fi12 = fi/il/z _ (4.50)
Yoir1 i U2 <0

This modification guaranties maximum principle with suieaBFL condition [82].

4.6.1.2 APPLICATION TO WENO SOLVER

Larrouturou suggests to advance the numerical solutiomwfmle system as coupled flow
and species equations, then apply the method for speciesfmaesf?’iﬁl/z. It is intended
to keep the accuracy of approximation at the same order fibr flmw and species variables.

The method is applied as follows

A

— o

fo_ fp Yoiva 1 f5,>0 451

i+1/2 = N2 o, o (4.51)
Yoivie If f,<0

The conservation of mass as sum of species mass frac@(':r'ig f(a,m/z = 1) is satisfied
applying the same weights for all species. It correspondseanaximum of all the weights

of WENO reconstruction for the species.

4.6.2 STRUCTURE OF THE CODE

The structure for single processor case is presented irrd-i@u6). In parallel case each
processor follows this task and communicates at each tiepefer ghost cells on interior

faces.

4.6.3 THE QUESTION OF Dyg

The energy is expressed in terms of the total energy whicbrigpated with a reference to
temperaturd that is chosen ay = 29815K. This the energy variable which is zero at this
reference temperatuiie = Ty, is called sensible energy. The conservative variablerfergy

equation is given in (2.48)
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Nep , T
1

P § Cp(0)do) Y, — p+ 5pUili + pDro (4.52)
a=1\WO0 2

pe

with
Nsp

To
pDHo=p ) (Ah‘f{a - f Cp(,(e)de) Y,
a=1 0
Since solution is concerned with variation in total energg, suitable to carry on calculations

for sensible energy, adding and subtractifdy, to pe every time step.

4.6.4 THE METRICS

At some regions of the domain where the flow is turbulent anxingiand reactions take
place, high resolution is necessary. However there aremegvhere the solution is smooth,
so there is no need for high resolution. The grid is clustémedducing geometric transfor-

mation in each direction in order to reduce the computatioost

X

Xv=LX
AXmax
Xer

AXmin
0 AX AX 1 X

Figure 4.7: Coordinate transformation for clustering thd g

X dXx L2
Vi-x2 dx o (X242

The capitalX stands for numerical coordinatesijs for physical coordinates aridis a con-

x=L (4.53)

stant for the ratio of minimum physical to numerical grid Gpg. Spatial derivatives are
transformed by chain rule.

0 0 dX

— = —— 4.54

ox  oXdx ( )
The filtering operation explained in chapter 3 does not cotermith diferential operator.
It is shown that the commutation error is significant whentthacation error is higher than

second order [53]. In this work the commutation errors aseiaed to be negligible, since
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Figure 4.8: A. Speedup curves for WENO code on clusters VABGAd Phoebus, B. 2D
MPI cartesian topology.

the clustering is mostlyfeective at the region of smooth solution [92]. It is also apglby

Lardjane [80] and Gougeon [59].

4.6.5 PARALLEL IMPLEMENTATION

Parallelization of the code is achieved by domain decontipasin all directions. Standard
MPI routines for cartesian topology are used for parakbeion.

The parallel iciency may be represented in terms of scalability curvesigure 4.8.A.
Speed-up is calculated dividing wall time for a task for sagial processing by wall time for

the same task processed with N processors.

T1 proc

Sn (4.55)

B TN procs
The speed-up curves presented are for clusters VARAIS and Phoeby€CRC (Centre

de Calcul en région Centre).
e Phoebus : 42 nodes of 4 Intel XEON E5450 3.00 Ghz cores witthZ6Geach node.
e Vargas:

— 112 nodes of 32 core Power 6 4.7 Ghz core with 128 Gb memory

— 84 nodes and 256 Gb memory 28 nodes.

AR: the ratio of long edge to short edge for the square prisbideumain blocks. AR is
an indicator of ratio of communication (at surfaces) to catapon (within volume) of each

node.
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4.6.6 LES STRATEGIES

The set of governing LES equations (3.8)(3.27)(3.32)(8ckh be written in the following

form, including the contribution of the sub-grid scales

o0 oF oG oA
+— 4+

Tt oy E=V+T+§ (4.56)

whereF, G andH are the inviscid fluxes in the, y andz direction, respectiver}7 is the
vector of viscous quxe£ is the vector of chemical source terms, ah@presents the vector

of explicit sub-grid terms. The fferent approaches are characterized by:

LESSM : V=0 : 7:SMmodel
LESSSF : V#0 : 7:SSFmodel
MILESNS : V#0

=0
MILES.EULER : V=0 : #=0

NN

In the non-reacting caseS,# 0, and in the reacting ones,

S$=T(0,0,0,0,0, @, ; @ =1,...,Nsp}
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CHAPTER 5

NUMERICAL EXPERIMENTS

In this thesis, experiments are presented focused on tlmviof questions by S.B. Pope
[107]; —Is LES a physical model, a numerical procedure or a comborabf both?” and —
“How are different LES models to be appraisedDifferent LES strategies are evaluated and
compared for the numerical simulation of high-speed nactieg and reacting aH, jets.
Widely studied simple turbulent jet case is chosen as the flmtotype. The complexities
like multi-injection or chamber geometry are excluded. Tdmwus is shifted to the behavior
of the numerical approaches on the main problems of mixirggpsition and interaction of

turbulence with chemistry [28].

The simple turbulent jet is a good flow prototype for the esitn of MILES and LES,

indeed;

e High-speed compressible flows do usually involve shocksis€quently, it is manda-

tory to apply dissipative numerical methods for the siniafabf these flows.

e Thetime scales are at the order less than one milliseconusi@ring that the turbulent
mixing and chemical reaction are included in the problema pghrameters questioned in
the simulation (potential core length, ignition length are sensitive to the molecular

transport.

The conditions for the test cases are based on the expedhdata published in the literature.
The non-reacting case is taken from the experiments of JdgeEs [32], and the reacting one
is from the experiments conducted at LAERTE supersonic cstidn chamber of ONERA
[19, 90]. These free shear flows are selected at first becagisinKilelmholtz instabilities,

primarily responsible for large scale turbulent mixingg aot much influenced by filusion,
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and because large scale turbulent mixing is determinamidospremixed combustion which
occurs at the molecular level due to micro-mixing dfwakion of reactants. The non-reacting

test case isolates the first aspect and the reacting onel@schoth aspects.

In both cases, complete inlet profiles, necessary for aactstg a simulation, are not avail-
able. Also, in the available data significant inconsistesi@re reported. Therefore, approxi-
mate profiles that include assumptions are applied for tle¢ @onditions. It is pragmatically
assumed that LES method (of dissipative schemes) is ndtigens the accuracy of the inlet

conditions as much as RANS approach does [22].

Numerical simulations are performed using & &rder WENO schende with resolutions

ranging from 32x 32 x 128 to 256x 256 x 1024, with (LES) and without (MILES) explicit
sub-grid model. MILES simulations are carried out for thesidaStokes equations and for
the Euler equations, i.e. without any molecular transpemns. LES simulations include

molecular transport terms.

The sensitivities of dferent numerical approaches to initial and boundary canditare also
assessed. It is intended to obtain experience in solving spged reacting flows like those

existing in scramjet engines, beyond the purpose of gtigétaomparison.

In this chapter, LES solutions of non-reacting and reactioigpressible bfair jets for dif-
ferent approaches are presented. In each case, first the riddoleqm is explained in detail
including available experimental data and parameters dionarical simulations. Later, re-
sults showing interpretation of flow structure for strafghtvard visualization and statistical
results for more thorough analysis are presented. The atonlresults are also compared

with the published experimental data.

5.1 NON-REACTING CASE

5.1.1 TEST CASE DESCRIPTION

The first simulated test case is a non-reacting transoniedrél jet which is in a co-flowing
supersonic round air jet. This coaxial mixing experimenswanducted in 1971 by Eggers

[32]. The simple schematic diagram of the experiment is shimaFigure 5.1. The internal

1 Although WENO schemes are not monotone, MILES will be usetk&ignate numerical LES in this thesis.
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and external diameters of hydrogen injector are 11.6 mm &nad rhm, respectively. The
diameter of the co-flowing air nozzle is 152 mm. Mixing occursinconfined region, so the
flow static pressure is close to atmospheric pressure. Therdiions of the flow domain to
be simulated aréy x Lz x Lx = 70 x 70 x 700 mn¥, x being the axial direction of the jet
starting from the injector exit. The inner shear layer isiassd not to beféiected by the outer

shear layer for the region of interest.

Primary variables which have been measured by Eggers ateppissure, total temperature

outer shear layer of coflow

. 9
airfloy T 15.2cm comput. domain 70 cm
velocity potential core ——y
H: flow e oo SN e e o L

W" concentration potential

[ -

Figure 5.1: Schematic diagram of Eggers jet.

and the volume concentration of hydrogemn)Hdt different locations. Radial measurements
were taken ak =0, x =6.39 cm,x =11.11 cm,x =17.91 cm,x =29.23 cm andx =49.65
cm axial locations of the domain. A measurement rake coingistatic and pitot pressure
probe was used. Static pressure measurements were dibdgrdeggers, since they were
found to be biased because of the presence of shock wayesnidentrations were measured
over collected samples with a gas chromatograph. The Matibauwas computed from the

Rayleigh pitot formula for supersonic flow

Prot

P

(r+1) 2]%[ y+1 ]7_11
2 2yMZ2 — (y - 1)

(5.1)

and from the basic isentropic relations for a subsonic floe Tocal values of the total
temperature are computed knowing the total temperaturdsipure H and in the pure air

streams, using an energy balance as

Cpu, YH, TtotH, + C Pair (1 = Yh,) Trotair
C szYHz +C Pair (1 - YHz)

Tiot = (5.2)
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The static temperature was then deduced from the total tertype and the Mach number.
Finally, the velocity was obtained from the local Mach numaed the speed of sound. Eg-
gers indicated a [-16%4%)] uncertainty in the integrated,Hinass flow rate over transverse
planes. The reliability of the velocity data is alsbested by experimental uncertainity. The
results of this experiment are frequently used in the liteeafor the validation of compress-

ible RANS solvers [22, 28, 33].

5.1.2 PHYSICAL AND NUMERICAL PARAMETERS

Physical parameters of the flow are gathered in Table 5.1. stibscriptje; stands for H

Table 5.1: Physical parameters for the non-reactingfaiet. In bold, data from Eggers [32],
other values are computed.

H, jet air co-flow
U (m/s) 1074 394
Tsa/Teot () 260/300°5, 22230073
Psta/Piot (KP2) 100167 100285

Mach 0.886 1.32
u(kg.mts?t) 0.87810° 1.687 10°
p(kg.m3) 0.093 1.563
Re, (1/m) 116 1¢ 366 1¢°
Rejet 1.341C¢
Me 0.44

jet conditions. Rgin the Table is the Reynolds number per meter. Data taken femort of
Eggers are written in bold. The other parameters of theairigeld are computed assuming
a constant static pressure of 100 kPa and using the therrapdyrproperties explained in
chapter 2. A guess-and-try technique is used to find theegttiperature that gives the ex-
perimental total temperature, knowing the Mach number th streams. The characteristics
of the flow may be estimated depending on parameters as YI§ngifoco-fiow) and veloc-
ity (Ujet/Uco-tiow) ratios. The convective Mach numbercNs suggested by Bogdafid8]
for parametrization of compressibility. It is the Mach nwenlof the free streams adjacent to
the shear layer, relative to the coherent structures vglagj (Figure 5.2). The convection
velocity U, is given as

U, = 2Yrta (5.3)
C1 +C
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Figure 5.2: Shear layer convective velocity and Mach nusiBér

The shear layer convective Mach number is calculated bytemuehe convective Mach num-

bers of adjacent flows assuming constant specific heat satie {-)

U1—UC=UC—U2 . M:U1—U2
C1 C ¢ CL+C

(5.4)

As in the current case of low convective Mach numbers, thamapion for the equality of
M, and M, is relatively accurate [100]. It is important to note thahweective Mach num-
ber is one of the parameters for characterization of jet butime only one. It is shown by
Fedioun and Lardjane that temperature and density rafierdntiate the characteristics of
binary temporal shear layer even if the convective Mach renisconstant [41].

It is interesting to have an estimate, or at least an orderagimtude of the range of turbulent
scales to be resolved. Large scales of the flow are produckitiayKelvin-Helmholtz inflex-

ional instability at the jg¢to-flow interface, as illustrated in Figure 5.3. From exmenmtal

—_—
air, M=1.32

U=394ms |\ _____1——
—_ -

Hz, M =0.89
U; =1074 m/s

Figure 5.3: Inlet velocity profile for the non-reacting/eig Eggers jet.

velocity profiles, the end of the potential core is at abo&tjét diameters, i.ex — Xp ~ 64

mm. At this location, the estimated shear layer widltk) = 59 + ¢’ (X — Xg) is about 8mm
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(Figure 11 (a) of [32]), giving the scale of the largest eddid his value corresponds to a
growth rates” ~ 0.12, coherent with the literature [26] for compressible,hhifgnsity ratio
shear layers. The velocity scale of the largest eddies isalfp half the velocity diference,
AU/2 = 170 mys. Taking an average viscosity and an average density forailes listed in

Table 5.1, one finds the large-scale Reynolds number as

pAU/2 6
RQau/2. ) = B2 ~ 88000 (5.5)
Hence, the Kolmogorov scale is abaut § x Re(‘:éjz o= 0.0015 mm and the Taylor micro-
scale is about ~ & x RquL/ﬁz’ 5 ~ 0.027 mm.

The grid resolution is indicated &y x Nzx Nx. Simulations are performed for 4ftBrent
grids namely 3232x128, 64<64x256, 12&128x512 and 256256x512. In the latter case,
the computational domain is shorten to half length, Le.= 350 mm. The grid is refined in
the transverse direction toward the jet centerline, usnadydical metrics explained previously
in section 4.6.4 witlz € [-Lz/2,+Lz/2] for Z € | — 1, +1[. The size parametdr is chosen
such that the ratio of the longest to the shortest cell is & giid is also refined in the axial
direction toward the inlet, with a ratio of 6. The 2D views dxX32x128 resolution grid

are shown in Figure 5.4. For the fine grid, the shortest gridi€é\Xmin = 0.323 mm and

Figure 5.4: Grid for the Eggers jet of resolution<@2x128

AYmin = AZmin = 0.160 mm. Assuming\ =~ AYmin, givesA/n ~ 100 andA/1 ~ 6. Hence,
even on the fine grid, the simulation is far from a DNS. The niecaécut-dt is probably in
the inertial range. The approximations of the scales fogradl resolutions are listed in Table

5.1.2.
The inlet velocity profiles for all grids are shown in Figur&5The profiles are fitted to the
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Table 5.2: Ratios of approximate Kolmogorov scale and Taylizroscale to the minimum
grid spacing.

Grid A Xmin A Ymin Aln | Ald
32x32x128 | 0.303«102 | 0.132%102 | 880 | 49
64x64x256 | 0.151x1072 | 0.6110°3 | 408 | 23
128x128x512 | 0.754x10°° | 0.3221073 | 215 | 12
256x256x512 | 0.323<10°° | 0.161x10°° | 107 | 6

Eggers experimental results using hyperbolic tangenttemua.6

A((%)E " rcl— D)]}

ro= (P+2)” (5.6)

fmax
f = 1+ tanh
=1t

The codficients for the velocity profiles (co-floyet) and for the air mass fraction profile
are listed in Table 5.3. Air is assumed to be composed .0 G in the atmospheric
concentration ratio. Hydrogen mass fraction is computdififung the sum of all species

mass fractions to unity. While adopting the hyperbolic tmgprofiles the following issues

1200 7 yy (mis)

\ + Eggers exp
Table 5.3: Cofficients which are used for the \| = U (32x32x128)

) . ) 800 - | ~+- U (64x64x256)
inlet velocity profile. : U (128x128x512)

var: U jet Uco-flow Y air
fmax 1074 394 1

400 -

A 10 4 12

B 02 1428 1 . ¥ | | |
C 0.2 -0.525 -0.9 0.000 0.004 0.008 y (m) 0.012 0.016 0.020
D 1 -1 0

E 1 1 -1

Figure 5.5: Inlet velocity profile for the non-
reacting aifH, Eggers jet.

are considered:

e The H; jet and air jet profile must be distinct at pitot region of NezzAs there exists
high density and velocity ratio. Otherwise, air at the speklydrogen jet may cause

significant momentum injection at shear layer.
e At the pitot region, as the gradients of inlet profiles arehhithe number of nodes
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must be more then the WENO sub-stencil size. Otherwise tiense will smooth the

profiles and even out thefect of pitot at inlet.

This slight modification of the initial field causes some ermnathe volumetric flow rate which
is 6x1072 (m3/s) (computed by trapezoidal rule) for the experimental [sfiThe error is at
most 10% for the 6464x256 grid and around 5% for the other resolutions. This isiwithe

uncertainity limits of Eggers data.

In order to trigger the transition to turbulence, a randois&d applied for thg andz velocity
components. First, for each line 20 random values are geeusing the portable random
number generator presented in the literature [68, 89]. Byyamy back Fourier transform a
function is obtained using these random numbers. The ndisehvis confined by Gaussian
distribution in the H central jet, vanishes in the air co-flow (Figure 5.6) The raired

weight of the Gaussian distribution Conf is computed as
- r2
Conf=a e 2007 (5.7)

The amplitudea and parametep controlling the Gaussian shape are respectively taken to be
10 nys and 0.04 L is the size of the window for Gaussian shape (diagonal leafjthe YZ

surface where the bruit is applied.). No other tunable patarris introduced in the initial

10 T iy

T

7N noise —+—
' confinement -------

random -

-10
-0.02 -0.01 0 0.01 0.02

Figure 5.6: Radial distribution of confinement functionmgdes of generated random’ field
and the noise applied on transverse velocity components.

field. Non-reflecting boundary conditions are applied foemmpoundaries.

At the co-flow velocity, one crossing of the full computabmiomain takes 1.8 ms. At the
three lowest resolutions, time averaging of the flow vagaldre computed for 0.7 ms after

the simulation is allowed to progress for 2 ms from the ihfield. Simulation with the finer
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grid (half domain) is progressed for 0.82 ms before avema@on 0.15 ms only, due to the

high computational cost (see appendix 1).

5.1.3 FLOW STRUCTURE

In Figures 5.7 - 5.11, results of LESM, LES SSF, MILESNS and MILESEULER simu-
lations are shown from top to bottom. \ertical and horizbatantour maps are the projec-
tions of the instantaneous pressure fields and the insemiarty mass fraction fields in the
corresponding symmetry planes, respectively. For a beiseialization,y andz scales are
magnified by a factor of two. These figures allow a straightéod comparison of the behav-
ior of LES and MILES at dierent grid resolutions. Mixing and pressure fluctuationy b&

observed from the hydrogen mass fraction and the pressatews, respectively.

The structure of the flow is displayed at all resolutions &Qhcriterion [29, 67] iso-surface
which is commonly used for coherent structure identificati@Q-criterion is the measure of
domination of the strairi%i*j by the rotatiorf2;; which are the symmetric and the antisymmetric

parts of the velocity gradient tensor, respectively.

1 * *
Q:E(Qijgij - S;;S;) (5.8)
where
1
Qjj = E(Ui,j - Uj,i) (5.9)

Q-criterion is also related to the Lagrangian of pressurarfoompressible formulation, by
the well known Poisson equation.
1
Q=--Ap (5.10)
P

Results for 32x32x128 grid resolution (Figure 5.7) :

The SM model introduces excessive (more than physical) atadisub-grid viscosity. This
results in the damping of flow shear and also delays tranditi@lownstream locations where
the stretching of the grid may even out the linear instaedit These solutions are not consid-

ered to be physical since the flow field is not resolved.
Results for 64x64x256 grid resolution (Figure 5.8) :

Although the spatial resolution is still not adequate a titid level, the obtained results are

more amended for physical interpretation. Th&edtence of the LESSM result compared to
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the other solutions is apparent. Coherent structures f& &EF solution are of larger inten-
sity since the explicit sub-grid model damps the small pbetions. For the LESSF solu-
tion, the large scale structures disappear approximatelyeaend of concentration potential
core. MILESEULER and MILESNS simulations generate similar results. In the MILES
solution the light turbulent structures are further dampet Disturbances which are present
in the pressure field are associated with the flow instadiliian be called as Mach waves
[94]. Hydrogen mixing starts to be observed at this resofutiThe concentration potential

core lengths for MILESEULER, MILES_NS and LESSSF are close.
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Figure 5.7: Eggers jet results onx822x128 grid. Instantaneous structure of the flow visual-
ized using iso-Q. Pressure and Hydrogen mass fraction isyimenetry planes for éierent
approaches.
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Figure 5.8: Eggers jet results onx884x256 grid. Instantaneous structure of the flow visual-
ized using iso-Q. Pressure and Hydrogen mass fraction isyitmenetry planes for éierent
approaches.
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Results for 128¢128x512 grid resolution (Figure 5.10) : The solutions at the initial core
of the jet for MILESEULER, MILES.NS and LESSSF are identical at 12828x512 res-
olution. After the transition, the structures displayedsriterion iso-surfaces are damped
along the axial direction earlier in the LESSF solution. The sensor (3.67) initially switch
off the SSF model in the initial core of the jet where the gradiané naturally high and later,
when the flow is 3D enough, model is switched on tfiudie turbulence feectively. Con-
centration potential core lengths of all numerical apphescare identical and shorter than
the ones for 6464x256 grid solution. LESSM solution is observed to be more dissipative
at this resolution. This solution is more comparable witivdo resolution of 6464x256
grid MILES_EULER, MILES.NS solutions in Figure 5.8. Simulation for lower Smagorin-
sky constant (half) is conducted for understanding fffiece of the SM model (Figure 5.9).
The solution at the initial core region became identicalht® $olutions for other numerical
approaches and coherent structures propagate downswedme LESSM solution which is

sensitive to the Smagorinsky constant.
Results for 256<256x512 grid resolution (Figure 5.11) :

Figures at fine grid resolution are almost identical to thieitgms for 12&128x512. The
LES_SM solution is closer to the solutions of the other approadimvever the flow field at
the beginning of the shear layer is still very mudteated by the model. The pressure waves

are more clustered compared to the results obtained witlrlgwd resolutions.

LES_SM(3%=0.01) T |
F (Pay; 96000 96750 97500 98250 89000 99750 100500 101250 102000
128x128x512

||

T T 7

Y Hg 0.000 01256 0.250 0.375 0500 0625 0.750 0.875 1.000

Figure 5.9: Eggers jet result on 12828x512 grid with reduced Smagorinsky constant. In-
stantaneous structure of the flow visualized using iso-@s$#re and Hydrogen mass fraction
in the symmetry planes for flierent approaches.
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Figure 5.10: Eggers jet results on ¥®8x512 grid. Instantaneous structure of the flow
visualized using iso-Q. Pressure and Hydrogen mass fragtidghe symmetry planes for
different approaches.
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Figure 5.11: Eggers jet results on 28%6x512 grid. Instantaneous structure of the flow
visualized using iso-Q. Pressure and Hydrogen mass fragtidghe symmetry planes for
different approaches.
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5.1.4 STATISTICAL RESULTS

The center-line, time-averagexkvelocity distribution (axial decay) is shown in Figure 3,1
for the different simulations. Clockwise from top-left, sub-figurespthy LESSM, LES SSF,
MILES_NS and MILESEULER results for dferent resolutions.  The lowest resolution
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Figure 5.12: Eggers jet : axial velocity decay. Clockwisanfrtop-left : LESSM, LES SSF,
MILES_NS and MILESEULER

32x32x128 is physically inadequate for all numerical approacltiesteasing the resolution
to 64x64x256 improves slightly the results, but the grid is still tamcse to capture the ini-
tial development of shear instabilities. They are dampedhkeynumerical dissipation, and
the transition is delayed far downstream. The worst casedsrved for LESSM (top-left)
because the Smagorinsky model, can not distinguish the ffrmaigradients from turbulent
structures. Hence, the model is active and introducesiadditdissipation in the laminar,
high-shear, jet entrance region. Increasing again thergsdlution up to 128128512 im-
proves dramatically the results. Except for LIE$I with 22 = 0.02 which is still too dissipa-
tive, all the simulations show convergence toward the expatal results. MILESEULER
(bottom-left) and MILESNS (bottom-right) are very close to each other, but MILES is a

little closer to the experiment at the end of the computaii@iomain. The LES with explicit
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SSF sub-grid model does not show any improvement compaitheé tdILES. At the highest
resolution 256256x512, results are further closer to the experimental dategadcconver-
gence is almost achieved, even with MILEEBJLER although there is no physical ctitn
this calculation. As mentioned above, the curves are a litdvy because time statistics are
not perfectly converged. Transverse velocity profiles at fpecific downstream locations
investigated by Eggers are shown on the 4P83x512 and 25&256x512 grids in Figures
5.13 and 5.14 respectively. With the exception of LES with 22 = 0.02, all numerical ap-
proaches under-predicts qualitatively, the spreadingejdt. On the finer grid 256256x512

(Figure 5.14), results are further closer to the experialattta.
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Figure 5.13: Eggers jet : transverse velocity profilex &0.06, 0.11, 0.18 and 0.29 m from
the exit. Resolution 128128x512

Figure 5.15 shows the hydrogen mass fraction along the ti@eteAlthough the agreement
is not so good as for the dynamic field, most of the previouglosions can still be observed

again, here. One may have to keep in mind the uncertaintyeiexperimental data as well.

In order to evaluate the axial variation of a quantx, y, z t), it is appropriate to look at the
variation of time averaged variablé(x, y, 2)) at the centerline@q(x)) (Figure 5.17). The

subscriptg and., are respectively the centerline and far-field average gabdfiche quantity
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Figure 5.14: Eggers jet : transverse velocity profilex &0.06, 0.11, 0.18 and 0.29 m from
the exit. Resolution 256256x512

(Figure 5.16). Xg is the fictitious center of the jet. Considering the abovenit&dns the

definition for an inverse normalized time averaged quaiti®g] at the centerline is

_ Qjet — Qo o X—=Xo
QO(X) - Qoo BQ d

Bo is the spreading rate of quantity after the initial regiortld jet. The variations of the

(5.11)

Q.

inverse of quantities eventually appear to show a lineadtigss shown in Figure 5.18. The
axial normalized inverse of velocity and hydrogen masgifsagrofiles are shown in Figure
5.19 for all grids except 3232x128 grid. TheB and xg values for the axial velocity and
for the hydrogen mass fraction are listed respectively inld®5.4 and 5.5. These results
show that at low resolution of 664x256, the potential core estimated far downstream and
the spreading rate are larger. At low resolution the grdadiehthe inlet profile are smoother
since there are few points at the pitot region of the inleghHiumerical diusion, because of
the very low resolution, enlarges the spreading angle.dbgerved in the profiles shown on
Figure 5.19 that the Smagorinsky model is not able to resolst physical properties related

to the problem. The velocity decay for MILEEBULER is one of the fastest which has an
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Figure 5.15: Eggers jet : Hmass fraction axial decay. Clockwise from top-left : LEM,

LES_SSF, MILESNS and MILESEULER

Figure 5.16: Definitions for inverse normalized time aveguantity.

early plateau around=0.5 m. The hydrogen concentration shows similar behavibhigher
resolutions of 128128x512 and 25&256x1024 the simulations give similar results except
for the Smagorinsky model. The Smagorinsky model causesitien delay by smoothing
the gradients which are present in the initial region. Havete velocity decay slopes of
the solutions of Smagorinsky model are close to the MILNES and LESSSF results. At

64x64x256 Smagorinsky gives unrealistic results as stated eamligection 5.1.3. At high
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Figure 5.18: Variation of the inverse
normalized quantities Qon the axis
of turbulent jet.

Figure 5.17: Variables for inverse
normalized average quantity.

resolution all cases give similar behavior as shown in Edufi9 and tabulated data (Table

5.4).

The Hymass fraction potential core values for all cases are snibb@ the velocity potential
core values, by a factor of %4 2. The difusion of momentum is more than thetdision of

species so that the overal Schmidt Sc number is less than unit
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Figure 5.19: The inverse normalized velocity ¢fleft) and the inverse normalized,Hnass
fraction QYHZ(right) for 64x64x256, 12&128x512 and 25&256x512 resolutions (from up-
per to lower).
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Table 5.4: The slope and fictitious center of inverse noizedlitime averaged ve-
locity.

64x64%x256 | 128x128x512 | 256x256x512
Bud X, | Bud X, |Bud X,
MILES_EULER | 6.12 0.215| 445 0.129 | 3.97 0.105
MILES_NS 3.72 0.206| 6.08 0.136| 4.12 0.109
LES_SSF 3.49 0.219| 543 0.138| 4.15 0.113
LES.SM 01 - - 529 0.153 - -
LES_.SM 0.38 0.298| 4.30 0.203| 2.80 0.128

Table 5.5: The slope and fictitious center of inverse nomredlitime averaged hy-
drogen mass fraction.

64x64x256 | 128x128x512 | 256x256x512
BYH2 d XOYH2 BYH2 d )Q)YHZ BYH2 d X0,
MILES_EULER | 553 0.222| 3.98 0.133| 3.10 0.109
MILES_NS 274 0.214| 532 0.144| 422 0.118
LES. SSF 2.88 0.220| 460 0.132] 3.37 0.114
LES SM 01 - - 471 0.162 - -
LES.SM 246 0472 3.34 0.211] 245 0.134

5.1.5 VARIATION OF VELOCITY, SPECIES MASS FRACTION AND PRES SURE

The variation of velocity, hydrogen mass fraction and pressre computed and stored once

these flow statistics have reached steady state, fi@reint axial locations of the jet flow field.

The numerical probe locations are indicated over the itstemous velocity contours on the
symmetry axis (figures 5.25 and 5.26), the time variationabeity at these locations and

spectra of velocity data are also given on the same figures.

In the coarser grid, core flow tends to persist for a longeetaownstream the computa-
tional domain. In figure 5.25, the coherent structures inflbw are more pronounced in
MILES_NS and LESSSF. Amplitude variation of oscillations for MILES EULER ligrge
especially in the jet core region. This leads to an earliergmof the velocity potential core
before reaching two third of the computational domain. The ef velocity potential core
for MILES_NS solution is in the second half of the domain. LESF results are similar to
MILES_NS results. The velocity spectra of LESSF and MILES NS also carry the same
slope characteristics. This is also true for the solutiorigih resolution grid given in figure

5.26. The velocity data of MILEEULER shows high amplitude fluctuations which is also
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reflected in the corresponding velocity spectra. In LE8 solution (figure 5.25) higher rate
of dissipation is observed and oscillations are damped. nétrer the resolution increases,

this dfect disappears.

The passage frequency of linear instability waves are m&zed in time variation figures.
The size of the coherent structures is approximately 8 mracbas the observation of in-
stantaneous velocity histogram along the shear regionr€fi§i20). The convective velocity
of these structurebl. is calculated to be approximately518.2 nis (equation 5.3). So the
passage frequency of the linear instabilities is roughil® kHz in accordance with the peak

frequencies of the velocity spectra displayed in figure$.5.2

Next two figures 5.27 and 5.28 relate to the hydrogen massdratime variations for two

1200
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W r =6 mm (nozzle wake)

800 |-
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o |
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7\\\\|\\\\I\\\\I\\\\I\\\\I\\\\I
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Figure 5.20: Instantaneous axial velocity component onehaxis at 25&256x512.

highest resolutions of 12828<512 and 256&256x512. The concentration related results
which are obtained by MILESIS and LESSSF are similar for both resolutions. Whereas
the concentration potential core for MILEULER is shorter. It persists longer in LESMV
results at 128128x512 grid resolution. Higher resolution results also shoat the jet core
persists for larger distance in LESSF and MILESNS. Larger structures are present for

LES_SM and MILESEULER results.

Low resolution LESSM does not capture the pressure wave fluctuations which geeaor

higher resolution shown in figure 5.30. The LES SSF, MILES ERLand MILES NS show
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a higher much resolved Mach wave clustering near the jet iAkea result, relatively smaller
eddies and smaller fluctuations are present in the flow damElie velocity spectra for all

high resolution solutions look alike.

In figures for pressure (figure 5.29 and 5.30) there existspwaiks in time variation spectra.
The frequency of the first peak is at the order of the lineaalnity passage frequency. This
is related to the Mach waves radiated by the growth and defdayear instability waves [94].

The frequency of these waves is the same for all numericabappes.

The time series taken are used to compute second order moifoernhe resolved velocity
field Gy and the Nitrogen mass fractid"mz, at the probe locations. The resolved kinetic energy

k(X,t) in (3.48) written using the Reynolds decomposition, &g:< T > +0’ is
P 1 — — —7 — l~/~r
k(X.t) = 5<G><T>+0 <G>+50G (5.12)

where< ™~ > represents time average. The values of numerically resdludulent kinetic
1

energyk’ = 5 < G'G7" > and the Nitrogen mass fraction variamce\?,;2 > are plot in
Figures 5.21-5.22 and Figures 5.23-5.24, respectivelyl 28 128x512 and 25&256x512
grid solutions. Decay of turbulent kinetic energy obseriveHigure 5.21. As the resolution
increase the results make more sense. MILES produces hsglend order statistics than
LES in the early development of turbulent processes (probe=#.11 m, Figures 5.23 and
5.24). Mixing in LESSM, associated with the peak \?@2 >, is delayed downstream
compared to other simulations. Since small-scales arépdissl by the SM model, large
energy-containing eddies dominate in LE$. Hence, both’ and < \?@2 > overtake the
values of other solutions in the downstream region of theljee peak turbulent Mach number
Means = (0K /yP)Y2 is about 0.1 in the Wijet. This result justifies the assumption that the
isotropic part (3.61) of the SGS term (3.28) is negligibtecsithe isotropic term can be written

asAy; = YM3geP [34].
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Figure 5.21: Eggers jet: Resolved turbuleRigure 5.22

kinetic energy, resolution 12828x512.

. Eggers jet: Nitrogen mass frac-

tion variance, resolution 12828x512.
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Figure 5.23: Eggers jet: Resolved turbuleRigure 5.24

. Eggers jet: Nitrogen mass frac-

kinetic energy, resolution 25@256x512. tion variance, resolution 25@56x512.
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Figure 5.25: Sub-figures demonstrating from top : instaeas velocity over symmetry axis,
sampled time variation and spectra of sampled data ck128<512 grid solutions (velocity
in m/s and frequency in kHz).
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Figure 5.26: Sub-figures demonstrating from top : instegtas velocity over symmetry axis,
sampled time variation and spectra of sampled data ck256<512 grid solutions (velocity
in m/s and frequency in kHz).
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Figure 5.27: Sub-figures demonstrating from top : insteetas hydrogen mass fraction over
symmetry axis, sampled time variation and spectra of saingidga of 128128x512 grid
solutions (frequency in kHz).
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Figure 5.28: Sub-figures demonstrating from top : insteetas hydrogen mass fraction over
symmetry axis, sampled time variation and spectra of saingidga of 256256x512 grid
solutions (frequency in kHz).
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Figure 5.29: Sub-figures demonstrating from top : instegas pressure over symmetry axis,
sampled time variation and spectra of sampled data ck128<512 grid solutions (pressure
in Pa and frequency in kHz).
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Figure 5.30: Sub-figures demonstrating from top : instegtas pressure over symmetry axis,
sampled time variation and spectra of sampled data ck256<512 grid solutions (pressure
in Pa and frequency in kHz).
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5.1.6 IS THE DNS LEVEL REACHED ?

The question that naturally arises is to know if the expBcib-grid model is still active at the
finest grid resolution. An appropriate numerical indicatthe eddy-viscosity ratipggs/u.

In a free shear flow, one can consider that;i@gs/,u < 1, the model is no more active.
This would not be the case in the boundary layer for a walldoed flow where the flow
exhibits large gradients. Figures 5.31 and 5.32 show réigpcthe instantaneous distribu-

tion of ug¢/u for LES.SM and LESSSF. At resolutions 6464x256 and 128128x<512,

LES_SM : 64 =64 < 256

1] 0.1 0.2 03 =im 04 0.& 0.6 0.7

LES_SM : 128 x 128 x 512

rF a4
r =
)

STE v g Al

Figure 5.31: Eddy-viscosity ratio, LESM.

the models are very pronounced in both LEB! and LESSSF. The fect of the laminarity
sensor (3.67) in the SSF model is apparent, and the modeblalgt less dissipative than
the Smagorinsky model, although instantaneous and loed yeues may be higher. At the
highest resolution 25656x512, the SM model is still active whereas the SSF model is al-
most vanished. Although the DNS limit is far from being readlas the ratio of minimum
grid spacing to Taylor microscale is 6 (Table 5.1.2). Thisanmsethat the numerical dissipation

of the WENO scheme is responsible for most of the sub-gridetiogl on the finer grid.
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Figure 5.32: Eddy-viscosity ratio, LESSF.

5.1.7 CONCLUSIONS

The main conclusion for this non-reacting test-case istbatventional LES does not show
any superiority compared to MILES. The Smagorinsky modé&trilerates the results due to
its over-dissipative behavior. The SSF model is less dasisig, but does not improve the
results, whatever the grid resolution is. MILEEYJLER and MILESNS give almost similar
results, the molecular dissipation being far below the mizakone. This means that the com-
putational &ort involved in highly accurate transport models is simplysted, when shock
capturing schemes are used to solve the compressible Natakes equations. The results
of MILES_EULER surprisingly seem to show grid convergence towarciperimental data
although no physical cufbis present in the simulation. This is an open question fahérr

research.
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5.2 REACTING CASE

5.2.1 TEST CASE DESCRIPTION

Having investigated the mixing problem of a compressibj¢éahi jet, the experimental results
from LAERTE combustion chamber of ONERA [50, 86] are chosgttha reacting flow test
case. This test facility is designed for the fundamentadystaf supersonic combustion and is

intended to develop background data material on hypersonklreathing propulsion.

The experimental setup consists of;

e an initial section of the air pre-heater and the supersanitccazle for co-flow,
e the supersonic injector for nitrogen or fuelA}

e the combustion chamber.

A sketch demonstrating the setup is given in Figure 5.33.

supersonic . . o :
iniectol @ an : 337 mm constant sectlo;r]:SOO mm divergent (1.15°) section
vitiated air >

computational domain

45x45 mm sectic 350 mn

Figure 5.33: Schema of the LAERTE experiment.

Co-flowing air is first heated by a primary heater up to 850 Kithsecondary hydrogen flame
heater is used to elevate the temperature up to 1850 K. Befeging into the chamber, the
co-flow is enriched with oxygen to the atmospheric concéintng%?21). The supersonic air
nozzle accelerates the flow to Mach 2. The vitiation of thdloa-with water, by the flame
heater, is around %16 (molar fraction). Total flow rate oftéd air is 0.65 k¢ and the static
pressure is around 80 kPa. Hydrogen is injected throughradrsupersonic injector of inner
and outer diameters of 6 mm and 10 mm, respectively. The fowlrfite is 6.2 (s at Mach 2

and the static pressure is also around 80 kP. The combustaonher starts with a 45x45 mm
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constant section part of 370 mm then the section diverges ahgle of 1.15 equal at upper
and lower surfaces for 500 mm along the axis. Optical aceessovided on the sides of the

chamber using silica windows for measurements.

Since the injector and the air nozzle are subject to elevatageratures, they are cooled with
water. The experiment can be conducted for short duratibtiearder of seconds (15 s for

H, combustion [22]).

Available experimental results which are obtained witlie tcombustion chamber are listed

below [19]:
e pressure measurements are taken fieidint axial locations on both upper and lower
wall surfaces.

¢ radial temperature profiles are measured at-atlOmm,x = 72mm,x = 210mm and

X = 288mm.

e radial OH concentration distribution is measured by pldaser induced florescence

(PLIF) technique ak = 210mm.

e velocity measurements are taken applying LDA or PIV methaids = 10mm, x =

210mm andk = 288mm.

e the ignition position is reported to be roughlyxat 17cm

The data available are shown in Figure 5.34. In the presedisbnly the first constant
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Figure 5.34: Experimental data available. From left to tigekmperature, velocity and OH
molar concentration.
section part is simulated.
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Computations are performed over a domain with the dimessi@r45x350 mnt. The do-
main is the section of the combustion chamber located dféeend of hydrogen injector. The

following assumptions are applied on the computational @iarfor the sake of simplicity.

e Slip wall (symmetric) boundary conditions are applied oa $ides of the domain, to

avoid the necessity of resolving wall boundary layers.

¢ Divergent section at the last 13 mm of the computational doisanot considered.

The purpose is not to reproduce strictly the experimente damerically, so simplifications

are applied despite their significarftect.

5.2.2 INLET FIELD

There exists no detailed quantitative experimental flondfrakasurement at the inlet. It is
reasonable to fit a hyperbolic tangent profile for the vejooitthe pure hydrogen injection
that satisfies the mass flow rate measurement. However, itte field of variables for the
co-flow, especially the species mass fractions are not eapyetict. Davidenko simulated
the hydrogen heater and the co-flow nozzle in his work in ordgenerate inlet BCs for the
combustion chamber problem [22]. 1D profiles (Figure 5.8b}Hie radial distribution of the

primitive variables, at the inlet of the combustion chamdnertaken from these solutions.

1800 2x10° 3000

400 1.2
ONERA (x20.010m) ONERA (x=0.010m) .
DAVIDENKO T(K) —— DAVIDENKO (Ux) —— Yo, YH,0"

DAVIDENKO P(Pa) ------- DAVIDENKO (Ur) -+

.
1200 oo ees o 4 1x10° 08 |

T(K)

0.4

Figure 5.35: Initial field data taken from RANS solutions @nko [22]; from left to right
radial profiles for temperature, velocity and species cotiaéons.

This RANS simulation was conducted with the initial flow comsftion of 0.542 k¢gs air, 0.1
kg/s O, and 8 ¢gs H, at total temperature of 850 K at the inlet of the hydrogen dre&talcu-

lated profiles by Davidenko for the inlet field are in good agnent with the total temperature
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data measured very near the inlet, located=dtxmm (shown in Figure 5.35). Also, the esti-
mated co-flow inlet oxygen concentration is at atmosphexiell (%21), showing agreement
with reported experimental data [24]. Therefore, it is assd that the inlet conditions applied

in this secttion are adequate.

Two set of initial fields are deduced from the results of Dawkb. The simulations with first
simple profile intended to the comparison of numerical apgines. The second inlet profile
is more complex, including the radial velocity and presspirefiles. These complexities
induce strong shocks within the flow which are reflected atthlts and #ect the flowfield.

Sensitivity of the solution to the inlet field conditions iwestigated with this improved inlet.

5.2.2.1 SIMPLE PROFILE

Using a simplified initial field is generated fitting hypericalangent profiles over the given
initial conditions, (equation 5.6) similar to the Eggers jeThe walls are subject to sudden

3000 12
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T 1800 3000 T
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Yo, Y0

.
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Figure 5.36: Simplified initial field data deduced from RANSuions by Davidenko [22];
from left to right radial profiles for temperature, velocapnd species concentrations.

temperature change and also the wall boundary layer candigwigicant éfect on the flow
inside. Therefore, Davidenko applied various conditiagtie walls. The profiles considered
in this study are corresponding to adiabatic wall boundanddions for the cooled nozzle and
hydrogen injector. However, to be able to include wélkets a high resolution is necessary
around such flow domain. As an alternative, symmetric boyndanditions are applied on
wall at low resolution and the velocity gradients at the wallindaries are removed. As such,
the profiles are modified to be normal at the wall boundarieso,Athe radial component
of the velocity and the pressure profiles which lead to streimack patterns are neglected.

This also allows to single out the analysis of turbulent flami#out occurrence of shock
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turbulence interactionfiects.

The simple profiles of temperature, velocity and species&atnations (except radicals) are

shown in Figure 5.36. The chemical composition of the \atilgair co-flow also includes rad-

icals (not shown in Figure 5.36) : o%=2.285¢<107%, Y,=1.8x10"% which have an important

effect on ignition.

The codficients for hyperbolic tangent profiles used in equation &téHe jet and the co-flow

are given in Table 5.6. In the Figure 5.37, the jet core regitet velocity profiles are shown

with different resolutions. The shear layer is shown to be highlvedaeespecially with the

fine grid.

Table 5.6: LAERTE inlet hyperbolic
tangent profile ca@cients for equation
5.6.

var: Ut Ucoflow Yair

fmax 1970 1400 1

A 9 0.8 12
B 10 0.75 1
C 10 -1.33  -1.11
D 1 -1 0
E 1 -1 -1

5.2.2.2 IMPROVED PROFILE

Uy (m/s)

. — RANS simulation
O 64 x 64 x 256

o 256 X 256 X 512
- 128 x 128 x 512

Figure 5.37: Inlet velocity profile for the react-
ing aifH, LAERTE jet.

The simulations are conducted with more realistic condgithat also include radial velocity

and pressure profiles at the inlet. These additional prajidegrate strong shocks through the

flow. The resolution of the wall shear layer is not tractaberewith the fine grid spacing so

the velocity decay on the walls is not included in these satioihs. The additional radial flow

field and pressure profiles computed by Davidenko normaldaitis of the jet is shown on

the set of Figures 5.38. The concentrations of the radicalsghown in the Figure) in the

co-flow are taken to be: ¥,=2.285<10%, Y,=1.8x10"> and Y, = 8.2x107".
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Figure 5.38: Initial field data deduced from Davidenko RAN&iSons [22] including shock
patterns at inlet; from left to right radial profiles for teerpture, velocity and species con-
centrations
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5.2.3 NUMERICAL PARAMETERS

5.2.3.1 FLOW PARAMETERS

The flow conditions at the inlet of the chamber are summarizdable 5.7.

Table 5.7: LAERTE experimental conditions.

H> jet air co-flow

U (m/s) 1970 1336
Tsta Trot (K) 16300 12001850
Psta/Prot (kP2)  80/680 80720
Mach 2 2
q(g/s) 6.2 650
u(kg.mtst) 0729 10° 0.729 10°
p(kg.m3 0.104 0.283
Rejet 2.05 10
Mc 0.39

The variables that are written in bold are taken from expenit® while the remaining ones

are calculated.

5.2.3.2 SPATIAL PARAMETERS

Grid resolutions are 6464x256, 12&128x512 and 256256x1024 with the same clustering
characteristics of grid nodes as for the Eggers jet (equdtid3)). The size of the smallest
cell for the fine grid iSAXmin = 0.216 mm andAymin = AZmin = 0.110 mm. Assuming the
size of the large scales to be approximately 5 mm in the mixéigipn, a calculation similar
to equation (5.5) giveReau,2, 5) ® 1300, a Kolmogorov scalg ~ 0.023 mm and a Taylor
micro-scalel ~ 0.14 mm. The resolution characteristics for all grids aretisin Table 5.8.
Comparing non-reacting Eggers and reacting LAERTE tesis;akis seen that the flow field

is more resolved for reacting test case on the fine grids.

94



Table 5.8: Ratios of approximate Taylor micro-scale andikagorov scale to the minimum
grid spacing.

Grid A Xmin A Ymin Aln | A/d
64x64x256 | 0.865¢<1072 | 0.450<10° | 20 | 3.2
128x128x512 | 0.430<10°° | 0.223<103 | 10 | 1.6
256x256x512 | 0.226<10°° | 0.110x10° | 5 | 0.8

5.2.3.3 TIME PARAMETERS

The chemical source terms are non-linear, so that it is nss$ipke to deduce analytical re-
striction for time step. The maximum time step constraif,em is validated by numerical
0D tests. Since the current problem is in more or less atnawapbonditions, it is proper to
conduct the tests for constant pressutp/(it = 0). Time derivative of pressure is related to

the enthalpy

dh dp
When the enthalpy is written explicitly, it yields
T S (T .
PCor = —;(Aha + fT 0 Cpa(e)de) W (5.14)

0D tests are conducted by iterating the time step for purelstonetric and vitiated stoi-

chiometric (¥,,0=0.1124) mixtures. Initial pressure and temperature vasmedaken to be
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Figure 5.39: OD constant pressure tests for stoichiometgj@ir (left) and stoichiometric
vitiated Hy/air (right) mixtures. The dashed lines refer to the stablatems and the solid
lines to the unstable ones.

respectively 80 kPa and 1500 K. Third order Runge-Kutta oubik applied for time inte-

gration. The variation of temperature and species massdnacare shown in Figure 5.39 s.
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The dashed lines refer to stable solutions. The solid liafs to the unstable solutions. The

maximum time step for both pure and vitiated-&ir mixtures isAtehem=21.3x10"".

However, the 0D calculations with constant volume condgiare more severe than constant
pressure. Also, it is more representative of the flow endagigh walls including pressure

jumps due to shocks. 0D constant volunge/dt = 0) conditions refer to constant energy

condition
% =0 = z—f =0 (5.15)
When the enthalpy is written explicitly, it yields
aTr & T RT
pCv = —;(Ahg + fT 0 Cp.(6)do — M_(,)é““ (5.16)

0D constant volume tests (Figure 5.40) are conducted wélséime conditions of constant
pressure tests. Both constant volume computations factstonetric Hy/air (left) and stoi-
chiometric vitiated Hyair (right) mixtures are stable with the maximum time stepstmint

of Atchem =0.6x107" s. Considering thaAtehem reduces by increasing initial pressure and
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Figure 5.40: OD constant volume tests for stoichiometrigai (left) and stoichiometric viti-
ated Hy/air (right) mixtures. The dashed lines refer to the stabletems and the solid lines
to the unstable one.

temperature, the chemical constraint for time step is ahtsdeAtehem =0.2x107" s [58].
In application, at high resolution of 25@56x1024, Athydro Which is computed out of CFL

condition, is less than the chemical time step limit.
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5.2.4 RESULTS

5.2.4.1 RESULTS FOR SIMPLE INLET PROFILE

The LAERTE chamber simulation results, with the simple tifield (section 5.2.2.1), are
presented in this section. In summary, the inlet radial ciglaand the inlet pressure profiles,
estimated numerically by Davidenko for the experiment,raapplied for the simulations
that are presented here. All the inlet profiles are smoothddhaass fraction of the radical O
is taken to be more than the numerical estimations by one.d8@eause of poor performance
of Smagorinsky model in non-reacting case, only LESF, MILESNS and MILESEULER

are considered.

5.24.1.1 FLAME STRUCTURE

The flame structure is analyzed from the fogidizer mixture fraction

7z — Zco-flow
Z= Zjet _ Zco-flow (517)
Z=5sYy, - Yo, (5.18)

Z is the first of the three Schwab-Zeldovitch variables forrglks-step reaction (e.g. [104]
p.84), ands = Yo,/ Y,|st = 8 is the mass stoichiometric ratio for the/@, chemistry. Hence,

in the pure H central jet
Yo=1; Ys=0 ; Z'=s=8 ; z=1 (5.19)
and in the vitiated air co-flow
Y =0 ; YP™=02447 ; ZOMV=-YZ™ ; z=0 (5.20)

Introducing boundary conditions (5.19)(5.20) for Z in etjpa 5.17, and making use of the

flame equivalence ratig yields
jet

do = S—2— = 3269 (5.21)

co-flow
Y&,

Z obtained by mixing the same amount mass of fluid taken in tleé stream and in the
oxidizer stream with incorporated equation 5.17 becomes

(Vi / YE ) — (Yoo Y™™ + 1
2= 1+ do

(5.22)
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The flame front is supposed to be whatg = Y, = 0, i.e. at stoichiometric locations where

= = 0.0297 5.23
Zst 1+ o ( )

This value follows from the assumption of a unitary Lewis ftinegmin both fuel and oxidizer

streams.

The distribution of fugbxidizer mixture fraction is showing over 18828x512 resolution

MILES_NS solution data to have an idea of the distribution, in Feghid1l. In Figures 5.42-

Figure 5.41: Fugbxidizer mixture fraction distribution.

5.44, 3D instantaneous iso-surface of the mixture fradzghat the stoichiometric value are
plotted for LESSSF, MILESNS and MILESEULER on diferent grid resolutions. The mix-
ture fraction definition given in equation 5.22 is derived doe-step infinitely fast chemistry.
When finite rate chemistry is considered, other passivasdalrivations may be constructed

using

e the atomic mass fractions [6, 7]

- 0.5(Zn — ZH,0,)/WH — (Zo — Z0,0,)
0.5(Zn,f = Zn,0,)/WH = (Zo,s = Zo,0,)/WO

(5.24)
where Z is the elemental mass fraction

¢ the mass fraction of an inert species, if there exists angutrent study, Nis the inert

species.
YN2 - YN2|

= YN2|

jet
_ YN2|

z (5.25)

co-flow jet

A lifted diffusion flame can then be traced using passive scalar defitiéisad on atomic

mass fractions (equation 5.24). However, since the co-flmludes combustion products,
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equations 5.24, 5.25 and 5.41 are giving similar stoichtoimeso-surfaces at the shear layer.

The first definition is (equation 5.22) kept for mixture fiiact definition for visualization.

Vertical and horizontal contour maps are the projectiorth®fnstantaneous temperature field

and water mass fractions in the corresponding symmetryeplaaspectively.

Increasing the grid resolution produces a more wrinkled élafBut for a given resolution,
there are apparently no majofigirences between LES and MILES. Some subfiiedénces
are present however. The solution at coarse grid cf68%256 (Figure 5.42) is reasonable,
even though the gradients at shear region of inlet profilepaorly resolved. Although there
is no molecular transport except for the numericéiudiion the MILESEULER solution gives
qualitatively similar results when compared to MILEE and LESSSF. The flame region is
designated as the warm color areas in the temperature aed mwass fraction contour plots.
It consists of a dtusion layer surrounding the reactive layer, embedded istiiehiometric
surface. The reactive layer at the/get-flow interface is wrinkled by large-scale turbulent
eddies, which bring in contact reactants and mix them atutiitent level. During that time,

the finite-rate chemistry proceeds.
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Figure 5.42: Instantaneous iso-surfaces of the stoichigenmixture fraction, temperature
contours and water mass fraction contours on the symmetngeplfor 6464x256 grid. From
top to bottom : LESSSF, MILESNS, MILES EULER.
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Figure 5.43: Instantaneous iso-surfaces of the stoichigenmixture fraction, temperature
contours and water mass fraction contours in the symmeamesl for 128128x512 grid.
From top to bottom : LESSSF, MILESNS, MILES EULER.
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Figure 5.44: Instantaneous iso-surfaces of the stoichigenmixture fraction, temperature
contours and water mass fraction contours in the symmetyegl for 256256x1024 grid.
From top to bottom : LESSSF, MILESNS, MILES EULER.

102



5.24.1.2 STATISTICAL RESULTS

In the MILES.NS 256<256x1024 simulation, the turbulent time scale can be estimated f
Figure 5.45. The Figure shows the instantaneous distoibudf U, along two longitudinal
lines one located on the jet axis/ 0 mm) and the other in the shear regioa-§.2 mm,
wake of jet nozzle). At the end of the potential core, the ulebt length scale deduced
from the mean distance between major peaks is about 1 cmsr Agplying the so-called
Taylor hypothesis with a mean velocity of about 150% mives a turbulent time scate ~
5.10°% s. Figures 5.39 and 5.40 show the time evolution of the speniss fractions and the
temperature in a premixed stoichiometric OD'lyr flame at constant volume and at constant
pressure conditions, respectively. In both cases theiggnitelay is around 307°s, and the
time for the reaction to completeig ~ 5.10°°s. Hence, there is a strong interaction between
chemistry and turbulence in a thick flame region since thienastéd the Damkohler number

is around

Tt

Da= — ~01 (5.26)

Tc

As in the non-reacting case, the grid spacing is mostly infiirgg the amount of turbulent
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Figure 5.45: Instantaneous axial velocity component onjghexis and in the main shear
region. MILESNS, 256<256x1024.

mixing. The finer is the grid spacing, the lower is the sulitgrtale dissipation. This is

either present as numerical dissipation in MILES or nunaéaad explicit dissipation in LES.
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Increased grid resolution also leads to more finer turbwgénictures in the flow field. The
residual numerical diusion combines with molecular transport -except in MILESLER-

to finally shape the mixture fraction across th&uion layer and control the reaction rate.

Further insight can be gained from the scatter-plots of fieiglb.46 and 5.47. The most
dissipative simulation is the top-left sub-figure and ttesldissipative one is the bottom-right
sub-figure. In the scatter plots the mixture fraction dabnitis chosen as the normalized
nitrogen mass fraction (equation 5.25). In order to indidae position of points on scatter
plots relative to the flame front, color that represent aex@lated to the water concentration

is used

(5.27)

Cuo =

[ Yi0 — YH2°|jet )[ Yio = YH2°|c0—flow J
Yivcolmax — Yol

max YH20|max_ YH20|co—flow
Cu,0 IS an index indicating the relative mass fraction of watefohis the main product of
chemical reactions. By definition,,, takes the value 1 in the flame and O elsewhere. The
points colored in green correspond to flow regions close ¢offdime front.  Finite-rate,
reversible full chemistry is clearly felt since the flameusture departs strongly from infinitely
fast, irreversible one-step chemistry (straight lineshe Temperature mixing line is curved
and is below the theoretical linear mixing line (Figure 5.4Bhis is due to the cold hydrogen
stream at 160K (see Table 5.7) which has a very high heat itaga8200 Jkg.K at 160K)
when compared to that of air (117fkd.K at 1200K). The dark blue color points are at high
mixture fraction region, indicate the initial core, far finothe flame front. When hydrogen

mixes with surrounding air, it takes heat from the oxidiz#eam and lowers the mixture

temperature below the self-ignition limi#(L000K at stoichiometry).

On the coarse grid (left columns of Figures 5.46 and 5.48)fldme structure is almost the
same for all simulations. The points are clustered clos@dcetjuilibrium states, indicating
a relatively fast chemistry compared to large-eddies ferfittime scale (higher Damkohler
number). Few points are close to the mixing linezat zg indicating “mixed is burned”
behavior : the high level of numericalftlision artificially brings reactants together at the

molecular level and reactions are completed.

On the intermediate grid 12828x512 (central columns), a stronger departure from irre-
versible infinitely fast chemistry is observed. Diagrame inore “filled” because turbulent
mixing is more intense and the reactive mixture can be founéarious intermediate states

combining reactants and products, especially in L5~ due to the explicit sub-grid turbu-
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Figure 5.46: Scatter plots of temperature. Top to bottom :SISSF, MILESNS,
MILES_EULER. Left to right : 6464x256, 12&128x512, 256<256x1024.

lent diffusion. More points can also be found near stoichiometry g/eaction does not
occur (highY,,, low T) due to a “lack of time”. Physical LES and MILES are close tolea
other indicating that the contributions of the explicit syid model and the numericalfiii-

sion in MILES are at the same level.

On the fine grid, the scatter plots for the flame are slightffedént. More points can be found
close the mixing lines, mainly in theg$tream £ — 1) where Q is present without reaction,
because of the low temperature. This is due to fast #iwent turbulent mixing relative to the
chemistry. This is mainly true for the MILEEULER simulation (bottom-right sub-figure in
Figure 5.47) which dfers clearly from LESSSF and MILESNS : the low level of numerical

diffusion and the absence of viscous model restrict the smadl swalecular mixing, hence

the reaction rates are reduced.
The velocity, temperature and,Hnass fractions of the average fields at the center line and
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Figure 5.47. Scatter plots of Omass fraction. Top to bottom : LESSF, MILESNS,
MILES_EULER. Left to right : 64&64x256, 12&128x512, 256«256x1024.

the maximum temperature value on transverse planes al@xis are plotted for dierent
resolutions in Figure 5.48. The average profiles are appimogaach other for high grid
resolutions. Both velocity potential core and concerdragiotential core lengths are longer
for low resolution of 6&64x512, regardless of numerical approach. At this initial oegpf
the flow shear layer instabilities are mostly responsiblmixing and transition to turbulence.
At low resolution since the sharp gradients are smoothedalsgge amount of dissipation,
transition and mixing are delayed. At low resolutions highel oscillations are noticed at
the location where jet is entering the computational domdihis may be attributed to the
sharpness of the oblique shock forming immediately arobadhiet region. At the two higher
resolutions potential core lengths for the solutions aesstime (four sub-figures top right).
The dynamics of the flow is resolved for 22B28x512 and higher resolution. Although the

resolution is increased, the potential core length renmti@same.
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The maximum temperature distribution along the jet axis fw tormal planes are plot-
ted to denote the ignition location along the axis as the &atpre jump (bottom sub-
figures in 5.48). As the resolution is increased, the jumph@rmaximum temperature for
MILES_EULER slightly deviates to an upstream axial position (@wttright sub-figure in

5.48). As ditusion is enhanced with molecular transport and physical, tES jump can
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Figure 5.48: Average profiles of velocity,hhass fraction and temperature at the center line
of the jet and maximum temperature at the transverse secsilomgx axis. Left to right :
64x64x256, 12&128x512, 256<256x1024.
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be expected to be earlier for MILESS and LESSSF. However, further analysis shows that
after the occurrence of ignition, the penetration of thénhi@mperature zones associated with
transverse diusion is prevented by the cold hydrogen flow close to the.ifdleking into ac-
count the fact that the molecular transport enhances apdlie temperature jump rise along
the axis is delayed. Temperature jumps for MILES and LESSSF are exactly at the same

axial positions for all resolutions.

Radial profiles of axial velocity and temperaturexat 210 mm are shown in Figure 5.49, with
experimental measurements of ONERA. For these measurgntentperature is obtained
with CARS (Coherent Anti-Stokes Raman Scattering) andoiglavith the LDA technique.

The computed velocity that is overestimated compared teraxents, is probably because
particles cannot follow perfectly the fast and low-denglityv. Computations underestimate
the mean experimental temperature in the center becauget ibdlapping and the points of
measurement are alternatively in the central jet or in threosading reaction zone. Also,
the high temperature wall boundary layer which is not caergid may lead temperature to

increase in the actual flow.
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Figure 5.49: Tranverse profiles of axial velocity (left) aachperature (right) at = 210 mm.
Top to bottom : 6&64x256, 12&128x512, 256<256x1024.
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Figure 5.50: Eddy-viscosity, LESSF

Figure 5.50 displays the instantaneous distribution ofgmith eddy-viscosity ratiqu/u in the
vertical symmetry plane, for theftierent resolutions. On the 25856x1024 grid, the SSF
model is barely active within the flame. The turbulent oatitins which emanate from the
inlet noise clustered at the jet center are laminarizedenpaissing through the flame surface.

The SSF model is not active outside the flame.

5.2.4.2 RESULTS FOR IMPROVED INLET PROFILE

In the previous part the behavior of numerical approachdsB8land LES are investigated
using a simplified initial field with weak shocks which is dedd from simulation results
of Davidenko for the LAERTE chamber [22]. In this sectiong improved inlet conditions
explained in section 5.2.2.2 are applied. The inlet fieldriprioved adding the pressure and
radial velocity profiles calculated in the work by Davidenkso that strong shock patterns

which do emanate from the inlet are included in the solutidiso, the concentration of rad-
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ical O is reduced to the level of numerical estimations by ibewko whereas in previous
section 5.2.4.1 O mass fraction were calculated asY1Y,.0). The dfect of radical O mass
fraction is showing itself as a late ignition. MILEBULER and MILESNS simulations are
conducted at 128128x512 and 25&256x1024 resolutions. LESSF simulation is not per-
formed since it is shown that it converges to the same statiatith MILES_NS for reacting

and non-reacting flows.

5.24.2.1 FLAME STRUCTURE

Flame structure for the LAERTE solution is shown as the mm&tinaction stoichiometric
value iso-surfaces together with temperature and watererdration contours on the corre-
sponding symmetry axis, in Figure 5.51. When compared wighprevious simulations of
simple BCs (presented in section 5.2.4.1), MILEBLER has larger structures especially in
the second half of the computational domain. The MILESLER solution is more wrinkled
compared to the MILESNS solution. Considering both temperature and water mastidn
contours, it is observed that ignition occurs at a laterlda@ation as the radical O concentra-
tion in the co-flow is less than the value in previous simalagiwith a simplified initial field.
Instantaneous pressure contours on the axis of the jet annstn Figure 5.52. The resolved
shock patterns are almost the same for both MILNES and MILESEULER solutions. As
the stoichiometric iso-surfaces are passing across tlek stie corresponding surface is con-
tracted. Thin layers of quenching can be observed on teriyserand water mass fraction

contours which occur at these contraction regions.

When comparing medium and high resolution solutions, ieensthat ignition occurs at the
same axial location. Higher temperatures occur afterigmitMore pronounced quenching
effect is also seen. This may be due to the increase in the sisarphthe shocks on the high
resolution grid. The shock patterns for the medium and héglolution solutions look alike.

Even though, in the solution on high resolution grid, muchrpbr shocks are resolved. As a
result, the radial extent of higher pressure zones alonghhigue shocks is increased. The
turbulent structures in the first diamond shape shock streatear the inlet are also more

pronounced and sharper.
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Figure 5.51: Flame structure of LAERTE chamber with preaiégal field, including strong
shock patterns.
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Figure 5.52: Pressure contours on the symmetry axis, of LEEEhamber with precise initial
field.
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5.2.4.2.2 STATISTICAL RESULTS

The experimental pressure measurements over the chambareveompared with time av-
eraged numerical results on Figure 5.53. The statisticalli® of these simulations are also
compared to the numerical results obtained by RANS and meapiesh refinement (AMR)
methods. The AMR simulation results are taken from EudeceSmall boundaries are not
considered in the MILENS and MILESEULER computations, the experimental pressure
growth is larger than that computed. As in RANS calculatithese wall boundary conditions
are considered, agreement with the experimental data &epp The experimental pressure
growth is reasonably higher due to velocity decay on the Batias. There exists quite good

agreement in shock reflection positions despite the sedtghid at the boundaries.

In the Figure 5.54, maximum temperature distribution overpfanes along the axis is
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Figure 5.53: Wall pressure axial distributibigure 5.54: Maximum temperature distribu-
numerical results and experimental data. tion along the jet axis computed over normal
planes.

shown. Although results of MILESIS MILES_EULER and AMR are similar for pressure
(Figure 5.53), they dier with each other for maximum temperature. The ignitioratimn
which is denoted as the temperature jump in this Figure bduyrs earlier in MILESNS
solution. This delay is also observed in flame structure fieiguin the LAERTE experiment
the ignition point is given roughly at 10 diameters along d@kés form the jet entrance. This
location is in good agreement with the axial temperaturdilpriump location computed by

MILES_EULER MILES_NS and AMR methods.
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The radial distribution of OH molar concentration measwata are compared with the nu-
merical results in Figure 5.55. Both AMR and MILES solutiagise quantitatively good

agreement with the experimental results. On the other ha&NSsimulation results overes-

timate OH concentrations.

Both transverse velocity and temperature distributiordiftgrent axial locations on the sym-
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Figure 5.55: Transverse OH concentration profiles=41.21 m along the axis.

metry axis of the domain are shown on Figure 5.56. At the &df{x = 288 mm) both set of
results deviate from the experimental measurements. Téysha attributed at the neglect of
the temperature and the velocity gradients near the watthBtmore, there may exist some
errors in the measurements due to flame flapping andfioignt transport of PIV particles in
low density flows. When comparing Figure 5.49 (simplifiecktrfield) and Figure 5.56 it is
seen that transverse profiles of average temperature amdtyedre not much féected at the
far-field by the change of inlet field conditions. Despite tbduced scalar concentrationd)Y
and radial inlet pressure and velocity profiles which geteesérong shocks, the transverse

profiles are identical to the results of the previous section

5.2.5 CONCLUSIONS

In this section, reacting tests conducted for the LAERTEmdber, are simulated. At first,
a simplified initial field is used for the comparative evaioatof the numerical approaches.

Later, a more precise initial condition is applied in ordeetbhance flow physics. In conclu-
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Figure 5.56: Experimental transverse profiles of axial e#yo(left) and temperature (right)
at x=10 mm,x=72 mm,x=210 mm andk=288 mm.

sion for the first case, flow statistics converge to physiesiilts as the resolution is increased

for both MILES.NS and LESSSF computations. However at high resolution MILEBLER
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results difer from those of MILESNS and LESSSF. The achieved LES asymptotes for the
statistics also explained in the paper by Pope are similtreése two approaches. The more
precise inlet conditions are applied in the second casén BititES_NS and MILESEULER
simulation results are in good agreement. Even if the inlefilps are improved, the average
field results are similar to the solutions for simplified inteofiles. Present results are also
compared with the AMR results with precise initial conditsoand they are in good agree-

ment.
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CHAPTER 6

CONCLUSIONS

In this study three dimensional computations are perforfioedeacting and non-reacting
compressible Hair jets. In the computations, fifth order WENO scheme is usétie
main objective is to investigate the respective performaoicLES and MILES numerical
approaches in the context of high speed reacting flows. ltalgsthe intention of this work
to determine the sensitivities of a high speed reactingget fimulations to various physical
models. In the non-reacting case, the time step is limitethbyCFL condition. In the react-
ing case the time step is limited tx20°8 s as dictated by the chemistry. The relative cost of

the diferent simulations is presented at Table 1.1 in appendix |.

The following conclusions are derived from the simulatidmon-reacting Eggers jet [71]:

e The Smagorinsky model is found to be over-dissipative, @danhibiting the initial
development of instabilities. The three-dimensional@psor in the Selective Structure

Function model fixes the problem.

e In particular, LES solutions do not show superiority conggato MILES, Navier-
Stokes or Euler, considering the statistics related to thénmand the dynamics of

the flow.

¢ In the non-reacting case, calculation of the molecularsyart model in MILESNS
represents an extra cost around 18%. The cost of introddhis@magorinsky model
in LES_SM is hardly felt because the velocity derivatives requiedhe model are
already computed in viscous terms. The SSF model is a litdbeerexpensive due to
the calculation of velocity dierences and of the three-dimensionality sensor, (equation

3.67), but is also negligible.
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e MILES_EULER simulations are showing grid convergence althougdrettexists no

physical cutdf in the simulation. This is an open question for further resea

In the reacting LAERTE chamber case, the main conclusioa$/ai:

The trend is the same as in the Eggers jet, but depending arithessolution, chem-

istry can be faster or slower relatively to the flow dynamics.

e One of the most sensitive parameter to the molecular trahgpthe ignition point.
When comparing the maximum temperature change on the ngimaés along the
axis, a slight shift of temperature jump is observed at tlieioof jet diameter between

EULER and NS solutions.

e When comparing MILESNS and LESSSF average field results, no significarffel-
ences are found. This similarity is valid even in the scaitets of temperature (Figure
5.46) and @ mass fraction (Figure 5.47) which are representing theantens at the

molecular level.
e The high sensitivity to the inlet profiles of RANS method ig faund in LES.

e The 7 species, 14 reactions chemistry in the reacting MILIESLER represent 85%
of the WENO dfort, although the routines for source terms are thorougptinozed.

In conclusion, the non-linear WENO scheme is self-adaptirtfpe flow gradients, and a bal-
ance is achieved between the explicit sub-grid scale hygmsity in physical LES and the
numerical dissipation of the scheme. In a physical LES onaaissogrid, the proper model-
ing of the sub-grid chemical source term is important, betriolecular transport is not. In
a numerical LES however, a molecular viscous diitho the simulation is mandatory. The
choice of whether to introduce or not an explicit sub-griddeloin the simulation is not a
matter of computational cost. MILES-Navier-Stokes pearfed with “clever” dissipative nu-
merics provides almost the same grid-independent flowssitatias physical LES. Quoting
S.B. Pope’s conclusion [107The most that an LES calculation can hope to achieve, is to
obtain an accurate estimate of the intermediate asymptaje [ This is achieved for the two

finest grids used in this study, with and without explicit gyrid model.
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In this appendix the constants for the curve fits of viscoglitgrmal conductivity versus tem-

perature and binary fiusion codficients versus temperature and pressure are tabulated.

Table A.1: Thermal conductivity cdigcients for second order polynomial fit (i.e. equation

2.50).

APPENDIX A

TRANSPORT COEFFICIENTS

a a0 Aa1 Ag2

Hy | 8.252657E02|3.571108E04|-1.065945E-08
O, | 7.823695E03|6.765939E05|-4.206463E09
H | 1.324366E01|6.079185E04|-5.378665E08
O | 2.463573E02|8.861247E05|-7.426621E09
OH | 2.303120E02|1.220661E04|-5.555844E09
H,0|-2.298272E02|1.501943E04|-2.770068E09
N2 | 8.124867E03|6.467204E05|-4.751436E09

Table A.2: Cofficients of viscosity for second order polynomial fit (i.e. atjon 2.37).

@ Ha0 Hal Ha2

Hy | 4.817404E06|1.558606E08|-1.263024E 12
O2 | 1.005179E05|3.965070E08|-3.402360E12
H | 4.281418E06|1.965283E08|-1.738818E12
O | 1.264157E05|4.547059E08|-3.810896E 12
OH | 1.303709E05|4.687465E08|-3.927133E 12
H>0|-1.447952E06|4.034792E08|-2.764521E 12
N2 | 8.959686E06|3.408293E08|-2.898343E 12
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Table A.3: Power law fitted dliusion codficients for B(=1bar), T (i.e. equation 2.21).

@ | B 30 b
Hy, | Hy [1.169336E08|1.655943
O, | Hy [6.491853E09|1.660466
Oy | Oy |1.567353E09|1.672389
H | Hy |1.700467E08|1.662801
H | Oy |9.259134E09|1.683814
H H |2.165726E08|1.685359
O | Hy |8.765136E09|1.657728
O
O
O

O, |2.533007E09|1.668124
H |1.338447E08|1.675000
O |3.908707E09|1.664289
OH | Hy [8.738485E09|1.657728
OH | Oy [2.481736E09|1.668088
OH| H [1.336130E08|1.675031
OH| O [3.850414E09|1.66429C
OH | OH |3.791110E09|1.664289
H>O| Hy |5.802656E09|1.6970371
HO| Oy |1.267896E09|1.737231
HO| H |6.695257E09|1.750332
H,O| O |2.362321E09|1.711888
H,O| OH |2.325140E09|1.711866
H2O|H20|3.499347E10|1.926722
N2 | Hy |6.277844E09|1.659863
N2 | Oy |1.579563E09|1.670803
N2 | H |8.972560E09|1.681871
N2 | O |2.502788E09|1.666851
N, | OH |2.454388E09|1.666818§
N2 |H20|1.294409E09|1.731984
N2> | N2 |1.591546E09]1.669076
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APPENDIX B

THERMODYNAMIC DATA

The thermodynamic data used in the calculation are predent&able B.2, following the
format given in Table B.1. It is assumed that the pressureti®levated so thermodynamic
properties are function of temperature only. The data areddficients of fitted polynomials

on the temperature functions of heat capaci@gs andCv, of speciesr.

C?p“:Cpoa+TCpl(,+Cp2(,T2+CpgaT3+Cp4aT4 (B.1)

EnthalpyH°/RT and entropy5°/RT of species are computed using this data. There exists two
sets of cofficients referring to two dierent polynomials for low temperatur@pfi, — 100K]

and high temperature [10BO- Tnay intervals. The cofficientsC ps andC ps are used to
compute the enthalpgH® and the entropy\SPof system.

Table B.1: Thermodynamic property data format.

species Tmin (K)  Tmax(K) M (g.mol™1)
CoH Cpv Cpn CpsH Cpan
CpsH Cpsv CpoL CpuL CpL

Cmr Cmr CpsL CpsL
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Table B.2: Thermodynamic properties. (Burcat [14]).

H 300 5000 1,00794
0.02500000E02 0.00000000E£00 0.00000000£00 0.00000000EOCO0  0.00000000£00
0.02547163E06 -0.04601176E01 0.02500000£02 0.00000000EOCO0  0.00000000£00
0.00000000E00 0.00000000£00 0.02547163E06 -0.04601176&E01

H> 300 5000 2.01588
0.02991423E02 0.07000644E02 -0.05633829E06 -0.09231578E10  0.01582752E13
-0.08350340E04 -0.01355110&E02 0.03298124E02 0.08249442E02 -0.08143015E05
-0.09475434E09 0.04134872E11 -0.01012521E05 -0.03294094E02

@) 300 5000 15.99940
0.02542060E02 -0.02755062E03 -0.03102803E07 0.04551067E10 -0.04368052E14

0.02923080E06
-0.01602843E07

0.04920308f02
0.03890696E11

0.02946429E02
0.02914764E06

-0.01638166E01
0.02963995f02

0.02421032E04

Oz
0.03697578E02
-0.01233930E05
0.01313877E07

0.06135197E02
0.03189166{02
-0.08768554E11

300
-0.01258842E05
0.03212936&E02
-0.01005249&05

5000
0.01775281E09
0.01127486E01

0.06034738f02

31.99880
-0.01136435E13
-0.05756150E05

OH
0.02882730E02
0.03886888E05
0.02387203E07

0.01013974E01
0.05595712f02
-0.08431442E11

300
-0.02276877E05
0.03637266&E02
0.03606782E05

5000
0.02174684E09
0.01850910&02

0.01358860f02

17.00734
-0.05126305E14
-0.01676165E04

H>O
0.02672146E02
-0.02989921E06

0.03056293E01
0.0686281 702

300
-0.08730260E05
0.03386842E02

5000
0.01200996E08
0.03474982E01

18.01528
-0.06391618E13
-0.06354696E04

0.06968581E07 -0.02506588E10 -0.03020811fE06 0.02590233E02

N2 300 5000 28.01348
0.02926640E02 0.01487977E01 -0.05684761E05 0.01009704E08 -0.06753351E13
-0.09227977E04 0.05980528E02 0.03298677E02 0.01408240E01 -0.03963222E04
0.05641515E07 -0.02444855E10 -0.01020900£05 0.03950372&E02

131




APPENDIX C

CHEMICAL KINETICS

The chemical kinetics data used for source term calculatierpresented in Table C.2. The

rate constank; is computed applying Arrhenius law :

E
_ br __
Ki = AT exp( RT)

where for the'™h reaction:

e A, is the pre-exponential factor.
e E; is the activation energy.

e by constant for pre-exponential factoP' T

The dficiencies of the species included in the/Air chemical kinetics mechanism is :

Table C.1: Hiciency of the species for the ONERA scheme.

H H» Hzo O OH 02 N, | Ar
ONERA | 10| 25| 12 |1,0] 1,0 1,00 1,0
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Table C.2: H/air Chemical reaction mechanism by ONERA.

r Reaction A; (cm.mol.s) by E, (kJ.mol?)
1| H + Oz — OH + OH 1.70E+13 | 0.0 199.9122
2| OH + OH — Hy + Oy 4.03E+10 | 0.3168 121.0074
3| H + O — OH + O 1.99E+14 | 0.0 70.3043
4| O + OH — H + Oy 8.93E+11 | 0.3383 -0.9778
5| Hy + OH — H,O+ H 1.02E+08 | 1.6 13.8008
6| H +HO — H> +OH 7.96E+08 | 1.528 77.3248
7| H, + O — OH + H 5.12E+04 | 2.67 26.3016
8|OH+ H — Hy + O 2.70E+04 | 2.649 18.6212
9| OH + OH — H,O0+ O 1.51E+09 | 1.14 0.4142
10|H,O0+ O — OH + OH 2.22E+10 | 1.089 71.6144
11l H + OH+M — H,O+ M 2.21E+22 |-2.0 0.0

12|H,0+ M — H +OH+M| 8.94E+22 |-1.835 | 496.7304
13 H + H +M— Hy + M 9.79E+16 |-0.6 0.0

14| H, + M — H + H + M| 5.09E+16 |-0.3624| 433.2265
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APPENDIX D

TRANSFORMATION MATRICES FOR SYSTEM OF N sp+5
EQUATIONS

The following matrices are used for finitefidirence characteristic discretization. The vector

of conservative variables is :
= T
U= [p, pu, pV, pW, p&, pY1, ..., pYNSp]
and the vector of primitive variables is considered as :
U:[puvaYl YN]T
b b b b b 9 " sp

Here the matrices for transformation between conservadviables to characteristic variables
are presented, for the spatial discretizatioet L. These can be directly obtained diagonaliz-

ing the conservative jacobian matricbut the easier way is using the relatidRs: PRand

with
1. K = juy,
2. € =hy,-r1,T

3. =X h,Y, - 1T
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APPENDIX E

TRANSFORMATION MATRICES FOR SYSTEM OF N spt+4
EQUATIONS

Matrices for the transformation between conservativanipnie and characteristic forms of
governing equations are presented in this appendix. Theatiens for these matrices were

held over equations for §i-1 species.

E.1 TRANSFORMATION MATRICES BETWEEN THE PRIMITIVE VARI-
ABLES AND THE CONSERVATIVE VARIABLES

The vector of conservative variable is :

U = T [p’ Pu, pV, PW, Pec, le’ teo pYNSp_l]

and primitive variable vector is considered as :

U =T [p, u v,w,T, Yl, ey YNSp_l]
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The transformation matrices of the conservative variafolgsimitive variables and vice versa

are given below respective andP1.

1 0O 0 O 0 0 0 0
u p O O O 0 O 0
v 0 p O 0O 0 O 0
w 0 0 p O 0 O 0
b_ Psi  pu pv pw pCv Psg Ps7 -+ -+ Psnga
YY 0 0 0O O p O 0
Y- 0O 0 O 0 0O p 0 -- 0
. 0 :
: - : 0
YNg-1 O 0 O 0 0 o --- 0 Je
with
e P51 =h—r1T + 1/2uy;
® Pssio = p[he —hng, — (fe — Ing)T] @veca=1,...Ngr1
1 O 0 o0 o0 o0 0 0
—u/p 1l/p O 0 0 0 0 0
—v/p 0 )p 0 0O 0 O 0
-W/p 0 0O Yp O 0 0 0
o1 | Psi & i v iov Pss Per v Palgua
-Yi/p 6 0 0 0 Y O 0
Yyp 0 O O O O I O 0
. ) ) 0
0
Yny1/p O 0 O 0O 0O 0 -~ 0 1p
avec
o Pl = 4l T = hng, + 1/2uiu]
o Pgt,, = &ul(re = )T = (he — hy,—)] aveca=1,...Ngpyl
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E.2 TRANSFORMATION MATRICES BETWEEN THE PRIMITIVE VARI-
ABLES AND THE CHARACTERISTIC VARIABLES

The system for multispecies compressible flow equations meagentified with the matrices
A. Considering the x direction, the matiassociated with the primitive variables defined in

the previous section is

u p 0 0 0
Eiou 0 0 § A Ay - Aonga
0 0O u O 0
0 0O O u O
A=lo & 0 0 u o0
0 0O ©O
0 u 0
0 wu 0
[0 I § 0O O u

with Ags,i = R(1/M, — /M) i=1,...,Nsp— 1.
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The jacobian for primitive variablea is diagonalized using the derivation of left and right

eigenvector matriceR andL ( this definition is implemented for the derivation of chadeais-

tic boundary condition§ 4.5.1) asA = RAL. Diagonal matrice of eigenvaluésis as follows

u-c O
0 u
0

0

Matricies for right and left eigenvectors are given below

2P o0 o
Cp
-2 00 o0
0O 10 0
0O 01 0
1 00 1
L= .
O 0 0 (rl_rNsp)T
0O 0O 0
0O 0O 0
()7 - ©° ° (%)
0 0 10 O
0 0 01 o0
_(7_-1)1 o o0 o0 &
Y P Y
0 0 00 O
R=
0 0 00 O
= 0 00 -%
() & 0o (3)

0
0
0
0
1
0

—I

(rZ_rNsp)T

0

0
0O u O
0O u O
0 u+c
0
0
0
0
1
0
0 0

—I

(rNsp—l_rNsp)T

2y T
0 0
0 0
—~1) M-rn. r2—In,
_ (7_) il Nsp T
Y r i
r2-In
0 —ET 0
0
0
0 0
p "1~ "Nsp _p27"Nsp
y T y T

-
Cp
o <
0 0
0 0
0 1
—r
(ri-rspo 0
0 0
0 0

(

(

E) [Nsp-1~TNsp
2y T

0
0

"Nsp-1~TNsp
o T

0

0

"Nsp-1—TNsp
— T
_pNsp17TNsp
b% T
11 MNsp17Nsp
T

Y




E.3 TRANSFORMATION MATRICES BETWEEN THE CONSERVATIVE
VARIABLES AND THE CHARACTERISTIC VARIABLES

Here the matrices for transformation between conservatviables and characteristic vari-
ables are presented, for the spatial discretizafl@L. These can be directly obtained diago-
nalizing the conservative jacobian matridebut the easier way is using the relatidRs: PR

andL = LPL,
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with

K =1/2uiu;

— pr (hn_thp)
Roa+a = PCp = T,y

_ YNsp T +(r=1)(=hngp+K)+uc
= o

1
* R3

11 [T sMe g oy - ]
R4,1 - pCp 'y—]_ Za’:z(rNsp ra)Ya hNSp + K

-1 _ yT(rfl_rNsp)_(Y_l)(ha—hNSp) . _
° R1,a'+5 - 2Cyp with @ = 1,..., Nsp_ 1
° R—l — erspT"'()’_l)(—thp'FK)—UC

Nep+4.1 20C;
e R =R _witha=1...,Ngp— 1
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WAVE AMPLITUDES AND LODI SYSTEM IN TERMS OF
PRIMITIVE VARIABLES

APPENDIX F

LODI system wave amplitudes in x direction :

L

L

L

L
Lors
L3

Lgy+a

u-c (0P ou
2pc:p(5_pca_x)
W&
0X
ow
X
1(16P dp\ (f1—TNy)\dY1
[;(@&‘a—x)‘(—r )W}
u T(r“ rrNSP)% @= (2 ... Ngp—1)
(2
OX  Oxc?
u+c (0P ou
2pCp(&+p &)

LODI system primitive derivatives in x direction :

dy
d>
d3

ds

ds

d =

d5+01

a_p
ot
ou

at
ov
ot
ow
ot
oT
ot

al
ot
Y,

ot

pC
?p(£1 + Lgra) + Lngpr3

C
?p(LNSpm - L)

Lo

L3
Nep-1

L+ Lo+ Z Los3 + Lnga
a=2

( r ) (LNS,,+3 £4)
- + _
ry — rNSp P T

r ~£(1+3 _
_(ra—rNSp)? @=(2...Nsp— 1)

145

(F.1)

(F.2)



LODI system wave amplitudes in y direction :

~£a+3
Lng,+3

Lngyea

v—-c (0P ov

m(a_y_pca_y)

S

ady

(A0 o) (ot
p\c2dy dy r oy

ow
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_vT(r“ rrNsp)aaYya = (2. Nep—1)
g oP1

(5 5a)

v+c(6_P+ Ca_v)

2pCp\ay P oy

LODI system primitive derivatives in y direction :

d;
d>

d3

d =

ds =

ds =

d5+a/

% = ’L%(Ll + Lgra) + Lo
% = L

%’ = %(£N5p+4 -L)

W

(?3_'[ = Ly

Nsp—1

% = L1+ L3+ 2 Lov3 + Lngra
M _( r ;_(£N5p+3 . é)
at n-mg/\ p T

146

(F.3)

(F.4)



LODI system wave amplitudes in z direction :

L = w-c (0P _ ca—W
1 T 2.cplaz oz
1/10P o0p F—rIng\ 0Yr
= TIZ(==—_-=X _(—”)_
L2 W [p(c2 0z 62) r 62]
ou
L3 = Wa_Z
ov
Ly = Wﬁ_z
rUl —INs aY(Y
~£(1+3 = _WT(%)E Ll = (29 .9 NSp_l)
dp P 1
Lhgrs = (a_z_E@)
s w+c (P c@
Nept4 20Cpl\az P~ 6z
LODI system primitive derivatives in z direction :
0 C
d = a—'Lt) = %(£1+£Nsp+4)+£Nsp+3
ow Cp
d = il ?(£N5p+4—£1)
ou
dz = o L3
ov
dg = i Ly
Nsp—1
aT <
ds = - = LirLe+ Z Loz + Lngra
a=2
Y1 r Lz Lo
d6 = —_— = —_ _ 4 —
ot r1—Ing P T
3Yw r ‘£11+3
dsyq = - =(2,...,Ngp— 1
> ot (ra—rNSp) T o= s~ 1)
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APPENDIX G

WENO COEFFICIENTS

Table G.1: Cofficientsc;; for k=1 to 6.

k [r]i=0[i=1]j=2]j=3]j=4]j=5|
1 J0] 1] | | | | |
2 |0 12 1/2
1]-12| 32
3 /0| 13 5/6 -1/6
1|-16| 56 1/3
2| 13| -7/6 11/6
4 [0] Y4 [1312] 512 | 12
1|-1/12| 7/12 7/12 -1/12
21/12| -5/12 | 1312 1/4
3| -1/4 | 1312 | -23/12 | 2512
5 10| 15 | 7760 -4360 | 17/60 | -1/20
1|-1/20| 9/20 | 47/60 | -1360 | 1/30
2 |1/30|-1360| 47/60 9/20 | -1/20
31-1/20| 17/60| -43/60 | 77/60 1/5
41 1/5 |-21/20| 137/60 |-16360| 13760
6 |0 1/6 | 2920 -21/20 | 37/60 |-13/60| 1/30
1|-1/30| 11/30| 1920 | -2360| 7/60 |-1/60
211/60]| -2/15| 37/60 | 37/60 | -2/15 | 1/60
3 1-1/60| 7/60 | -23/60 | 1920 | 11/30 | -1/30
4 11/30|-1360| 37/60 | -21/20 | 2920 | 1/6
51-1/6 | 31/30|-16360| 7920 |-71/20|4920
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Table G.2: Co#iicientsd, for k=1 to 6.

r=0 | r=1 r=2 r=3 r=4 | r=5

2/3 | 1/3
3/10| 3/5 1/10
4/35| 18§35 | 12/35 | 1/35
5/126|40/126| 60/126 |20/126|1/126
1/77 | 25154|10Q231| 2577 | 577 |1/462

O U1 A WIN | XN

The codficients necessary for computation of the smoothness indicgigréor different

stencils presented for reconstruction fot 4 to 6.

k=1
There exist single stencil for reconstructioBg = (i).

Bo = fifi

k=2

There exist two stencils for reconstructio®g = (i,i + 1) Sp= (i — 1,1).
Bo = (fia- 1)
B1 (fi = fi-1)?

k=3
There exist three stencils for reconstructidBy:= (i,i+1,i+2) S;=(-L1i,i+1) S,=
(i-2i-21,).

13 1
Po = pp(fi-2fa+ fi2)® + 7 Bfi —4fis+ fi2)?

13 1
p1 = 1—2(fi—1 — 2 + fis1)? + Z(fi—l — fir1)?

13 1
Po = TH(fie—2fia+ fi)? + (fi-z = 4fia+ 3fi)?

K=4
There exist four stencils for reconstructio®g = (i,i+1,i+2,i+3) S;=(-1i,i+1i+
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2) Sp=(-2i-1ii+1) Ss=(i-3i-2i-1i).

Bo

B

B2

B3

K=5

2107f% — 9402f,1 fi + 7042f,»f; — 1854f,3f; + 110032, — 17246, fis1
A4642f 3,1 + 7043f2, — 3882f,3fi,» + 547F2,

547F2, — 2522f fi_1 + 1922fi,1 fi_1 — 494f,»fi_1 + 3443f? — 5966f;, 1 f;
1602fi. o f; + 2843f2

i+1

— 1642f,5fi 1 + 267F2,

267f%, — 1642f_1fi_» + 1602 fi_p — 494f,, 1 fi_» + 2843f2, — 5966f; f,_;
1922f;,1 fi_1 + 3443(% — 2522, f; + 547f2,

54712, — 3882f_ofi_3 + 4642fi_1 fi_3 — 1854f;fi_5 + 7043f?, — 17246f_1f,,
7042 fi_p + 110032, — 9402f; fi_1 + 2107f?

There exist five stencils for reconstructio®g = (i,i+ Li+2i+3,i+4) S;=(G(-11i,i+
Li+2i+3) So=(-2i-1i,i+1Li+2) S3=(G(-3i-2i-Lii+1) S;=

(—4i-3i

Bo

B

B2

Bs3

Ba

~2i-1,i).

1079182 — 6495011 fi + 758823, f; — 411487, 3f; + 8632%;,4f;
10205632, — 2462076, ,f.1 + 135845831 — 288007411 + 15213932,
1704396, 3fi,2 + 36486F 4,2 + 4829632, — 208501, 4fi.3 + 226582,
226587, — 140251 fi_; + 1651531 fi_1 — 88297, »fi_1 + 1807% 31
24272F2 - 611976,1f + 337018, — 70237, 3f; + 4062937,

464976 o fi g + 99213 3,1 + 13856F2, — 60871f;,,fi,3 + 6908f2,
6908f?2, — 510011 fi_p + 67923 fi_, — 38947, 1 fi_» + 8209, f»
1049632, — 299076 fi_1 + 179098, 1 fi_1 — 38947, fi_1 + 2311532
2990761 fi + 67923, f + 1049632, — 51001f;,,fi1 + 69082
6908f2; — 6087 1i_»fi_g + 99213i_1 fi_3 — 70237 fi_3 + 1807%;.1fi_3
13856372, — 464976_1f_, + 337018 fi_, — 882971 fi_» + 4062932,
611976 fi_1 + 165151 fi_y + 24272F2 — 140251, f; + 2265872,
226582, — 208501 3fi_4 + 36486F;_f,_4 — 2880071 fi_4 + 8632%; fi_4
4829637, — 1704396 f;_3 + 1358458 1 fi_3 — 411487 f;_3 + 15213932,

2462076 11, + 758823 fi_» + 10205632, — 649501 ;1 f; + 1079182
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K=6

There exist six stencils for reconstructionSy = (i,i + Li+2,i+3,i +4,i+5) S; =
(-Li,i+1Li+2i+3i+4) Sy=(-2i-1i,i+1Li+2i+3) S3=(-3i-2i-
Li,i+1i42) Sp=({-5i-4i-3i-2i-1i) Ss=(-4,i—-3,i—-2i-1,).

ﬁo = 615021]fi2 - 47460464i+1fi + 76206736i+2fi — 63394124i+3fi + 27060170i+4fi
—  471274G,sf + 948512372

i+1

+ 19834350,,5f,,, + 2604453722, — 444003904, 3f,,5 + 192596472, 4,

— 311771244, 5,1 + 262901672, 53f.1 — 113206788, 411

~ 339188045, + 1907575722, — 166461044 4T3 + 2944225651, 3
+ 364806872, — 12950184, 5fi,4 + 115256172,
Bi = 115256%2, — 911799 fi_1 + 147424801 fi_1 — 12183636;,2fi_1 + 5134574;,3f 1
~  880548i.4fi_1 + 193659672 — 65224244, f, + 55053757, f, — 23510468, 5f
+ 40670184 + 566622132, — 97838784, fi,1 + 42405032, 3f;.1 — 7408908 . 4fi11
+ 430936932, — 37913324, 5fi,2 + 6694608, 4fi,» + 84499572 ; — 3015728, 41,3
+ 2717792,
B2 = 2717792, - 2380800 1fi_, + 4086357 fi_, — 346225%,1fi_» + 1458767, ,f »
~  24562(f;,3f_» + 56533172, — 20427884 fi_ + 1790503%;,1f,_1 — 772798821
+ 132500831 + 195109737 — 35817664, f; + 1592991%;,,f, — 2792660, 3f
+ 171956532, — 1588040421 + 2863984,3fi.1 + 382484 ., — 1429976, 3f.»
+ 1396332,
Bs = 1396332, - 1429976 ,fi_3 + 2863984;_1f,_3 — 2792660 fi_3 + 1325006, 1 f;_3
~ 245620, fi_3 + 38248472, — 15880404 _1f_, + 1592991% f,_, — 77279881,
+ 145876%,,fi_p + 171956522 — 35817664;fi_; + 17905037, f_1 — 346225751

+ 195109732 - 20427884;,, f, + 408635%;,,f; + 56533172, — 2380800, fi11

i+1
+ 2717792,

Ba = 2717792, 3015728 3fi_4 + 6694608 »f_4 — 7408908_1fi_4 + 4067018 fi_4
— 880548, 4 + 844995%2, — 37913324 ,f, 3 + 4240503%_1fi_3 — 23510468;f_3
+ 5134574, 3+ 430936922, — 97838784 _1f_, + 55053757 fi_, — 12183636;.1f »
+ 566622132, — 65224244 1 + 14742480, 1f_1 + 193659672 — 9117997, f;
+ 11525612

i+1

(G.1)
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Bs

11525612, — 12950184 4f,_4 + 29442256, 3fi_4 — 33918804 »f, 4
19834350, 1f,_4 — 4712740 fi_4 + 364806872, — 166461044 3f;_3
192596473 ,f, 3 — 113206788 1fi_3 + 2706017G;f_3 + 1907575722,
444003904 ,fi_5 + 262901672_1f_, — 63394124 f;_, + 2604453722,
311771244 _1f_; + 76206736 f_; + 948512372, — 47460464 f; + 61502112
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APPENDIX H

COMPRESSIBLE TEMPORAL MIXING LAYER A PRIORI
TESTS

The a priori tests which were conducted by Lardjane and Fedioun, for tbegsid terms
of NS equations in the framework of a temporal binary mixiager are presented in this

appendix.

The dfect of physical parameters (density ratio, temperatunmpeessibility...) on the fol-

z

y computational box
X

s

Gas1l {|—™
' | Tnitial
non-reflective BCs i condition
! Gas 2

/’// /(I{/ AC BCs

<— periodic BCs ———>

Figure H.1: Computational box for the temporal direct nu-
merical simulation

lowing sub-grid terms which were derived filtering the mudtnponent compressible NS

equations in convective form was investigated.
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o filtered equation of motion

A = —[p(Ut; - Giaj)] |
Ai = (uSij-ESi), (H.1)
As = —[p(rT =7T)l; (H.2)
o filtered energy equation
By = (AT —ﬁT,j)’j
B, = —(puj’j —_pﬁj,j) (H.3)
By = Tymy - UTy
o filtered species equation
Cor = —[p(Youj — Yol (H.4)

C2 = [ﬁ(Dam a,j Sam~(t,j)],j

The field of sub-grid terms was rebuilt out of D.N.S. flow vates by means of explicit
S.0.C.F. box filtering of flow variables [53]. The DNS solutiowere obtained applyind6
order compact scheme for spatial discretization affdb8ler time integration and accurate
transport model. The physical and numerical parametersdeeral DNS computations are
gathered in Tables H.1 and H.2. The sub-grid terms were djigahéas r.m.s. of transverse

Table H.1: D.N.S. physical and numerical parameters foCiiél, pair.

| OzNp | #1 | #2 ] #3 | # | # |
Reet 100 100 200 400 100
Mc 0.293 0.586 0.880 0.293 0.246
U (mys) +100 +200 +300 +100 +100
T2/T1 (K) 300’300 300’300 30Q'300 300’300 60Q'300
LxxLyxLz 40x40x80 same as #1 40x40x40 28x28x40 | same as #1
NXxXxNyxNz | 181x181x245 | same as #1 255x255x257 | same as #3 same as #1

profiles obtained averaging variables in homogeneousmsivese x and spanwise y direc-
tions. The relative magnitudes of sub-grid terms are ptegdn Figures H.2 - H.7. Itis seen
that, when the index corresponds to the cross-flow directioks; becomes non-negligible
when the N stream is heated relatively to the, Gtream and may overcon#g;j ; in some

cases.
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Table H.2: D.N.S physical and numerical parameters for thiel©pair.

\ Oy/H> #1 #2 \ #3 \ #4 \ #5 \
Reges 100 100 200 200 100
M¢ 0.121 0.243 0.607 0.121 0.113
U (m5s) +100 +200 +500 +100 +100
T2/T1 (K) 300’300 300’300 30Q'300 300’300 600’300
LxxLyxLz 33x33x60 20x20x60 | same as #2 same as #1 same as #7
NXxxNyxNz | 199x199x485 | same as #1 same as #1 same as #1 same as #1
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Figure H.2: Subrid terms (H.1). Relative Figure H.3: same as Figure H.2»/®l»
magnitude: Q/N,
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N2/02 - Energig H2/02 - Energig

mBl

4 EB1 mB2
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#1t=100 #2t=100 #3t=100 #4 1=65 #5 t=100 #1 t=100 #2 t=100 #3 =100 #4 =65 #5 t=100

Figure H.4: Subrid terms (H.3). Relative Figure H.5: same as Figure H.4»®l»
magnitude: Q/N,
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Figure H.6: Subrid terms (H.4). Relative Figure H.7: same as Figure H.65/®l,
magnitude: GQ/N»
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APPENDIX |

COMPUTATIONAL HOURS

Non-Reacting Reacting

wall time CPUstep cost walltime CP/dtep cost

MILES_EULER 14238 s 5084s 1 73314 s 938.0s 1.845

MILES_NS 16581 s 599.2s 1.178 88540s 1132.9s 2.228
LES_SSF 16482 s 625.1s 1.229 90284s  1155.2s 2.272
LES.SM 15680 s 603.6s 1.187 — — —

Table I.1: Relative cost of LES and MILES, non-reacting agalcting.
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