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ABSTRACT

HEAD FINALIZATION AND MORPHOLOGICAL ANALYSIS IN FACTORED
PHRASE-BASED STATISTICAL MACHINE TRANSLATION FROM ENGLISH

TO TURKISH

İmren, Haydar

M.S., Department of Computer Engineering

Supervisor : Dr. Ruket Çakıcı

May 2015, 61 pages

Machine Translation is a field of study which deals with translating text from one
natural language to another automatically. Statistical Machine Translation generates
the translations using statistical methods and bilingual text corpora. In this study, an
approach for translating from English to Turkish is introduced. Turkish is an agglu-
tinative language with a free constituent order, whereas English is not agglutinative
and the constituent order is strict. Besides these differences, there is a lack of parallel
corpora for this language pair which makes SMT a challenging problem. Up to now,
most of the work and research done for this language pair suggest representing the
languages at the morpheme-level. The difference of this study is not only represent-
ing English and Turkish at morpheme-level but also applying a different reordering
technique which was successfully used for other languages, which are grammatically
similar to Turkish. The technique is called Head Finalization. To report the results of
this study, BLEU metric is used. With improvements in reordering and morpheme-
level representation, we have increased our BLEU score from a baseline score of
19.62 to 30.93, which corresponds to an increase of 57%. The experiments can be
successfully applied to other languages which are close to Turkish in terms of word
order, morphological structure and suffixation.
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ÖZ

İNGİLİZCEDEN TÜRKÇEYE FAKTÖRLÜ SÖZCÜK ÖBEĞİ TABANLI
İSTATİSTİKSEL MAKİNE ÇEVİRİSİNDE BAŞ SONLANDIRMA VE

MORFOLOJİK ÇÖZÜMLEME

İmren, Haydar

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü

Tez Yöneticisi : Dr. Ruket Çakıcı

Mayıs 2015 , 61 sayfa

Makine Çevirisi, bir metni bir doğal dilden başka bir doğal dile yazılımlar yardımıyla
çevirmekle uğraşan bir çalışma alanıdır. İstatistiksel Makine Çevirisi ise bu işi ista-
tistiksel metotlar ve paralel metinleri kullanarak yapar. Bu çalışmada, İngilizceden
Türkçeye çeviri için bir yaklaşım tanıtılmıştır. Türkçe sondan eklemeli ve serbest öğe
sıralı bir dildir, aksine İngilizce sondan eklemeli olmayan ve katı bir öğe sıralaması
olan bir dildir. Bu farklılıkların yanında, iki dil arasındaki paralel metin eksikliği,
bu iki dil arasında istatistiksel makine çevirisini zor bir problem haline getirmek-
tedir. Şimdiye kadar, bu iki dil için yapılan çalışma ve araştırmaların çoğu, iki dili
de ek-düzeyinde çalışmak gerektiğini önerir. Bu çalışmanın farkı, sadece İngilizce
ve Türkçeyi ek-düzeyinde çalışması değil aynı zamanda dilbilgisel açıdan Türkçeye
yakın diller için daha önce başarıyla kullanılmış olan farklı bir yeniden sıralama tek-
niği uygulamasıdır. Bu teknik Baş Sonlandırma tekniğidir. Bu çalışmada sonuçları
raporlamak için BLEU ölçüsü kullanılır. Yeniden sıralamada ve ek-düzeyinde yapı-
lan çalışmalarda elde edilen gelişmelerle BLEU skorumuzu 19.62’den 30.93’ye çıka-
rarak %57’lik bir artış sağladık. Bu sonuçlar Türkçe’ye kelime dizilişi bakımından,
biçimbilgisel açıdan ve sondan eklenme açısından benzerlik gösteren diğer dillere de
başarıyla uygulanabilir.
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CHAPTER 1

INTRODUCTION

Machine translation, one of the oldest research topics in computational linguistics,

is the process of translating from one natural language to another automatically or

by computer software. Although, it is one of the oldest research topics, it still at-

tracts attention not only from computer scientists but also linguists, philosophers and

mathematicians like many other natural language processing sub-topics.

Until the 1950s, there was not much research done on the subject. In 1949, Warren

Weaver first put forward proposals for solving the problems of ambiguity in his Mem-

orandum on Translation [75]. In 1951, Yehosha Bar-Hillel started the first research on

machine translation at MIT [8]. Since then, because of political, social, commercial

and scientific reasons the topic became really popular.

Many approaches have been taken for building machine translation systems or propos-

ing solutions for the problems in machine translation. For the last twenty years, sta-

tistical machine translation approach has become widely popular. Before that, rule-

based and example-based approaches were dominating the field [53, 64, 73, 74]. Re-

cently, researchers are trying to bring the strengths of those approaches together with

hybrid machine translation approaches [28, 65, 21, 56], however statistical approach

is still the most popular one.
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1.1 Motivation

The need for machine translation have emerged in a variety of fields. International

organizations with member states such as EU, NATO, UN etc., translate their docu-

ments into many different languages. Likewise, companies distributing products in

many countries have to prepare documents and user manuals for their products in nu-

merous languages. However, these tasks are mostly carried on by human translators

as machine translation systems are still not as accurate as human translation. Be-

cause of this reason, researchers are motivated to work on better quality and efficient

machine translation systems.

For the last two decades, statistical machine translation has been the most popular

paradigm in the field of machine translation and there has been an extensive amount of

work in the field of statistical machine translation [13, 40, 15]. For English - Turkish

language pair, on the other hand, the research and work done is not still at desired

levels which is caused by many challenges in building English - Turkish translation

systems. Word order difference, morphological differences, lack of parallel data can

be given as examples to those challenges. In this thesis, our aim is to propose easy

solutions to some of these challenges and develop an efficient statistical machine

translation system from English to Turkish. There has been some recent work on

languages like Finnish and Hungarian that are agglutinative and morphologically rich

like Turkish [79, 72, 51]. These studies together with the other language pairs inspire

building systems for English - Turkish statistical machine translation.

Our motivation is to build an English to Turkish translation system that are compara-

ble to the results of other language pairs. Although there are pioneering studies such

as [17, 18, 58, 10, 20, 80] in the literature, these studies could not achieve as high

scores as the other language pairs like English - Japanese [26] or English - Korean

[43] which are considered to have the same chatracterics as Turkish. Commercial

products such as Google Translate and Bing Translator are still not efficient for pairs

involving Turkish language. This problem motivates us to propose solutions to some

challenges encountered in English - Turkish machine translation and provide a basis

for future research. The techniques proposed in this study can also be used for other

agglutinative and head-final languages. This study can also be used for translating to

2



other Turkic languages where it is even more challenging to find parallel corpora.

1.2 Contributions of the Thesis

One of the most challenging problems of English - Turkish statistical machine trans-

lation is the word order problem. English has a rather fixed word order which is

Subject-Verb-Object, while Turkish has a very flexible word order while being dom-

inantly Subject-Object-Verb. Another challenge is the rich morphology of Turkish,

which simply means a phrase (series of words) in English can be translated into just

one word in Turkish or function words in English can simply be suffixes of a word

in Turkish. In this study, we aim to solve these problems and build a state-of-the-art

statistical machine translation system from English to Turkish.

The list of contributions of this thesis are listed below.

1. Head Finalization [33] is suggested to overcome the problems associated with

the word order differences. This technique is simpler and more intuitive than

the techniques proposed so far [78, 76, 44, 77, 30, 80] and applied is success-

fully for Japanese which is also a head-final language like Turkish.

(a) For the English side of the parallel data, Head Finalization is applied.

(b) Hand-written rules are added to the process to prevent reordering of sen-

tence parts starting with conjunctions or conjunctive punctuation.

2. The parallel data are morphologically analyzed and disambiguated for Turkish

and part-of-speech tagged for English in order to handle the problem of translat-

ing from a language with limited morphology to a rich morphology language.

3. The results of this study show that we surpass the results obtained by Yeniterzi

[80] and Tatlıcıoğlu [68] in the benchmark studies.

Experiments are carried out separately for each approach. We present the results for

reordering, integrating morphology and both.
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1.3 Outline

The outline of the thesis is as follows:

Chapter 2 starts with background information about machine translation and contin-

ues with explaining the basics of statistical machine translation. Various approaches

to statistical machine translation are explained.

Chapter 3 explains the challenges of English - Turkish machine translation in detail

and covers a comparative literature review of the research done and the techniques

used until now.

Chapter 4 presents detailed information about the data and tools used, explains pre-

processing steps applied to the data and Head Finalization which is used for reorder-

ing English data in this thesis.

Chapter 5 presents all the experiments carried out throughout this study, their results

and error analysis. Six different translation systems are built for the experiments.

These systems are:

1. Baseline System

2. Baseline-Reordered System

3. Tagged-Baseline System

4. Tagged-Reordered System

5. Factored-Baseline System

6. Factored-Reordered System

Lastly, Chapter 6 summarizes the work done in this thesis and puts forward how this

work can be further improved to guide the future researchers.

4



CHAPTER 2

BACKGROUND INFORMATION

2.1 Introduction to Machine Translation

Machine translation is the process of translating a source text from a natural language

into a , another natural language, the target language, by computers.

Briefly, machine translation can be understood as a substitution of source language

words with target language words. However, that approach does not produce good

quality translation systems as languages may differ in word order, and the translated

text may not achieve the desired meaning. Because of this, many other approaches

have been suggested to build efficient, better quality machine translation systems.

This problem was first introduced by Warren Weaver in 1949 in his Memorandum on

Translation [75]. Weaver suggested that translation can be seen as a cryptography

problem, a text can be converted into another language just like cyphers. He said,

"I have a text in front of me which is written in Russian but I am going to pretend

that it is really written in English and that it has been coded in some strange symbols.

All I need to do is strip off the code in order to retrieve the information contained in

the text." [35] page 133, which was an inspiration for the latter research. However,

future research proved that the code, Weaver mentioned, was more complicated than

it was thought to be. Instead of being just a substitution of symbols, the solution

to the problem needed more analysis on the grammars and semantics of languages

to preserve the meaning of the text to be translated. After Weaver’s Memorandum

on Translation, in the 1950s, IBM researchers were able to successfully translate 60

Russian sentences into English fully automatically using 250 words and 6 rules [32].
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From that time until the late 1980s, the researchers focused on building translation

systems using hand-written linguistic rules which were created by expert linguists.

That approach is called rule-based machine translation.

After late 1980s, a new approach arose for the machine translation problem. Re-

searchers started to develop translation systems using parallel texts of language pairs

and use statistics. Since then, research on statistical machine translation has rapidly

grown [61].

2.2 Approaches to Machine Translation

2.2.1 Rule-based Approach

Rule-based machine translation systems use linguistic rules and dictionaries to trans-

late a piece of text from one language to another. This approach basically links the

semantic, morphological and syntactic structure of the source language with the tar-

get language by using human defined linguistic rules. This linking is done using a

parser and an analyzer for the source language and a generator for the target language

and a transfer dictionary for the translation [31, 6]. A rule-based translation system

needs:

1. A dictionary that will map each source language word to a target language

word.

2. Rules representing the semantic, morphological and syntactic structure of a

regular source language sentence.

3. Rules that define the relationships between the structures of source and target

languages.

For rule-based translation systems, use of parallel data is not required. Most of the

rules are written in a domain independent way, which makes rule-based systems also

domain independent. Any exceptional rule can be added to correct unexpected, er-

roneous translations and as rules are hand-written, these systems are easy to debug.

6



However, it can be difficult to deal with introducing new rules into large systems and

it can also be very costly to build good quality dictionaries.

There are three types of this approach:

1. Dictionary-based Approach

In this approach, translation is done word-by-word just like a dictionary does.

It is mostly used to translate inventories, databases or phrases, but not full sen-

tences [52]. Morphological analysis or lemmatization can also be used.

2. Interlingual Approach

In this approach, the source language text is first transformed into an inter-

lingua (an auxiliary language) and then the target language text is generated

[60, 16]. The source language text is actually transformed into an abstract lan-

guage which defines its syntactic, morphological and semantic characteristics.

Sometimes two interlinguas are used, one covering the characteristics of the

source language and one covering the characteristics of the target language.

This principle also provides a basis for pivot machine translation systems. The

steps of interlingual approach is shown in 2.1, which is also known as Vauquois’

pyramid [71].

Figure 2.1: Bernard Vauquois’ pyramid

3. Transfer-based Approach

This approach is similar to the interlingual approach. Generally, the input text

is analyzed for morphology and syntax, and an internal representation is cre-

ated. Using dictionaries and grammatical rules, the translation is generated.

The transfer process takes part before generating the translation. Then, the

7



internal representation, which is in the source language, is converted into a

representation with the same level of abstraction in the target language. Then,

reverse applications of morphological and syntactic analysis are applied and the

translation is generated. Some examples of transfer-based approach is given in

[27, 42].

2.2.2 Example-based Approach

Example-based translation systems makes use of parallel data. This approach was

first introduced by Makoto Nagao in 1984 [53]. When the input sentence is given

to the system, similar sentences are selected from the parallel data. The similarity

depends on the likeness of sub-sentential components. These similar sentences are

used to translate the sub-sentential components and translation is generated. The

difference of this approach from rule-based approaches is that it does not need any

linguistic rules or analysis, and because of this, the source and target languages can

be grammatically different languages.

An example for the example-based approach is shown below.

English: How much is that red umbrella ?

Turkish: Şu kırmızı şemsiye ne kadar ?

English: How much is that small camera ?

Turkish: Şu küçük fotoğraf makinesi ne kadar ?

From the example, it is seen that the translation of the phrase "How much is that ..."

is "Şu ... ne kadar", "red umbrella" is "kırmızı şemsiye" and "small camera" is "küçük

fotoğraf makinesi" in Turkish.

2.2.3 Statistical Approach

Statistical machine translation systems translate input sentences using statistical mod-

els whose parameters are derived from the analysis of a parallel corpus which is a
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body of documents in multiple languages with aligned sentences. Basically the idea

is to find the most probable translation of a given sentence. Probabilities of transla-

tions are determined automatically by estimating parameters of a statistical translation

model from the parallel corpus. This approach can be applied to any language pair

that has enough parallel data, and requires the least amount of human effort among

all approaches. It was first introduced by Warren Weaver in 1949 [75] and then re-

introduced by IBM researchers in 1988 [11, 12, 13].

The mathematics behind statistical machine translation suggests that given a target

language model P(e), a sentence in the source language f and a translation model P(f

| e) the goal is to find the translation e which maximizes P(e) x P(f | e) following

Bayes’ Theorem.

In order to find the probability P(e | f), we apply the Bayes’ Theorem which is shown

in Equation 2.1. Then, the translation that gives the highest probability is picked up

as the best translation as shown in Equation 2.2.

p(e|f) = p(f |e)p(e)
p(f)

(2.1)

Bayes’ Theorem for Statistical Machine Translation

ẽ = argmax
e∈e∗

p(e|f) = argmax
e∈e∗

p(f |e)p(e) (2.2)

Finding the best translation in Statistical Machine Translation

From the formula, we can see that statistical machine translation problem actually

has three parts: (1) building a target language model to estimate p(e); (2) building a

translation model to estimate p(f | e); (3) searching for a translation e to maximize the

product p(f | e) p(e), which is also called decoding [12].

A statistical language model is a probability distribution P(s) over all sentences s or

any other linguistic unit, which was introduced in 1980 [34, 61]. In statistical machine

translation, language models are used for assigning a probability to the occurrence of

a sequence of m linguistic units (mostly words or phrases), by means of the probabil-

ity distribution of all units. The model, where the probability of a unit depends on the

previous n units, is called an N-gram language model. In an N-gram language model,
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the probability of a sentence s with words w1w2...wm is shown in Equation 2.3.

P (w1, ..., wm) =
m∏
i=1

P (wi|w1, ..., wi−1) ≈
m∏
i=1

P (wi|wi−(n−1), ..., wi−1) (2.3)

The probability to observe a sentence in an n-gram language model

An N-gram language model uses only n-1 words of prior context to estimate the

probability of a word. This comes from the Markov Assumption, which is the pre-

sumption that the future state of a dynamical system only depends on its recent history

[36]. In particular, a kth-order Markov Model suggests that the next state of a system

only depends on the k most recent states, therefore an N-gram language model is a

n-1-order Markov model. That means, the probability of observing a word wi in a

sentence where previous i-1 words are known, can be approximated to the probability

of observing it in the context of previous n-1 words with an n-gram language model.

However, when an unseen word is confronted, this model will fail and assign a proba-

bility of 0 to the new word. To eliminate this problem, smoothing methods are usually

applied, such as Kneser-Ney smoothing [37] which is also used in this study.

The translation model is created using the parallel corpus. The first step in creating

the translation model is the word alignment. After the words are aligned, two notions

are derived from alignments; fertility and distortion [12]. Fertility is the number

of target language words generated for a source language word. Distortion is the

position difference between the target language word and the source language word

in the sentence.

Searching is done after finding all possible translations of a given sentence. Using

language and translation models, probabilities for partial alignments are computed.

The idea is to stack the promising partial alignments, which have higher probabilities

and extend the stack until a complete translation is achieved.

Phrase-based approach is the most common statistical method in use today. Phrase-

based statistical machine translation was first introduced by Daniel Marcu and William

Wong (2002) [46] as a joint probability method for learning words and phrases from

the bilingual corpora. The approach was then revised by Koehn et al. (2003) [40].

Axelrod (2006), introduced factored translation models for statistical machine trans-

lation [7], which was revised by Koehn and Hoang (2007) [38]. Factored translation
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approach is an extension of the phrase-based approach and it allows using additional

annotation at the word level. In the classic phrase-based approach, a word is repre-

sented as a single token, whereas in the factored phrase-based approach, a word is

represented as a vector of factors each of which serves as different levels of annota-

tion. Figure 2.2 is taken from [38] to give an illustration of factored representation

of words.

Figure 2.2: Factored representations of input and output words incorporate additional

annotation into the statistical translation model

There are other statistical approaches such as word-based [66], syntax-based [78] and

hierarchical phrase-based approaches [15]. In this study, for an English - Turkish

translation system, we adopt the factored phrase-based approach.

2.2.4 Hybrid Approach

Hybrid approaches use the strengths of both statistical and rule-based approaches.

Some hybrid MT systems are given in [65, 21, 56]. Hybrid approaches are mainly

divided into two categories in the literature.

1. Translation process is rule-based and statistics are used to post-process the

translation. This is also known as statistical smoothing and automatic post-

editing. Examples of this approach are introduced by Sanchez-Matinez et al.

(2009) [63] and Simard et al. (2007) [67].

2. Rules are used to pre-process the data, statistical approaches are used for trans-
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lation and rules are used to post-process the translation. As SMT systems are

mostly language independent and need less human effort, this type of hybrid

approach is commonly used. Xia and McCord (2004) introduce an example

of using pre-processing rules for the SMT system [76], whereas Formiga et al.

(2012) show an example of using post-processing rules [23].
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CHAPTER 3

STATISTICAL MACHINE TRANSLATION FROM ENGLISH

TO TURKISH

English, being currently the dominating language for communicating internationally,

it is essential to prioritise the lanaguge pairs involving English as the source or the tar-

get language in translation tasks. With this view, research on machine translation on

the Turkish-English (or English-Turkish) language pair has increased in recent years.

However, statistical machine translation from English to Turkish is still challenging in

many aspects. Because of the linguistic differences between these languages, building

a robust machine translation system for this language pair is harder than doing it for

linguistically closer languages. The performances of baseline SMT systems provided

for 11th International Workshop on Spoken Language Translation (IWSLT 2014) [2]

MT track show that systems built upon linguistically close language pairs are more

successful than the other systems in terms of BLEU scores [1], which can be seen in

Table 3.1.

3.1 Challenges

3.1.1 Word Order Problem

In English, the constituent order is more strict than Turkish. English has a Subject-

Verb-Object order, while Turkish is much more flexible. Despite being flexible, the

most common constituent order of Turkish sentences is Subject-Object-Verb. Chang-

ing the order of the words in Turkish is acceptable and even used for information
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Table 3.1: IWSLT 2014 MT Track - BLEU scores of baseline smt systems

Language Pair BLEU Scores (%)

English - Arabic 11.60
English - German 20.42
English - Spanish 31.64
English - Persian 10.63
English - French 29.44
English - Hebrew 18.06
English - Italian 23.17
English - Dutch 25.33
English - Polish 9.33
English - Portuguese 30.29
English - Romanian 20.23
English - Russian 13.10
English - Slovenian 11.01
English - Turkish 7.59
English - Chinese 16.93

structure [29]. However, in English, there are a few situations where the order is

changed. For example, temporal adverbs can be used at the beginning or at the end of

a sentence depending on the emphasis. Word order difference is not only at sentence

level but can also be seen in sub-sentential constructions like phrases and clauses.

Examples of different ordered Turkish sentences and sub-sentential constructions

with their English translations and reordered English counter-parts are shown in Fig-

ure 3.1.

The first four examples in Figure 3.1 indicate the word order difference at sentence

level. The fifth and sixth examples show the word order difference at sub-sentential

level. From the fifth example, we see that the function words such as in or pronouns

such as my in English are represented as bound suffixes in Turkish. We also see that

the English phrase contains eight words, whereas the Turkish phrase contains three

words. In the sixth example, we see that conjunctions such as after in English

become postpositions in Turkish.
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Figure 3.1: An example of word order difference

3.1.2 Turkish Morphology

Turkish, as a member of the Ural-Altaic language family, has a rich inflectional and

derivational morphology. This means that a single word in Turkish can consist of

a lemma and many morphemes each of which represents a different meaning. Be-

sides, the same morpheme can change form in different words depending on vowel

harmony, consonant assimilation or other phonological processes. Thus, a Turkish

word can be aligned with a bunch of words in English. An example of this is shown

in Figure 3.2.

The example in Figure 3.2 shows that, in order to build a machine translation sys-

tem, many to one alignment from English words to Turkish word(s) may be required.

Morphological analysis and disambiguation is performed on Turkish data in order to

aid with this challenge. Figure 3.3 shows a possible alignment between an English
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Figure 3.2: An example of Turkish morphology and English translations

phrase and the morphological representation of a Turkish word.

Figure 3.3: Alignment with morphology

3.1.3 Available Parallel Corpora

Compared to other European language pairs, there are not many parallel corpora for

English - Turkish. Alperen and Tyers (2010) give a multi-lingual parallel corpus

from SE Times news website [70]. SETimes corpus consists of about 200,000 par-

allel sentences in ten languages including Turkish and English. Tiedemann (2012)

also provides a parallel corpus for English and Turkish compiled from OpenSubtitles

website [69]. The International Workshop on Spoken Language Translation (IWSLT)

provides multi-lingual parallel corpora based on TED Talks [45] every year. The par-

allel corpus provided for English - Turkish in 2014 contains about 160,000 sentences.

These are the largest parallel corpora that are publicly available for this language pair.

In this thesis, a parallel corpus of 54,391 sentences (Oflazer’s corpus), obtained from

Prof. Kemal Oflazer is used. This relatively small corpus was chosen as the data

because it is relatively clean and for the purpose of comparability with the other stud-

ies using this corpus. SETimes, OpenSubtitles and TED Talks corpora contain many

misalignments and typos and require a significant cleanup process. We also clean up

SETimes corpus which reduced to 168,331 parallel sentences and performed an ad-

ditional experiment with that corpus. Researchers who would like to use this version

of the SETimes corpus in their studies can contact us to obtain it.
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3.2 Related Work

In recent years, work on Turkish - English statistical machine translation has in-

creased a lot. Oflazer and El-Kahlout (2005) present a preliminary work on aligning

Turkish and English parallel texts for statistical machine translation [17]. In 2006,

they present the problems in developing a statistical machine translation system from

English to Turkish and explore various ways of exploiting morphology and improve

their baseline BLEU score from 7.52 to 9.13 [18]. In 2007, again Oflazer and El-

Kahlout explore different representational units in English to Turkish statistical ma-

chine translation and obtain 25.08 BLEU score [58] where they apply selective mor-

pheme grouping on Turkish data. Bisazza and Federico (2009) perform morpholog-

ical pre-processing for Turkish to English statistical machine translation for IWSLT

2009 [10], gaining 5 point BLEU improvement. Oflazer and El-Kahlout (2010) inves-

tigate the effect of different representations of morphology on both English and Turk-

ish and combine it with local word reordering on English side, which is extensively

discussed in [20]. Oflazer and Yeniterzi (2010) introduce a new way to align English

syntax with the Turkish morphology by associating function words to their related

content words [80] and obtain 23.78 BLEU score. Gorgun and Yildiz (2012) intro-

duce that using different sub-lexical representations instead of word forms. This im-

proves the performance of statistical machine translation from English to Turkish by

21% [25]. The Scientific and Technological Research Council of Turkey (TUBITAK)

produced a number of Turkish - English statistical machine translation systems for

IWSLT machine translation track [81, 49, 48, 47]. El-Kahlout et al. (2012) present re-

cent improvements in Turkish - English statistical machine translation [19]. Çakmak

et al. (2012) compare the effect of morphological segmentation on word alignment

for Turkish - English language pair [5]. Mermer et al. (2013) propose a Bayesian

approach to word alignment inference and use Gibbs sampling to sample the pos-

terior alignment distributions [50]. Tatlıcıoğlu (2013) increases the BLEU score of

the benchmark Turkish to English phrase-based statistical machine translation system

from 25.22 to 26.22 by fusing rule-based and stochastic word decomposition methods

in his thesis study [68].

In most of these studies, we see that morphological knowledge is exploited in order to
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build better quality SMT systems and smaller units of representation is better suited

for the agglutinative nature of Turkish language. There are also some improvements

in BLEU score by reordering English data for better word alignments.
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CHAPTER 4

BUILDING FACTORED PHRASE-BASED STATISTICAL

MACHINE TRANSLATION SYSTEM

4.1 Data Preparation

In this study, we work on an English - Turkish parallel corpus of 54,391 sentences

which is a collection of European Union documents, European Court of Human

Rights documents and several treaty texts [80]. The English corpus contains 1,238,169

words, an average of 23 words per sentence and the Turkish corpus consists of 973,442

words, an average of 18 words per sentence. An example from the parallel data is

shown in Figure 4.1.

Figure 4.1: An illustrative segment from the parallel corpus

Both Turkish and English sentences are already tokenized and case-normalized. For

the experiments in this study, we create 10 datasets from this parallel data. Each

dataset consists of 52,391 sentences of training, 1000 sentences of tuning and 1000
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sentences of testing data. The sentences are selected randomly from the complete

corpus for each of the datasets, provided each one differs from the others.

As mentioned in Chapter 1, six different statistical machine translation systems are

created throughout this study. These systems are divided into three categories: base-

line, tagged and factored systems. Each category consists of two systems, one built

with reordered English data, the other with original English data. Table 4.1 gives a

summary of the systems built.

An additional experiment is also carried out with the SETimes courpus [70] to see

how systems perform with a larger data set.

Table 4.1: Translation systems built in this study

Systems

Categories

Baseline Baseline Baseline-Reordered

POS Tagged for English / Mor-
phologically Tagged for Turkish

Tagged-Baseline Tagged-Reordered

Factored Factored-Baseline Factored-Reordered

Pre-processing of the data is not needed to build the baseline system. However, in

order to build the other five systems some pre-processing steps are applied on the

data. These steps are as follows:

1. Reordering English data using Head Finalization

(Used in Baseline-Reordered, Tagged-Reordered and Factored-Reordered sys-

tems)

2. Morphologically tagging Turkish data

(Used in Tagged-Baseline, Tagged-Reordered, Factored-Baseline and Factored-

Reordered systems)

3. Part-of-speech tagging English data

(Used in Tagged-Baseline, Tagged-Reordered, Factored-Baseline and Factored-

Reordered systems)

4. Factorizing both sides of the data

(Used in Factored-Baseline and Factored-Reordered systems)
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4.2 Reordering English Data

As discussed in section 3.1.1, different word orders of target and source languages

are challenging for English - Turkish machine translation. The constituent order in

English is fixed and is Subject-Verb-Object (SVO), on the other hand, Turkish con-

stituent order is relatively flexible. However, the canonical sentence structure in Turk-

ish suggests that the Verb is usually at the end of a sentence and it is very common

that the Subject is at the beginning in written text. We can say that Turkish is mostly

Subject-Object-Verb (SOV). Reordering one language as the other may be helpful to

get better word alignments which can result in better translations [78, 76]. In this

study, we choose to reorder English side of the parallel data to make it similar to

Turkish in terms of word order.

There are many studies that reorder SVO sentences into SOV with a language in-

dependent approach. Some are Yamada and Knight (2001) [78], Xia and McCord

(2004) [76] and Li et al. (2007) [44]. The main idea of these approaches is to parse

the input sentence and learn reordering decisions for each node of the parse tree. Xu

et al. (2009) convert SVO sentences into SOV by using a dependency parser [77].

They create a hand-written rule set to move the words in the sentence according to

the dependency tags. They show that they increase BLEU scores for all languages in-

cluding Turkish. Hong et al. (2009) do the same for only English - Korean language

pair [30]. They also apply some rules to introduce pseudo-words into the source text

and then reorder according to another rule set. For Turkish, a similar approach is

taken by Oflazer and Yeniterzi (2010) where they first use syntactic transformations

and then apply reordering based on a rule set that covers the most common reordering

patterns [80].

4.2.1 Head Finalization

Isozaki et al. (2010) introduce Head Finalization, a simple technique to convert SVO

sentences into SOV sentences [33]. The technique has one rule, move the syntactic

head to the end of corresponding syntactic constituent. A head is the word that

determines the syntactic type of phrase. For example, head of a noun phrase is a noun
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and head of a verb phrase is a verb. The other elements of the phrase are dependents

or modifiers of the head. There is one exceptional case where the head is not moved

to the end: coordination expressions. An expression like A and B should not be

reordered as B and A.

The steps of Head Finalization are as follows. First, the sentence which is in SOV

order, is parsed by a parser which can output syntactic heads of every sub-tree in the

whole parse tree. Then recursively most of the heads are moved to the end of their

own sub-trees.

We use Enju Parser [41] to generate parse trees of English sentences. Enju is an HPSG

(head-driven phrase structure grammar) parser which also outputs the head node of

each sub-tree, POS tag of a node, dependencies of a word, base form of a word, etc.

An example of an Enju output is shown in Figure 4.2.

Figure 4.2: An example of Enju Parser output
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We use XML style Enju output and convert it into reordered readable text applying

head finalization. An example of head finalization can be seen in Figure 4.3. The

starred nodes in the parse tree on the left are the head nodes of their own sub-trees.

In the parse tree on the right, it is seen that all starred nodes are moved to the end

of their own sub-trees. The word order of both parse trees compared to the Turkish

translation is shown in Figure 4.4. As seen from the example, the new word order is

closer to Turkish word order.

Figure 4.3: An example of head finalization

Determiners pose a problem with this approach. The problem is that the reordered

sentence has all the determiners at the beginning. A more clear example can be the

noun-phrase " the determiner of a word in a sentence". Normally, this sen-

tence should be head-finalized as " the a a sentence in word of determiner".

In order to solve this issue, while reordering, determiners are moved to the front of

the syntactic head of their dependents. So the example in Figure 4.4 will look like

Figure 4.5 after handling the problem about determiners.
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Figure 4.4: Word order change after head finalization

Figure 4.5: Word order after handling determiner problem

4.3 Morphological Tagging of Turkish Data

In Section 3.1.2, we explain how the rich Turkish morphology affects translation to

languages with less complex morphology. The examples shown in Figure 3.2 suggest

that if we translate directly from English to Turkish without integrating any morpho-

logical knowledge, the quality will be lower than expected. Oflazer and Kahlout

(2006) show a good example of this problem in their study [18], despite many forms

of the root word faaliyet (‘activity’) appear in the parallel corpus, the in-

flected form faaliyetlerimizde (‘in our activities’) does not ex-

ist which means it is impossible to generate a translation for that form. However,
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with morphological knowledge the system can generate translations for the suffixes

ler, imiz and de, and it would be enough for the system to know the root word

faaliyet. It can generate any inflected form and derivation of the root words with

its knowledge of morphemes and their translations which will reduce possible out-

of-vocabulary errors. Because of these reasons, following the other studies, we also

utilize Turkish morphology. On the other hand, to cover similar grammatical infor-

mation on the English side, we make use of part-of-speech tags of English words.

We use Oflazer (1993)’s two-level morphological analyzer to find all possible mor-

pheme level representations of words on the Turkish side of parallel corpus [57]. An

example output of the analyzer is shown in Figure 4.6. Here, if a word has more than

one possible analyses, they are shown in separate lines.

Figure 4.6: The output of morphological analyzer

After analyzing the data, Sak (2007)’s averaged perceptron-based morphological dis-

ambiguator is used to disambiguate the output of morphological analyzer [62]. Dis-

ambiguated morphological analysis of the same sentence in Figure 4.6 is shown in
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Figure 4.7.

Figure 4.7: The output of morphological disambiguator

For tagged and tagged-reordered systems (shown in Table 4.1), we use lemma+MORPH

(Surface Form) representation on Turkish side of the parallel corpus which means

a word is represented as its lemma plus the morpheme tags, as opposed to the original

form of the words. An example is shown below.

ortak -> ortak+Noun+A3sg+Pnon+Nom

piyasa -> piyasa+Noun+A3sg+Pnon+Nom

düzenlemesi -> düzenle+Verb+PosD̂B+Noun+Inf2+A3pl+P3sg+Nom

4.4 Part-of-speech Tagging of English Data

English does not have a complex morphology, so English side of the parallel corpus is

part-of-speech (POS) tagged to match the morphologically tagged Turkish data. We

use Enju Parser to parse the English data and find the POS tags of English words.

For tagged and tagged-reordered systems (shown in Table 4.1), we use lemma+POS

(Surface Form) representation on the English side of the parallel corpus, as opposed

to the original form of the words. An example of POS-tagged English data is shown

below.

this -> this+DT
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ratio -> ratio+NN

is -> be+VBZ

represented -> represent+VBN

4.5 Preparing Factored Data

We create a factored representation of the data in order to build factored translation

systems as explained in Axelrod (2006) [7] and Koehn and Hoang (2007) [38]. In

this representation, the data is not only represented by surface forms but also lemmas

and POS/Morpheme tags. These three forms are used as factors for the factored

translation systems. In the factored data, factors are separated by a | symbol and

we represent the data as Surface_Form|Lemma|POS/Morpheme_Tags. Table

4.2 illustrates examples of all these representations.

Table 4.2: All representations of data

Representation English Data/Turkish Data
Surface Form country+NNS

ülke+Noun+A3pl+Pnon+Nom

Lemma country

ülke

POS/Morpheme Tag NNS

Noun+A3pl+Pnon+Nom

Factored country+NNS|country|NNS

ülke+Noun+A3pl+Pnon+Nom|ülke|Noun+A3pl+Pnon+Nom

4.6 Building Systems

4.6.1 Creating Language Model

As explained in Section 2.2.3, language model is only needed for target language,

therefore we create language models for Turkish using IRSTLM toolkit [22].

We use 5-gram language models that perform better than the other ones as explained

in Section 5.8. We create the language models for our different systems with Kneser-
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Ney smoothing algorithm [14] and binarize the models to shrink the size. The bina-

rization step is done using the scripts provided with Moses toolkit [39].

For our six different systems, four language models are created. These are created

respectively from the lemmas, morphological tags, surface forms and the data itself.

Some examples from these four language models are shown in Figure 4.8. The n-

gram counts for the language models are shown in Table 4.3.

Figure 4.8: Example segments from language models

Table 4.3: N-gram counts in the Turkish language model

N-Gram

Order

Surface Forms LM

N-Gram Count

Morpheme Tags LM

N-Gram Count

Lemmas LM

N-Gram Count

Original Data LM

N-Gram Count

1 57290 3024 14419 66519
2 356189 41445 218539 408779
3 97780 65766 108190 115316
4 75567 103508 85042 89769
5 58803 101263 65250 70607

4.6.2 Training Translation Systems

Training is the most important step where the systems learn how to translate by esti-

mating the parameters of the statistical translation model with the use of parallel cor-
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pus. During this step, translation models are trained by computing word-alignments,

extracting and scoring phrase tables and creating reordering tables. The training data

for each dataset is selected randomly from the parallel corpus, so translation models

are unique and recreated for each dataset. Moses toolkit [39], is used to train the

systems and create the translation models.

The first step in training, is to create vocabulary files for both languages, these contain

word identifiers (integers), words and word counts. With the help of these vocabulary

files, the parallel corpus is digitalized (each word is represented with its integer iden-

tifier) and a sentence-aligned corpus file is created with the word identifiers. Figure

4.9 and Figure 4.10 are examples of vocabulary files and sentence-aligned corpus

file. In the vocabulary files, the first column is the word identifier, the second column

is the word itself and the third column is the count of that word in the corpus. In

sentence-aligned corpus file, a sentence pair is shown in three lines where first is the

frequency of the sentence, second and third are the sentences from both languages

where words are represented with their identifiers from the vocabulary files.

Figure 4.9: Example segments from vocabulary files

In the second step, mGiza [24] is run to find the word alignments. mGiza is a tool

based on GIZA++ [55], extended to support multi-threading and incremental training.

mGiza is run bidirectionally and takes the intersection of these two runs to find the

correct word alignments. An example word-alignment diagram is shown in Table
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Figure 4.10: Example segment from digitalized sentence-aligned corpus

4.4.

Table 4.4: Example word-alignment

A
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e
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.

Ulaştırma
konusundaki
müktesabatın
üstlenilmesi
için
bir
program
benimsenmesi
.

In the third step, phrases are extracted from these word alignments, which is done for

both languages. Neighbouring words, that occur together in the data, are extracted

as phrases. Here we use the default maximum phrase length for Moses, which is

seven. Each phrase pair is assigned alignment points, showing the number of word-

alignments in this pair. Then these pairs are sorted for both languages and scored with

the calculated probability of that translation. At the end, a translation table is created

containing all the extracted phrase pairs and their scores. A small portion from the

translation table is shown in Figure 4.11. The four different scores seen at the end of

every line are; inverse phrase translation probability, inverse lexical weighting, direct
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phrase translation probability and direct lexical weighting.

Figure 4.11: A portion from the phrase translation table

At the end of training step, a configuration file is created for the Moses decoder.

This file specifies, the factors used, the translation tables, the reordering models, the

generation models, language models used and the weights of all these models.

4.6.2.1 Factored Training

In factored translation systems, multiple phrase translation tables are created accord-

ing to the translation factors given to Moses toolkit. Moses accepts a set of factor lists

as translation factors and creates a translation table for each element in the set. For ex-

ample, if the translation factors are given as 0-0+1-1, then translation tables will be

created from source factor 0 to target factor 0 and from source factor 1 to target factor

1. This means, from the factored training data, a translation table will be created for

the first factors and another will be created for the second factors. In this study, trans-

lation factors are given as 0-0+1-1+2-2, which means separate translation tables

are created for surface forms (factor 0), lemmas (factor 1) and POS/Morpheme tags

(factor 2). An illustrative example of how translation factors work is shown in Figure

4.12.

Figure 4.12: Translation factors

Factored systems are also used to train word alignments and create generation models

for factors. In this study, only lemmas are used to train the word alignments as they are
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the smallest counterparts of the words and they occur more general than surface forms

or POS/Morpheme tags in the parallel corpus. Generation models are used to decide

which target side factors will be used to generate other target side factors. In this

study, 0-1,2+1,2-0 is given as generation factors, which means two generation

models are created, one for generating a lemma and morpheme tags from a surface

form and one for generating a surface form from a pair of lemma and morpheme tags.

Figure 4.13 shows an illustrative example of how generation factors work.

Figure 4.13: Generation factors

4.6.3 Tuning

Moses uses the created models with different weights. These weights are recorded

in the configuration file which is created after the training step. However, in the

configuration file, these weights have default values and they need to be optimized.

This optimization is done at the tuning step in order to find better rates and achieve

high quality translations. In this study, minimum error rate training (MERT) is used

to tune the systems [54], [9]. MERT runs the Moses decoder on the same tuning data

several times and finds the best set of weights that provide the best quality translations

in terms of BLEU scores. In this study, the number of maximum iterations of MERT

is limited to 10 for all systems because tuning is the slowest step of the process.

Tuning of factored systems is similar to tuning of the phrase-based systems. The

configuration file contains input and output factors and the system is tuned according
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to these factors. In non-factored phrase-based systems, the input and output factors

in the configuration file are both 0, which means there is only one factor used.

4.6.4 Decoding

Decoding is simply creating the translation hypothesis from the input text. Using

the translation and language models, the decoder machine, namely the Moses toolkit

decoder, looks for the best translation of an input text. Moses uses beam search

algorithm which allows to keep all the hypotheses in stack data structures according

to their translated word counts. Each time a hypothesis is placed into a stack, the

stack may need pruning which means hypotheses with lower scores are removed and

then new hypotheses are created from that hypothesis. This is done in iterations until

all the input words are translated into target language.

4.6.4.1 Factored Decoding

Factored systems allow us to have multiple decoding paths. In this study, we use two

decoding paths:

1. t0,g0

2. t1,t2,g1

t0 is the translation step between surface forms, t1 between lemmas, t2 between

POS-Morpheme tags. g0 is the generation step where a lemma and the morpheme

tags are generated from a surface form and g1 is the generation step where a surface

form is generated from a lemma and the morpheme tags. The first decoding path uses

t0 and g0 and the second one uses t1,t2 and g1. The two paths are alternatives

to each other. During decoding, translation options are generated from each and the

one with the higher probability is used. These decoding paths are illustrated in Figure

4.14.
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Figure 4.14: Decoding paths for the factored system

4.6.5 Evaluation

The automatic evaluation of machine translation systems has always been challeng-

ing throughout the history of the task itself as one sentence can have multiple valid

translations in the target language. In this study, for evaluating the systems built and

measuring the quality of translations of test data, BLEU metric is used [59]. BLEU al-

gorithm takes the n-grams from the candidate sentence and tries to match them in the

reference sentence. The more n-grams matched, the higher the candidate sentence’s

score is. The score of a candidate translation is the maximum number of matched

n-grams from the candidate divided by the total number of n-grams in the candidate.

In order to find the BLEU score, first the geometric average of the modified n-gram

precisions, pn, is computed using n-grams up to length N and positive weights wn

summing to one [59]. c is the length of the candidate translation and r is the effective

reference corpus length. The brevity penalty BP is computed as shown in Formula
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4.1.

BP =

1, if c > r

e(1−r/c), if c ≤ r
(4.1)

Finding Brevity Penalty for BLEU Score

Then, BLEU score is found as shown in Formula 4.2.

BLEU = BP · exp(
N∑

n=1

wnlogpn) (4.2)

Finding BLEU Score
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CHAPTER 5

EXPERIMENTS

In this study, we build six English to Turkish statistical machine translation systems.

These systems are:

1. Baseline System

2. Baseline-Reordered System

3. Tagged-Baseline System

4. Tagged-Reordered System

5. Factored-Baseline System

6. Factored-Reordered System

We perform experiments with ten data sets for each system. These data sets are

created from Oflazer’s corpus [80], as explained in Section 4.1. We also experiment

our systems with SETimes corpus [70]. We present the comparable results for each

system over all data sets, error analysis and discussion over the results in this chapter.

5.1 Baseline System

The baseline system is built with the original data, without applying any pre-processing

steps. All datasets are trained, tuned and tested with Moses and the BLEU scores ob-

tained are shown in Table 5.1.
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Table 5.1: BLEU scores of baseline system

Dataset Baseline System
0 20.12
1 19.21
2 20.91
3 20.16
4 19.39
5 19.32
6 19.27
7 18.30
8 20.23
9 19.31
Average 19.62

5.2 Baseline-Reordered System

To build the baseline-reordered system, English data is head-finalized as mentioned

in Section 4.2. The Turkish side of the parallel corpus is left as it is. Reordering

is done over all ten datasets. The BLEU scores and comparisons with the baseline

system are shown in Table 5.2.

Table 5.2: BLEU scores of baseline-reordered system

Dataset Baseline System Baseline-Reordered System
0 20.12 20.73
1 19.21 21.02
2 20.91 22.00
3 20.16 21.06
4 19.39 20.82
5 19.32 20.28
6 19.27 19,85
7 18.30 19,63
8 20.23 21,63
9 19.31 19,84
Average 19.62 20.69

As seen from the results, with Head Finalization of English data, the average BLEU

score has increased by 1.07 points which corresponds to an improvement of 5.42%.
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5.3 Tagged-Baseline System

In this system, the Turkish portion of the parallel corpus is first morphologically ana-

lyzed and disambiguated. The words are represented as lemma+MORPH. On the other

hand, the English side of the data is POS tagged and represented as lemma+POS. These

representations are called the surface forms for both languages. These pre-processing

steps are applied to all ten datasets. The comparative BLEU scores with the previous

systems are shown in Table 5.3

Table 5.3: BLEU scores of tagged-baseline system

Dataset Baseline
System

Baseline-Reordered
System

Tagged-Baseline
System

0 20.12 20.73 24.37
1 19.21 21.02 24.24
2 20.91 22.00 25.64
3 20.16 21.06 25.65
4 19.39 20.82 26.20
5 19.32 20.28 24.97
6 19.27 19,85 24.16
7 18.30 19,63 23.77
8 20.23 21,63 25.94
9 19.31 19,84 25.64
Average 19.62 20.69 25.06

As we do not apply any reordering in this system, it would be better to compare the

results with the baseline system, and we can see that on average the BLEU score has

increased by 5.44 points which means an improvement of 27.70%.

5.4 Tagged-Reordered System

This system is the combination of tagged-baseline system and baseline-reordered sys-

tem. Both sides of the parallel data is tagged and the English side is head-finalized

and reordered. The comparable BLEU scores are shown in Table 5.4

Tagged-reordered system increased the average BLEU score of tagged-baseline sys-

tem by 2.39 points, which is 9.54%. Furthermore, if we compare the results of
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Table 5.4: BLEU scores tagged-reordered system

Dataset Baseline-Reordered
System

Tagged-Baseline
System

Tagged-Reordered
System

0 20.73 24.37 26.26
1 21.02 24.24 27.51
2 22.00 25.64 28.07
3 21.06 25.65 27.98
4 20.82 26.20 27.91
5 20.28 24.97 27.08
6 19.85 24.16 26.00
7 19.63 23.77 26.93
8 21.63 25.94 28.25
9 19.84 25.64 28.50
Average 20.69 25.06 27.45

baseline-reordered system and tagged-reordered system, we see the effect of morpho-

logical and POS tagging with reordering, which is on average 6.76 points (32.67%)

in BLEU metric.

5.5 Factored-Baseline System

In this system, Turkish data is represented as Surface_Form|Lemma|Morpheme_Tags

and English data as Surface_Form|Lemma|POS_Tags. Word-alignment is done be-

tween Lemmas. Two decoding paths, as described in Section 4.6.4.1, are given to the

system; one is to translate surface forms and generate lemmas and tags, the other is to

translate lemmas and tags and generate surface forms. The results that are comparable

to the other non-reordered systems are shown in Table 5.5.

From the results, we see that factored-baseline system has slightly improved the

BLEU scores of tagged-baseline system with 1.43 points (5.71%).

5.6 Factored-Reordered System

The only difference of this system from factored-baseline system is that it uses head-

finalized, factored English data. The results are shown in Table 5.6.

40



Table 5.5: BLEU scores of factored-baseline system

Dataset Baseline
System

Tagged-Baseline
System

Factored-Baseline
System

0 20.12 24.37 26.09
1 19.21 24.24 25.89
2 20.91 25.64 27.43
3 20.16 25.65 26.85
4 19.39 26.20 26.75
5 19.32 24.97 26.16
6 19.27 24.16 25.53
7 18.30 23.77 25.38
8 20.23 25.94 27.15
9 19.31 25.64 27.64
Average 19.62 25.06 26.49

The results show that factorizing the tagged and reordered data had an improvement

of 3.48 points (12.68%) in BLEU score over non-factored tagged-reordered system

and an improvement of 4.44 points (16.76%) over factored-baseline system. The

comparative BLEU scores of all systems over all data sets are shown in Figure 5.1.

Figure 5.1: BLEU scores of all built systems
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Table 5.6: BLEU scores of factored-reordered system

Dataset Tagged-Reordered
System

Factored-Baseline
System

Factored-Reordered
System

0 26.26 26.09 29.47
1 27.51 25.89 30.18
2 28.07 27.43 31.85
3 27.98 26.85 32.43
4 27.91 26.75 31.17
5 27.08 26.16 29.24
6 26.00 25.53 30.34
7 26.93 25.38 29.97
8 28.25 27.15 32.71
9 28.50 27.64 31.95
Average 27.45 26.49 30.93

5.7 Experiment with SETimes Corpus

In addition to the experiments carried out with Oflazer’s corpus [80], we run our

systems on the SETimes corpus [70] in order to see the effects of morphology and

head-finalization with a larger corpus. The SETimes corpus contains 207,674 parallel

sentences. We remove the lines which are too short or too long (we limit the sentence

length to three to fifty words). Additionally, we also remove the lines which cannot be

successfully parsed by the Enju Parser on the English side and which cannot be mor-

phologically parsed on the Turkish side. After those pre-processing steps, 168,331

parallel lines were left, which was more than three times of Oflazer’s corpus. The

same experimental setup we create with Oflazer’s corpus, is created with the 168K

SETimes corpus. The average results for each system are shown in Table 5.7.

Table 5.7: BLEU scores of all systems with SETimes corpus

SMT System BLEU Score
Baseline 24.41
Baseline-Reordered 30.22
Tagged-Baseline 22.87
Tagged-Reordered 28.73
Factored-Baseline 22.39
Factored-Reordered 30.49
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These results show that the effect of morphological analysis decreases as the data gets

larger. We infer that the tags complicate the translation process and have a negative

effect on the BLEU scores. On the other hand, the contribution of head-finalization

is more visible. With a larger corpus, head-finalization has more impact than it has

with a small corpus. We can see that baseline-reordered system increases the BLEU

score of baseline system by 5.81 points (23.80%). Tagged-reordered system has an

improvement of 5.86 points (25.62%) over tagged-baseline system. And factored-

reordered system boosts the score of factored-baseline system by 8.10 points which

corresponds to 36.17%.

5.8 N-Gram Language Model Experiments

We produce 3-gram, 4-gram, 5-gram and 6-gram language models and performed

experiments with one of the test data on the factored-reordered system with each

language model. The results are given in Table 5.8.

Table 5.8: BLEU scores with different language models

Language Model BLEU Score (%)
3-gram LM 30.07
4-gram LM 31.00
5-gram LM 31.43
6-gram LM 30.21

The results show that, 5-gram language model outperforms the others. We use 5-gram

language models in all experiments in this study.

5.9 Error Analysis and Discussion

In this study, experiment results are reviewed and some of them are checked manually

to see if the translations are done correctly and as expected. This check is done

on the same input sentences that are chosen randomly for all systems. Errors were

analyzed in order to find the reason and the erroneous system was retrained with

the corrected data if necessary. One of the most common errors we encounter while

43



training the systems was about factorizing the punctuation marks. It is not viable to

go over all training data to find the mistyped or faulty punctuation marks, thus we

make numerous corrections at each training step. Figure 5.2 shows an example of

those errors.

Figure 5.2: An example of punctuation errors

We analyzed the output of the testing steps to see where the systems are producing

faulty translations. Below, in Table 5.9 and 5.10, two example input sentences, the

expected outputs and the outputs of all systems are given. In order to gain space, the

following abbreviations are used in the examples:

Inp. : Input Sentence

Exp. Out. : Expected Output Sentence

Bas. : Baseline System Output

Bas. Reo. : Baseline-Reordered System Output

Tag. : Tagged-Baseline System Output

Tag. Reo. : Tagged-Reordered System Output

Fac. : Factored-Baseline System Output

Fac. Reo. : Factored-Reordered System Output

In the example shown in Table 5.9, we must note that even the expected output is

not a perfect translation. The expected sentence has the word " kriter", however,

the input sentence does not contain a word " criterion" which is the translation

of this word. Thus, we expect to see that the system outputs do not contain that

word. Nevertheless, the baseline system output contains " kriter" in a false positive

way. When we check the phrase-table of baseline system, we see that " sufficient

amount of" is translated as " kriter, yeterli" with a probability of 0.67 which

explains the wrong translation. We believe that this problem may be solved with
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Table 5.9: Example outputs of all systems

Inp. It also requires a sufficient amount of human and physical capital, in-
cluding infrastructure.

Exp. Out. Ayrıca bu kriter, yeterli bir beşeri ve altyapıyı da içeren bir fiziki ser-
mayenin mevcudiyetini gerektirmektedir.

Bas. Güçlü bir kararlılık gerektirir ayrıca kriter, yeterli beşeri ve altyapıyı da
içeren fiziki sermayeyi.

Bas. Reo. , Bu aynı zamanda, altyapı dahil beşeri ve maddi sermayesinin yeterli
miktarda gerektirmektedir.

Tag. Botaş’ı ayrıca bu kriter, yeterli bir beşeri ve alyapıyı da içeren bir fiziki
sermayenin.

Tag. Reo. Bu, ayrıca, altyapı dahil yeterli bir beşeri ve bir fiziki sermayenin
mevcudiyetini gerektirmektedir.

Fac. Ayrıca, gerektirmektedir yeterli bir beşeri ve altyapıyı da içeren bir
fiziki sermayenin.

Fac. Reo. Bu, ayrıca, altyapı dahil yeterli bir beşeri ve fiziki sermaye tutarı gerek-
tirmektedir.

a larger and well-organized parallel corpus. Tagged-baseline system has a similar

problem. The output contains the word " Botaş’ı" while there is no sign of " Botaş"

in the input. Other than these examples, we observe that all baseline systems perform

badly regarding the word ordering. Reordered systems seem to perform better in this

situation. For example, in baseline output and factored-baseline output, we see that

the translation of the verb " requires", which " gerektir-", is placed in the wrong

place according to the expected output. This supports our claim evident with BLEU

scores that the reordered systems outperform the baseline ones. We conlclude that

head-finalization works well for the word order problem.

When we look at the example shown in Table 5.10, the first error we see is in the base-

line system output. Although the input does not contain the word " Romania", the out-

put contains " Romanya’ya" which means " to Romania". We analyzed the phrase-

table and saw that the phrase " to conclude readmission agreements with" was

translated into " Romanya’ya geri kabul anlaşması" which was caused by a long

training sentence. And as Moses prioritize longer phrases, it did not continue with

shorter chunks of this phrase when it found the faulty translation. This is one of the

examples that shows the effects of insufficient data. Limiting the maximum phrase
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Table 5.10: Example outputs of all systems

Inp. Negotiations to conclude readmission agreements with Bulgaria and
Russia have continued.

Exp. Out. Bulgaristan ve Rusya ile geri kabul anlaşmaları imzalanmasına yönelik
müzakereler sürmüştür.

Bas. Müzakerelerin Romanya’ya geri kabul anlaşması Bulgaristan ve Rusya
devam edilmiştir.

Bas. Reo. İle Rusya’yı Bulgaristan ve geri kabul anlaşmaları akdetme müzak-
ereler devam etmiştir.

Tag. Geri kabul anlaşması müzakereleri Bulgaristan ve Rusya ile devam
etmektedir.

Tag. Reo. Bulgaristan ve Rusya ile geri kabul anlaşması müzakereleri devam et-
miştir.

Fac. Müzakerelerin yeniden kabul anlaşmaları yapmak ile Bulgaristan ve
Rusya devam etmiştir.

Fac. Reo. Bulgaristan ve Rusya ile geri kabul anlaşmaları akdedilmesine yönelik
müzakereler devam etmektedir.

length of Moses is a viable solution. We use the default phrase length which is seven,

but smaller values can be used to see the effects. The second significant error is in

the baseline-reordered system output. The phrase " with Bulgaria and Russia"

is translated to " ile Rusya’yı Bulgaristan ve", which is a completely wrong

translation. At first sight, this looks like a reordering problem. However, when

we check the reordered output sentence, we see that the input sentence is correctly

reordered to " Bulgaria and Russia with readmission agreements conclude

to Negotiations continued have.", which means this is not because of our head-

finalization reordering. The reason is that Moses cannot find the complete phrase in

the phrase-table and searches for smaller pieces of it. Unfortunately, the phrase-table

contains the phrases " Russia with" and " Bulgaria and" separately. However,

Moses decoder puts " Russia with" in front of " Bulgaria and" while decoding

according to the reordering model computed from the training data. This also shows

the effects of insufficient data. The results of the factored-baseline system output

shows how important reordering is. The rest of the outputs are all acceptable in terms

of meaning. However, we see that the factored-reordered system output is almost

identical to the expected output. The only difference is the translation of two words

(" imzalanmasına" and " sürmüştür") but this can be ignored as synonyms of the
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translations are used (" akdedilmesine" and " devam etmektedir").

Generally, the erroneous translations are caused by the lack of a large parallel cor-

pus. Out-of-vocabulary words and unseen phrases reduce the accuracy as they are not

translated and left as they are. Another important point to check is the contribution

of morphological analysis. Although morphological analysis improves the accuracy

when the smaller data set is used, on SETimes corpus which is three times larger

than Oflazer’s corpus, we see that the effects of morphological analysis reduces sig-

nificantly. The baseline and baseline-reordered systems produce better results than

the tagged and tagged-reordered counterparts when trained with the larger SETimes

corpus. This result complies with the findings of Tatlıcıoğlu (2013) where he uses the

same data set [68]. Another issue is that, we do not segment the morphological tags

from the base forms and use them as one word which still means an English phrase

can be aligned to a single Turkish word. However, segmentation of morphological

tags can also be used to improve the effects of morphological analysis [20]. Ca-

kici (2012) provides a morphological segmentation data for METU-Sabancı Turkish

Treebank and suggests that the use of lexical forms for morphemes will solve some

of the sparse data problems [4]. This idea can also be applied to our work to see more

concrete effects of morhological segmentation. Cakici (2008) explores the idea of

treating morpheme groups as separate nodes in dependency trees which evokes the

use of factored models in this study [3].

The slight decrease may also be caused by the accuracy of the morphological disam-

biguator. Neither the morphological analyzer [57] nor the averaged perceptron-based

morphological disambiguator [62], always give the correct output although they are

the state-of-the-art tools used in the literature for Turkish language.

Regardless of morphological analysis and disambiguation, we see that head-finalization

works well and boosts the BLEU scores in all systems. The effect is more obvious

with larger data sets.
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CHAPTER 6

CONCLUSIONS

In this study, a new approach is introduced to the task of English to Turkish factored

phrase-based statistical machine translation. With this new approach, we try Head

Finalization for this language pair and additionally exploited morphology by means

of a factored model in order to improve the quality of translations. Experiments were

carried out with two different data sets, one with Oflazer’s corpus containing 54,391

parallel sentences and the other with SETimes corpus containing 168,331 parallel sen-

tences. The results show that using Head Finalization on the English side, improves

the BLEU scores of the translations significantly whether or not we use morphology

on the Turkish side. The best results we have with Oflazer’s corpus surpass what

Yeniterzi and Oflazer (2010) [80] obtained with the same data, increasing the BLEU

score from 23.78 to 30.93. We also improve the accuracy up to 30.49 BLEU score

with SETimes corpus, whereas Tatlıcıoğlu (2013) [68] obtained 26.22 BLEU score

with the same data.

While testing the systems with the SETimes data set, we see that the baseline system

was slightly more accurate than the factored-baseline system. In the factored mod-

els, we use the morphologically tagged representation of Turkish words as surface

forms. When we investigate further into this, we see that the tagged systems also

perform worse that the baseline systems. This is because of the negative effect of

using morphological analysis with a large data set. In order to obtain better results

with factored models, an additional experiment can be done with adding the original

data as the fourth factor and an extra decoding step for using that to make use of the

already known translations of the original data. We believe that this can improve the
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results as the baseline systems are more successful than the tagged systems, we will

be experimenting this in our future studies.

Moreover, feature reduction segmentation of morphological tags may also improve

the results. These methods are introduced in the literature and have been applied

successfully in previous research.

The techniques used and suggested throughout this study can be applied for other

head-final languages, especially members of the Turkic language family. We have a

strong belief that this study can form a basis for future research in the field.

To summarize, this study introduces an approach of applying Head Finalization on

the English data and Morphological Analysis and Disambiguation on the Turkish

data in order to build an English to Turkish statistical machine translation system.

The results of this study are compared to the benchmark systems which were built

with the same data sets and are found to be significantly higher than those.
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Machine Translation System for IWSLT 2010. In Proceedings of the 7th Inter-
national Workshop on Spoken Language Translation, IWSLT’10, Paris, France,
December 2010.

[49] C. Mermer, H. Kaya, I. D. El-Kahlout, and M. U. Dogan. The TÜBİTAK-
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APPENDIX A

SAMPLE TRANSLATIONS FROM SMT SYSTEMS

Table A.1: Sample translations from all built systems

Source: The aim of this reform is to ensure the establishment of internal labour

inspection mechanisms .

Reference: Bu reformun amacı , işletme içi iş teftiş mekanizmaları oluşturmaktır .

Baseline: Amacı bu reformun , kurulması . denetleme mekanizmaları iç iş

Baseline-Reordered: İç bu reformun amacı işgücü denetleme mekanizmaları kurulması sağla-

maktır .

Tagged-Baseline: Bu reformun amacıyla , iç belirtilenlerden denetleme mekanizmaları kurul-

ması .

Tagged-Reordered: Bu reformun amacı , kurgulanmış belirtilenlerden denetleme mekaniz-

maları kurulması sağlanmasıdır .

Factored-Baseline: Bu reform sağlamak üzere , iç denetim mekanizmalarının oluşturulması iş .

Factored-Reordered: Bu reformun amacı , iş iç denetim mekanizmalarının kavuşturulması

sağlanmasıdır .
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Table A.1 Continued: Sample translations from all built systems

Source: He was taken out of the room for interrogation on several occasions , when

he received electric shocks and was beaten .

Reference: Birçok kez sorgulama için odadan çıkarılmış , elektrik şoku verilmiş ve

dövülmüştür .

Baseline: Öldüğü sırada veya tutukevinden odadan sorgulama amacıyla birçok

vesilelerle , , Konseyi’nden elektrik şoku ve zaman dövülmüş ve .

Baseline-Reordered: Başvurucu gelemeyişini elektrik şoku ve bir zaman dövülmüş ve , birkaç

kez Tutuklunun sorgulama amacıyla odası grubunda ilişkin alınmıştır .

Tagged-Baseline: Birlikte tutuldukları odadan alınmış olan bu ifade alma odası için , çeşitli

vesilelerle ve elektrik şoku verildiğini söylediği yüzü alınmıştır .

Tagged-Reordered: Kendisinin ve elektrik şoku verildiğini söylediği dövülmüş , çeşitli vesilel-

erle yapılanmadaki ifade alma odası ile ilgili tedbirler alınmıştır .

Factored-Baseline: Başvurucu , bu ifade alma odası için , çeşitli vesilelerle , o zaman dövülmüş

ve elektrik şoku edilmiştir .

Factored-Reordered: Kendisine elektrik şoku ve dövülmüş halde, birçok kez sorgulama amacıyla

alınmıştır .

Source: Religious textbooks have been redrafted in order to address the concerns of

Christian minorities .

Reference: Hıristiyan azınlıkların kaygılarının giderilmesi için din dersi kitapları

yeniden yazılmıştır .

Baseline: Din kitapları , redrafted edilmiştir ele alınması amacıyla , Hıristiyan azın-

lıkların .

Baseline-Reordered: Din kitapları , Hıristiyan azınlıkların endişelerine yanıt vermek amacıyla

yeniden kaleme alınmıştır .

Tagged-Baseline: Din kitapları endişelerine yanıt vermek amacıyla yeniden kaleme alınmıştır

, Hıristiyan azınlıkların .

Tagged-Reordered: Din kitapları , Hıristiyan azınlıkların endişelerine yanıt vermek amacıyla

yeniden kaleme alınmıştır .

Factored-Baseline: Din kitapları , yeniden amacıyla Hıristiyan azınlıkların endişelerine yanıt .

Factored-Reordered: Din kitapları , Hıristiyan azınlıkların endişelerine yanıt vermek amacıyla

yeniden kaleme alınmıştır .
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Table A.1 Continued: Sample translations from all built systems

Source: A number of transitional arrangements under the Customs Union expired

in December 2000 .

Reference: Gümrük birliği kapsamındaki bir çok geçici düzenlemenin süresi Aralık

2000’de dolmuştur .

Baseline: Bir dizi Gümrük Birliği kapsamında yer alan Aralık 2000’de sona erdiğin-

den .

Baseline-Reordered: Gümrük Birliği kapsamındaki bir dizi geçici düzenlemenin süresi Aralık

2000’de sona ermiştir .

Tagged-Baseline: Bir dizi Gümrük Birliği , Aralık 2000’de sonra ermiştir .

Tagged-Reordered: Gümrük Birliği kapsamında bir dizi geçici düzenlemenin süresi Aralık

2000’de sona ermiştir .

Factored-Baseline: Bir dizi geçici düzenlemenin süresi Gümrük Birliği çerçevesinde , Aralık

2000’de sona ermiştir .

Factored-Reordered: Gümrük Birliği kapsamında bir dizi geçici düzenlemenin süresi Aralık

2000’de sona ermiştir .

Source: The judiciary plays an important role in the implementation of political

reforms .

Reference: Yargı , siyasi reformların uygulanmasında önemli bir rol oynamaktadır .

Baseline: Yargı önemli bir rol oynar siyasi reformların uygulanmasında .

Baseline-Reordered: Yargı siyasi reformların uygulanmasında önemli bir rol oynamaktadır .

Tagged-Baseline: Yargının önemli bir rol oynar siyasi reformların uygulanmasında .

Tagged-Reordered: Yargı siyasi reformların uygulanmasında önemli bir rol oynamaktadır .

Factored-Baseline: Yargının önemli bir rol oynayan siyasi reformların uygulanmasında .

Factored-Reordered: Yargı siyasi reformların uygulanmasında önemli bir rol oynamaktadır .
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