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ABSTRACT

COMPUTATIONAL ASPECTS OF DISCOURSE ANNOTATION

Berfin Aktas
M.Sc., Department of Cognitive Science

Supervisor: Assoc. Prof. Dr. Cem Bozsahin

December 2008, 39 pages

In this thesis, we aim to analyze the computational aspects of discourse annotation.
Discourse is not only a concatenation of sentences; in fact the totality of discourse is
more than the sum total of the sentences that constitute it. The property that differ-
entiates discourse from a set of arbitrary sentences is defined as coherence. Coherence
is established by the relations between the parts of discourse. In this study, discourse
relations are considered to be set up by lexical items called discourse connectives.
Systematic analysis of coherence requires an annotated corpus in which coherence
relations are encoded. We developed an annotation environment to be used in an
ongoing discourse level annotation project which aims to generate a theory-neutral
source of coherence relations. We followed a data-driven methodology in design of the
data structure employed in the annotation software. For this reason, we examined
the predicate-argument structure of connectives. This analysis shows that stand-off
annotation technique is more suitable than an inline method for such an annotation
environment. This thesis also include a brief discussion on the formal implications of

coherence relation constructions.

Keywords: Discourse Annotation, Discourse Connective, Coherence Relation, Turkish
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Oz

SOYLEM ISARETLEMENIN BERIMSEL YONLERI

Berfin Aktas
Yiiksek Lisans, Biligsel Bilimler Boliimii

Tez Yoneticisi: Do¢. Dr. Cem Bozgahin

Aralik 2008, 39 sayfa

Bu tezde, soylem igaretlemenin berimsel yonlerini analiz etmeyi amaghyoruz. Soylem
sadece ciimlelerin bir birlesimi degildir, aslinda sdylemin tiimii bilesimindeki her bir
parcacigin toplamindan daha fazlasidir. S&ylemi herhangi bir ciimleler kiimesinden
aywran Ozellik "bagdagiklik" olarak tamimlamir. Bagdasiklik, s6ylemin parcalar: arasin-
daki iligkilerce saglanir. Bu galigmada, sdylem icin sozciiksel (lexicalized) bir yak-
lasim kullanarak soylem iligkilerinin soylemsel baglaclar denen sozciiksel dgeler ile
kuruldugunu varsayiyoruz. Bagdagikligin sistematik analizi i¢in bagdagiklik iligki-
lerinin igaretlenmis oldugu bir kiilliyata ihtiyac¢ vardir. Amaci bagdasiklik iligkilerinin
isaretlenmis oldugu, kuram bagimsiz bir veri kaynagi yaratmak olan bir sdylem se-
viyesinde igaretleme projesinde kullanilmak iizere bir igaretleme yazilimi geligtirdik Bu
isaretleme ortaminda kullanilan veri yapilarimin tasariminda veri yonelimli bir yontem
izledik. Bu amagla, baglaclarin yiiklem-6zne yapisini inceledik. Bu analiz bize bdyle
bir igaretleme ortami i¢in "stand off" igaretleme tekniginin "inline" yonteme gore daha
uygun oldugunu gosterdi. Bu tez bagdagikhk iligki yapilarinin bi¢imsel(formal) imalar

iizerine kisa bir tartisma da icermektedir.

Anahtar Kelimeler: Séylem Isaretleme, Soylem Baglaci, Bagdasiklik Tigkisi, Tiirkce
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CHAPTER 1

INTRODUCTION

Coherence, as a discourse phenomenon, is one of the most discussed concepts in
discourse area of linguistics. Systematic analysis of coherence could be realized if anno-
tation data of coherence relations' do exist. This analysis will reveal how the sentences
in a text are related with each other. A deep investigation of coherence phenomenon
elicits major points of human communication in addition to the theoretical aspects of
the language. Apart from these, a good understanding of coherence will enhance the
computational applications of natural language such as information retrieval, question
answering, text summarization, and machine translation systems.

Coherence is defined as the property that distinguishes discourse from being an
arbitrary set of sentences. The similarities and differences of discourse theories can be
revealed by referring to their descriptions of discourse and coherence (Webber, 2006).
Structural accounts of discourse have the assumption that discourse has a hierarchical
structure and coherence is achieved via structural relations (Mann & Thompson, 1988),
(Polanyi, 1996), (Lascarides & Asher, 1993), (Lascarides & Asher, 2007). In contrast
to structural frameworks, presuppositional accounts claim that the source of coherence
is the non-structural cohesive links between discourse units (Halliday & Hasan, 1976).
There are also hybrid accounts which assign a structure to discourse but also claim that
there exist anaphoric relations as well as structural relations in a discourse (Webber,
2004).

The main aim of this thesis is to present computational aspects of discourse an-
notation on the basis of a lexically grounded approach to discourse relations. We
implemented an annotation tool to be used in the annotations of ongoing discourse
level annotation project? (TDAP). For English there exist large scale discourse level

annotation resources like RST TreeBank (Carlson et al., 2003), Discourse GraphBank

'In this thesis, coherence relations refer to informational relations in discourse and we use
the terms “coherence relation” and “discourse relation” interchangeably throughout the thesis.

20DTU Metin Diizeyinde Isaretlenmis Derlem: ODTU-MEDID (Yénetici: Prof. Dr. Deniz
Zeyrek)



(Wolf et al., 2003) and PDTB (Miltsakaki et al., 2004). TDAP is the first attempt for
Turkish. The annotation scheme of PDTB is adopted in TDAP. The aim of TDAP is
to generate a theory-neutral discourse level data source as a final product. In order to
achieve this, no specific account of discourse is employed as a data gathering method-
ology. The only assumption is coming from the lexical approach of TDAP which is the
assertion that discourse relations are set up by lexical items which are called discourse
connectives. All discourse relations are annotated in the same way regardless of the
grammatical classes of the connectives. The investigation of dependency structures of
connectives shapes the data representation of annotation.

In syntax, dependency constructions determine the computational power required
to capture the natural languages. The existence of unbounded cross-serial dependencies
in natural language syntax necessitates more computational resources than context-free
grammars have. Joshi (1985) argues that a formal grammar class which is slightly more
powerful than context-free grammars can capture natural languages. These class of
grammars are called Mildly Context Sensitive Grammars (MCSGs). In this thesis, we
include a brief discussion on the implications of dependency constructions of discourse
from the view point of formal theory.

The thesis is organized as follows:

In chapter 2, we present the core ideas of major discourse accounts.

Chapter 3 contains the examination of dependency structures in Turkish discourse.

In chapter 4, we discuss formal aspects of discourse relations. We introduce formal
grammar accounts briefly and discuss the concept of “mildly context sensitivity” on
the ground of dependencies.

In chapter 5, we introduce our data driven design of annotation structures. We
discuss how the constructions presented in chapter 3 affect our data representation. In
addition to that, we also propose the software requirements that a discourse annotation

tool should come with.
Chapter 6 consists of the summary of our conclusions.



CHAPTER 2

COHERENCE AND DISCOURSE RELATIONS

2.1 Halliday and Hasan (1976)

Halliday & Hasan (1976) have a presuppositional approach to discourse relations. In
this theory, discourse relations are formed by non-structural links between discourse
units. H&H define text as a linguistic unit. It is a semantic unit rather than a
grammatical one. The concept of 'being a text’ is termed as texture. We use the
terms texture and coherence interchangeably as in Carrell (1982). Texture is achieved

via the cohesive links within the text.
Cohesion can be described as the dependency of the interpretation of one discourse

element to that of another one. It is a linguistic phenomena contributing to texture.
H&H define five types of cohesion: reference, substitution, ellipsis, lexical cohesion and
conjunction. H&H state that the structure of discourse, if it exists, is different from

the structure in sentence-level:

Whatever relation there is among the parts of a text - the sentences, the
paragraphs, or turns in a dialogue - it is not the same as structure in the
usual sense, the relation which links the parts of a sentence or a clause

(Halliday & Hasan, 1976, 6).

H&H use the term ’tie’ to refer to a single instance of cohesion. A text can be char-
acterized by the number and type of ties it possesses. H&H assert that many linguistic
phenomena can be expounded by analyzing the cohesive links in texts. According to
them, there are certain features that should be taken into account for analyzing these
links to provide a comprehensive account of the cohesion. The notion of cohesion can
best be characterized in terms of the properties of its instances. Since H&H call these
instances as tie, it can safely be asserted that text segments can be characterized in
terms of its cohesive properties via the concept of #ie in this framework.

Tie is a directional concept. Since ties are presuppositional links, they can be
either anaphoric or cataphoric. The relative positions of presupposing and presupposed

elements determine the direction of a tie. The coding scheme of any tie should contain



information on the direction of the tie. The distance between the presupposed and
presupposing elements distinguishes ties into three classes: Immediate, mediated and
remote. If the presupposed element is in the immediately preceding sentence, then the
related tie is referred as an immediate tie. If the presupposed element is distant and it
is also cohesive, a chain of cohesive presuppositions may have to be followed in order
to reach the target item. This kind of tie is called as mediated tie. And the last type
of tie which is the remote class is referred when the presupposed element is distant and
there is no intermediate references to that element. This classification suggests that a
tie can be both mediated and remote at the same time. Any linguistic analysis of ties
should take this classification into account, therefore coding scheme of the notion of tie
also involves the type of tie. Lastly, the presupposed element should also be marked.

2.2 Rhetorical Structure Theory (RST)

RST (Mann & Thompson, 1988) is established on the conception that text has
an underlying structure which is formed by discourse relations. RST is a descriptive
approach to text organization. The central concepts in RST are rhetorical relations.
Text coherence is the notion that differentiates the text from a set of arbitrary sentences
and it is established by rhetorical relations. Atomic units of text processing are clauses
or larger units composed of clauses and there is a requirement that these units must
have no overlapping parts. The aim of the RST analysis is to span the whole text and
construct a unique tree which covers the structure of whole text. An RST tree doesn’t
have to be a binary tree; a relation between two or more discourse units is allowed.
As in syntax, any discourse element is part of only one larger element.

In RST, there are two levels of "building blocks" that occur in texts. First level
deals with "nuclearity", and the second level deals with schemas. Nuclearity is the
measure of the importance of the related text unit. Important units are assigned
as nucleus and the others are satellites. Each text unit is assigned a status which
represents its nuclearity. Relations that occur between equally important elements are
called as symmetrical relations. They are asymmetrical in other cases.

The second level elements of RST are schemas. RST schemas are context-free rules
which define how the discourse structure is created from text units. One of the major

constraints of RST schemas is that relations hold only between adjacent units in the
text.
The RST Discourse Treebank (Carlson et al., 2003) utilizes RST as a data gathering

strategy. 385 Wall Street Journal articles are annotated by the following the steps

below:
o Text is segmented into its units. Units are non-overlapping text spans.
e The status of text units are labeled as nucleus or satellite.

e Instances of previously determined set of relations are determined.



2.3 Wolf and Gibson (2005)

Wolf & Gibson (2005) have an account similar to RST. Their difference lies in the
representation of discourse structure. Wolf and Gibson claim that trees are not ade-
quate data structures to describe the discourse structure (Wolf, 2005), (Wolf & Gibson,
2005). Instead of tree structures which are set up by the relations between adjacent
text segments, Wolf and Gibson propose a directed chain graph representation which
allows relations between non-adjacent segments as well. They justify this difference
with the assertion that certain parts of discourse structure violate the tree structure.
These parts involve crossing dependencies and nodes with multiple parents. Discourse

relations are directional like those in the RST framework.
Discourse segments are non-overlapping text units. They constitute a segment

group if there exist common attribution features or they share the same topic. In this
account, coherence relations can be established either between discourse segments or
a group of discourse segments. Unlike RST, the relations are not recursive; i.e. an
established relation does not serve as an argument for another relation. Therefore,
discourse structure is represented by a rather flat chain graph. Connectedness of the
graph structure is the measure of the coherence of the text. An unconnected graph
indicates a partially coherent text which contains unrelated discourse segments.

The Discourse Graphbank (Wolf et al., 2003) annotation project is developed upon
the theoretical framework of Wolf & Gibson (2005). The following steps describe the

annotation procedure of Discourse Graphbank:

e Text is segmented into its units.
e Segment groupings are constituted.

e Coherence relations are established between segments and/or group of segments.

2.4 Segmented Discourse Representation Theory (SDRT)

SDRT (Lascarides & Asher, 1993) is another structural theory of discourse and it
is the enriched version of Discourse Representation Theory (DRT) with the notion of
rhetorical structure. Lascarides & Asher (1993) argue that a full account of discourse
can be captured by modeling the interaction between semantic content of texts and
their global pragmatic structure. The structure of text is constructed by the coher-
ence relations between discourse segments. In SRDT, the coherence relations refer to

informational relations in the text.



DRT is based on the paradigm of dynamic semantics in which meaning of a dis-
course is a function from a discourse context to a discourse context. Meaning of a
sentence is obtained from the meanings of those preceding it by making inferences not
by compositional means. In discourse interpretation, the need for rhetorical relations
emerges in pronoun resolution and analysis of temporal structure. SDRT models the
semantics-pragmatics interface (Lascarides & Asher, 2007).

Lascarides & Asher (1993) propose some principles that governs the computation

of coherence relations:

e Penguin Principle: A more specific rhetorical relation is preferred over a less

specific one.
e Narration Principle: Events are described in their temporal structures.

e Push Causal Law: There exist a causal relation between two events only if the

cause event is completely preceding the other one.

e Maximising Discourse Coherence: Lascarides & Asher (2007) observe that coher-
ence quality of a text is a varying value. Therefore, in SDRT analysis, interpreta-
tions that maximize the discourse coherence are preferred. Discourse coherence
value is affected by the number of rhetorical relations between two discourse
items. In addition to this, the resolution of anaphoric expressions increases the

discourse coherence as well.

SDRT does not allow crossing dependencies between discourse segments (Wolf, 2005).
On the other hand, it does not constrain the number of parents that any node may

have (Lascarides & Asher, 1991).

2.5 Discourse Lexicalized TAG (D-LTAG)

D-LTAG (Webber, 2004) is the extended version of LTAG for discourse processing
purposes. D-LTAG is a lexically grounded theory which asserts that discourse relations
are anchored by lexical elements. The lexical elements which signal the discourse
relations are discourse connectives. Connectives are discourse level predicates and
taking two abstract objects such as propositions, facts, or events (Asher, 1993) as
arguments. They are lexical items belonging to the grammatical classes of coordinating
conjunctions, subordinating conjunctions, subordinators, parallel constructions and

discourse adverbials.



Webber et al. (2003) argue that discourse connectives can be classified into two
different categories which differ in the connection types they set up. The first is
structural category of connectives. The connectives belonging to the structural class
take both their arguments syntactically. The other category consists of anaphoric
connectives which take only the second argument syntactically and the first argument
is resolved anaphorically. The difference lies in the obtainment of semantics; in the
case of structural connectives, semantics is obtained compositionally while in the case
of anaphoric connectives, making inference is necessary to get the semantics. In this
account, the structural relations are represented by tree structure but an additional
secondary structure is proposed to handle the anaphoric relations (Forbes-Riley et al.,
2003).

2.5.1 Penn Discourse TreeBank (PDTB)

Penn Discourse TreeBank (Miltsakaki et al., 2004) is a large scale annotated corpus
in which coherence relations are encoded. The theoretical framework upon which
PDTB builds is D-LTAG. PDTB annotations include the markings of connectives and
their argument spans. Abstract objects can be linked either by explicitly realized
connectives or by implicit ones recognized by an inferential process. PDTB covers
predicate argument structures of both implicit and explicit connectives. Except from
this, semantics of the connectives in that context and attribution-related information
on both connectives and arguments are also annotated.

The data source of PDTB is the Penn TreeBank (PTB) (Marcus et al., 1993).
Annotated spans are linked with constituents in PTB trees. This alignment of dif-
ferent levels of annotation makes possible the comparison of linguistic information for

different layers of structures.

2.6 METU Turkish Discourse Annotation Project (TDAP)

2.6.1 METU Turkish Corpus (MTC)

MTC (Say et al., 2002) is a written source of Turkish with approximately 2 million
words. MTC contains samples of 2000 words and these samples are taken from 291
different sources published after 1990. Text sources belong to different genres including
memoirs, novels, essays, interviews and news.

MTC samples are labeled with information on the author, publish date and genre
of the source. In addition to these, paragraph boundaries are also marked. A small
portion of MTC is annotated to create a data source which is called as METU-Sabanci
TreeBank and it contains morphological and dependency features of 7262 sentences
(Atalay et al., 2003).

All the natural language examples in this thesis are taken from MTC, unless stated

otherwise.



2.6.2 METU Turkish Discourse Annotation Project (TDAP)

TDAP aims to annotate MTC in order to obtain a discourse-level resource. The
final product is expected to be a Turkish Discourse Relation Bank. In this project,

the lexically grounded approach of PDTB is adopted. As in PDTB, discourse rela-
tions are considered to be set up by lexical items i.e. discourse connectives and these
connectives are discourse level predicates. The annotation process can be described as
the determination of the list of these connectives and labeling of arguments for each
connective. Zeyrek & Webber (2008) present how Turkish connectives are determined
and what these connectives are. The valency of connectives is exactly two for Turkish.
Arguments are text spans which represent abstract objects. Abstract objects can be
linked either by explicitly realized connectives or by implicit ones recognized by an
inferential process. TDAP, primarily, aims to annotate explicit connectives; implicit

connective annotation will start after all explicit connectives are annotated.



CHAPTER 3

DEPENDENCY ANALYSIS OF DISCOURSE
RELATIONS

TDAP has a lexicalized approach to discourse which asserts that coherence relations
are set up by lexical conjunctive items. These items are called as connectives and they
are discourse level predicates which are taking two text units as their arguments. In
this thesis, we follow the annotation convention used in Miltsakaki et al. (2004) and
Zeyrek & Webber (2008): connectives, Conn, are underlined, the argument which
contains the connective, Arg2, is in boldface and the other argument, Argl, isin

italics.
TDAP follows the minimality principle to limit the amount of marked text. Min-

imality principle enforces the labeling of the text spans that are necessary for the
interpretation of the relation. In addition to the arguments of the connectives, TDAP
also annotates the supplementary material which is relevant to the relation but not
necessary for the interpretation. The supplementary material to Argl is labeled as
Supl and the material to Arg2 is labeled as Sup?2.

TDAP has no a priori assumption on the dependency structures of the coherence
relations. Therefore, we need to examine these structures in order to design an anno-
tation environment which can handle the marking of all kinds of coherence relations.
In addition to this, the complexity of these dependency structures also have an impact
on the formal properties of discourse. In this chapter, we examine the dependency

types of coherence relations in Turkish.

3.1 Independent Relations

The predicate argument structure of the connectives are independent from each

other. In other words, there is no overlap between the arguments of different connec-

tives. These relation types are illustrated in Fig. 3.1 "

Here is an example of this case:

'In the following figures, we use the convention that Arglc,,,; represents the first argu-
ment of the connective Connl and the other usages are straightforward.




Arglegnm Connl  Arg2cenm  Argloemm: Conn2 ATrg2comm2

Figure 3.1. Independent Relations

(1) Akintwya kapilip umulmadik bir geceyi bolisti benimle ve bu kadarla kalsin
istedi belki. FEda ag¢isindan olayin yorumu bu kadar yalin olmali. Ama eger
bdyleyse benim icgin yorumlanmasi olanaksiz bir diisten bagka kalan
yok geriye gimdi.

She was drifted with a current and shared an unexpected night with me and
perhaps she wanted to keep it this much only. From the sight of Eda, the
interpretation of the incident should be that simple. However, if this is the case,

now there is nothing left behind for me but a dream impossible to interpret.

Conn | Argl Arg2
ve Akintiya ... benimle | bu kadarla ... belki
Ama | Eda ... olmal benim i¢in ... gimdi

In (1), the relation set up by Ama is fully preceeded by the relation set up by ve.
In other words, there is no overlap between the argument spans of the connectives ve

and Ama.

3.2 Full Embedding

The text span of one connective with its arguments constitutes an argument of

another connective.

Arglconnt Connl Arglconnz Conn2 Arg2conm
| l | |
Amz Connl

Figure 3.2. Full Embedding

We can exemplify the case of full embedding as follows:

(2)a.[..] madem yanlig bir yerde oldugumuzu diisiiniiyoruz da dogru denen
yere asla varamayacagimizi biliyoruz , senin gibi biri nasil boyle bir soru

sorar |..]

10



b. [..] madem yanlhsg bir yerde oldugumuzu diisiiniiyoruz da dogru de-

nen yere asla varamayacagimizy biliyoruz , senin gibi biri nasil boyle bir soru

sorar,|..]

[..] if we think that we are in a wrong place, and we know that we will never

never reach the right place; how come a person like you ask such a question?

-]

Conn Argl Arg?2
madem | senin gibi ... sorar | yanlg ... biliyoruz
da dogru ... biliyoruz | yanhs ... diigliniiyoruz

In (2), the span of the relation headed by da constitutes the Arg2 of the connective

madem.

3.3 Shared argument

The same argument is shared by two different connectives as illustrated in Figure
3.3.

A]"gl Connl Connl Al"g Conn2 Argz(_‘nn 2

Figure 3.3. Shared Argument

The case of shared argument can be exemplified as in (3):

(3)a. Bu sosyo - ekonomik ve sosyo - kiltirel bir degisim ve dontstimi yasayan ve

geleneksellikten modernizme gegis stirecini hentiz yasamaya baslamus olan bir
toplum i¢in normal karsilanabilir . Fakat Alevi toplumu dayatan modern-
izm karsisinda bu konumunu er ge¢ terketmek zorunda oldugunu ve
gecmis ile sagliklh bir hesaplagmaya girip geleneksel deger yargilarini
ve sosyo - kiiltiirel yapisim1 k6ken taassubundan uzak bir sekilde anal-
ize tabi tutmak durumunda bulundugunu goérecektir. Aksi halde
kanaatimizce ikinci gruptaki problemleri ¢6zmeye kolay kolay muvaffak olamay-
acaktir . Ayni tarihsel muhasebe ve elestiri iglemi ; Siinni kesim i¢in de elzem

ve eninde sonunda vazgecilmez bir olgu olarak beklemektedir.
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b. Bu sosyo - ekonomik ve sosyo - kiiltiirel bir degigim ve doniigiimii yagayan
ve geleneksellikten modernizme gegis siirecini heniiz yagamaya baglamig olan
bir toplum icin normal kargilanabilir . Fakat Alevi toplumu dayatan modern-
1zm karsisinda bu konumunu er ge¢ terketmek zorunda oldugunu ve ge¢mis ile
saglkly bir hesaplasmaya girip geleneksel deger yargilariny ve sosyo - kiiltiirel
yaprsing koken taassubundan uzak bir sekilde analize tabi tutmak durumunda
bulundugunu gdrecektir. Aksi halde kanaatimizce ikinci gruptaki prob-
lemleri ¢6zmeye kolay kolay muvaffak olamayacaktir . Ayni tarihsel
muhasebe ve elestiri islemi , Siinni kesim icin de elzem ve eninde
sonunda vazgecilmez bir olgu olarak beklemektedir.

This could be regarded as normal for a society living through a socio-economic
and socio-cultural change and transformation which has just started the transi-
tion from traditional society to modernism. But, the Alavite society will sooner
or later realize that it has to abandon its position against the imposing mod-
ernism and analyze its traditional value judgments and its socio-cultural struc-
ture by settling its accounts with the past in a manner away from fanaticism
about origins. Otherwise, it will not easily succeed in solving the problems in
the second group according to our opinion. The same process of accounting and
criticism of history awaits the Sunni community as an essential and ultimately
indispensable fact.

Conn Argl Arg2
Fakat bugiiniin ... degerlendirmektedir | Alevi toplumu... gdrecektir.
Aksi halde | Alevi toplumu ... gorecektir. kanaatimizce ... olamayacaktir

In (3), the Arg2 of Fakat is same with the Argl of Aksi halde. In other words, the
connectives share the same text span as their arguments.

In some situations, different connectives can share both of their arguments as in
the case of (4):

(4) Dedektif romam icinden ¢ikilmaz gibi goriinen esrarh bir cinayetin ¢oziimiinii
sundugu icin, her seyden dnce mantiga giiveni ve inanct dile getiren bir anlat
tiridir ve bundan 6tiiri de burjuva rasyonelliginin edebiyattaki 6zii
haline gelmigtir.

Unraveling the solution to a seemingly intricate murder mystery, the detective
novel is a narrative genre which primarily gives voice to the faith and trust
in reason and being so, it has become the epitome of bourgeois rationality in

literature.
Conn Argl Arg2
ve her seyden once ... anlat1 tiiriidiir | burjuva ... haline gelmigtir
bundan 6tiirii | her seyden once ... anlat: tiiriidiir | burjuva ... haline gelmistir

In (4), the relations set up by the connectives ve and bundan oturu share both of
their arguments.
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3.4 Properly contained argument

The argument span of one connective encapsulates the argument of another con-
nective but they are not equal. This kind of dependency relation can be illustrated by
the Figure 3.4.

Argzl:a nnl

Argleognn  Connl  Jabe Al‘glc.m..z| Conn2 Arg2conm:

Figure 3.4. Properly Contained Argument

In (5), we exemplify the case of properly contained argument:

(5)a. Biz yasalar karsisinda evli sayilacak , ama gercgekte evli iki insan gibi degil
de (evlilikler siradanlagiyordu ¢iinkii, tekdiize ve sikiciydi; biz farkh olacaktik)

Y

aym evi paylagsan iki 6grenci gibi yasayacaktik.

b. Biz yasalar kargisinda evli sayilacak, ama ger¢ekte evli iki insan gibi degil de (
evlilikler siradanlagiyordu c¢iinkii, tekdiize ve sikiciyds; biz farkh olacaktik)

Y

ayni evi paylasan iki 6grenci gibi yagayacaktik.

We were to be married by law, but in reality we would live as two students
sharing an apartment rather than as a really married couple (marriages were

routine because they were monotonous and boring; we were to be different).

Conn | Argl Arg2
ama Biz ... sayilacak gercekte ... degil de aym evi ... yasayacaktik

¢iinkii | gercekte ... degil de | evlilikler siradanlagiyordu

In (5), the second argument of ama covers the first argument of ¢iinkii and addi-

tional text span. Therefore the Arg2 of ama properly contains the Argl of ¢iinkii.
An interesting example of this case is presented in (6). This example comes up
with the question that whether the existence of attribution verbs like “dedi” as in (6)

has an impact on such kind of constructions. Since this question is out of the scope of

this thesis, we leave it as an open question further studies.
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(6)a. Kapidan girdi ve sOyler misin, hi¢ etkilenmedin mi yazdiklarindan?,

dedi. Tersine, ¢ok etkilendim.

b. Kapidan girdi ve sdyler misin, hi¢ etkilenmedin mi yazdiklarindan?, dedi.

Tersine, c¢ok etkilendim.

S/he entered through the door and said “Tell me, are you not touched at all by

what s/he wrote?”. On the contrary, I am very much affected.

Conn Argl Arg2
ve Kapidan girdi soyler misin ... dedi

Tersine | hi¢ ... yazdiklarindan? | ¢ok etkilendim

In (6), the Arg2 of ve properly contains the Argl of Tersine.

3.5 Properly Contained Relation

The argument span of one connective encapsulates the predicate argument structure
of another connective but they are not equal. Encapsulating argument involves more

text spans as illustrated in Figure 3.5.

ArgZCnnnl

Arglegm  Connl [ype  [Argleg | [ Conn2 | [Arg2com:]
| | |

Figure 3.5. Properly Contained Relation

This kind of dependency relations can be exemplified by (7):

(7)a. Burada bizce bir ifade bozuklugu veya ¢eviri yanlisy bahis konusu olabilir, ¢iinkii
elbiseler sanki giyildigi siirece ve yipranmamigsken yikanamaz, fakat
daha sonra yikanabilirmis gibi bir anlam tagimaktadir.

b. Burada bizce bir ifade bozuklugu veya ceviri yanligi bahis konusu olabilir, ¢iinkii
elbiseler sanki giyildigi siirece ve yipranmamasken yikanamaz, fakat daha

sonra yikanabilirmig gibi bir anlam tagimaktadir.

Here a mistake of expression or mistranslation might be the case, because the
meaning is as if the clothes cannot be washed as long as they are used and not

worn out, but can be washed later.
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Conn | Argl Arg2
¢iinkii | Burada ... olabilir elbiseler ... tagimaktadir
fakat | elbiseler ... yikanamaz | daha ... yikanabilirmig

In (7), the second argument of ¢iinkii covers the whole relation headed by fakat and,

additionally, the span of the text “gibi bir anlam tagimaktadir”. Hence, (7) involves an

instance of a properly contained relation.

3.6 Nested Relations

A relation is placed between an argument and connective of another relation as

illustrated in Figure 3.6.

Arglcom:  Argleenm Connl Are2conn: Conn2 Arg2conm

Figure 3.6. Nested Relations

The example (8) is presented as an instance of nested relations:

(8) Biiyiik bir masada giinlerce, gecelerce oturup konusacagiz - konusmayr unuttum

diyorum da giiliiyorlar bana - ve biriniz kalkip siir okuyacak.

We will sit and talk around a big table for days and nights - I say I have forgotten
how to speak and they laugh at me - and one of you will stand up and recite

poetry.
Conn | Argl Arg2
da konugmay1 ... diyorum | giiliiyorlar bana
ve Biiyiik ... konusacagiz | biriniz ... okuyacak

In (8), the relation headed by da is properly nested between the connective ve and its

first argument.

3.7 Pure Crossing

The dependency structure of a relation interleaved with the arguments or connective
of another relation as shown in Fig. 3.7

(9) is an example for this dependency type:
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ArglCunnl ArglConn2 Connl Argzﬁ)nnl Conn2 ArgZConnZ

Figure 3.7. Pure Crossing

(9)a. (Constructed) Kitabr okumaya basladim : Okullar coktan acilmigti. Ardindan
kapimin ¢aldigini duydum ama yerimden kalkmadan okumaya devam

ettim: Ama bu okula heniiz 6gretmen atanmamigti.

b. Kitab1 okumaya basgladim Okullar ¢coktan agilmists. Ardindan kapinin ¢aldigim
duydum ama yerimden kalkmadan okumaya devam ettim: Ama bu okula

heniiz 6gretmen atanmamaisti.

I started to read the book. The schools had long been opened. Then, I heard
the door bell ring but I continued reading without getting up: But a teacher
had not been appointed to this school yet.

Conn Argl Arg2
Ardindan | Kitabi okumaya bagladim | kapinin caldigini ... devam ettim
Ama Okullar ¢oktan agilmigt: bu okula ... atanmamigt:

The dependencies of the example (9) are illustrated in Figure 3.8.

1

Argli\r\:llm:lan Argla\ma Conn;\rdmdnn A"ngrdmaan Conna\ma Argz!\ma

I I

Figure 3.8. The dependencies between Ardindan and its Argl and between Ama and
its Argl are cross-serial.

It is possible to observe two different dependency constructions mentioned in this
chapter in a single annotation. For instance, in the example (10), we observe both

“Shared Argument” and “Pure Crossing” dependencies:

(10)a. Olan biteni anlamaya, ¢ozimlemeye c¢abaliyor, Saraybosna kusatmasiyla or-
tacagda kusatilan kentler, ozellikle de Simon de Montfort’un Fransa’da Katar-
lara karse giristigi kwyem arasinda kosutluk kuruyordu. Bosna Miisliimanlari
da Hiristiyanlik i¢cinde batini bir mezhep olan Bogomillerden geliyor-
lardr ¢iinkii. Dolayisiyla Papanin yiizyillar 6nce Bogomiller ve Katarlar igin

soyledikleri onlar i¢in de gegerliydi.
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b.

Olan biteni anlamaya, ¢oziimlemeye cabaliyor, Saraybosna kugatmasiyla or-
tacagda kusatilan kentler, 6zellikle de Simon de Montfort’un Fransa’da Katar-
lara karst girigtigi kiyim arasinda kosutluk kuruyordu. Bosna Miisliman-
lary da Hiristiyanhk i¢inde batini bir mezhep olan Bogomillerden geliyorlards

¢linkii. Dolayisiyla Papanin yiizyillar 6nce Bogomiller ve Katarlar igin

soyledikleri onlar icin de gecgerliydi.

S/he is trying to understand, analyze the events, seeing parallels between the
Sarajevo siege and the cities under siege in the middle ages, especially the
genocide of the Katars by Simon de Monfort in France. Because, Bosnian
Muslims were also descendents of Bogomills, a mystic sect of Christianity. Thus,

what the Pope had said of Katars and Bogomills centuries ago was also valid

for them.
Conn Argl Arg2
¢linkii Olan biteni ... kuruyordu | Bosna ... geliyorlardi
Dolayisiyla | Bosna ... geliyorlard: Papanin ... gecerliydi

The dependencies of this example are illustrated in Fig. 3.9. Since ¢iinkii is coming

after its Arg2, a sort of crossing dependency also exists in this annotation.

Al‘gl clinkii Argzvﬁnkii Con]lq;i'lnkii Connﬂulaylsuyla Argzl'mlnyls wla

Figure 3.9. The dependencies between ¢iinkii and Argl and between Dolayisiyla and
Argl are cross-serial (The Arg2 of ¢iinkii and Argl of Dolayisiyla cover the same text

span).
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CHAPTER 4

FORMAL ASPECTS OF DISCOURSE

Dependency analysis of discourse elements is a good starting point for investigating
how much computational power is required to describe the structure of discourse.

We utilize the conceptual apparatus provided by formal language theory. We use the
sub-categorization described in Chomsky (1956) in order to classify formal languages;
which is known as the Chomsky hierarchy (Table 4.1).

Table 4.1. Chomsky Hierarchy

Type Language ‘ Automaton ‘ Grammar

0 recursively Turing machine unrestricted
enumerable

1 context- non-deterministic context-
sensitive Turing machine sensitive

2 context-free non-deterministic context-free

push-down automata
3 regular finite state automata | regular

All language classifications in Table 4.1 is a proper superset of another class which
is at a hierarchically lower position. In this manner, a Type 0 language is a proper
superset and a Type 3 language is a proper subset of other classes.

While trying to formalize the discourse structure, as a principle, we follow Occam’s
razor. In other words, we try to describe it with the least adequate formal power.
Before making a discussion on discourse structure, we mention the properties and
generative capabilities of formal classes of languages.

Since we have a lexicalized approach to discourse structure, we consider discourse
as a system of symbols. These symbols are strings of connectives and their arguments.
While trying to formalize this system, we benefit from the findings and discussions of
a well-studied environment of natural language syntax. We can use the implications of
the research on natural language formalization. Therefore, the next section is devoted
to the formal descriptions of two natural language grammars which would be helpful

in further discoussions of this chapter.
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4.1 Review of Formal Grammars
4.1.1 Head Grammars (HG)

HG can be considered as generalized context-free grammar to which wrapping op-
eration is added. Wrapping operation allows capturing discontinuous constituents in
a language. The notion of head is introduced in HG. HGs are string manipulation
systems in which each string is associated with a head. In a formal way, HG can be
described as a 4-tuple G such that G = (Vy, V., S, P) where

e V), denotes the non-terminal alphabet,
e V. denotes the terminal alphabet,
e S denotes the sentence symbol in V,,

e P is the finite set of production rules of the form either A — f(ay,...,q,) or
A — ay where A€V, a, is a non-terminal or a string with a head and f is the
function of concatenation or wrapping.

4.1.2 Tree Adjoining Grammars (TAG)

A TAG is a 5- tuple G such that G = (Vy, V,,, 5,1, A) where

V) denotes the non-terminal alphabet,

e V. denotes the terminal alphabet,

S denotes the sentence symbol in V,

e [ is the finite set of initial trees,

e A is the finite set of auxiliary trees.

The internal nodes of initial trees are non-terminals from Vy, leaf nodes either are
terminals from V. or empty string €. The root of these trees is the start symbol S.
Auxiliary trees have non-terminals in their internal-nodes and root. One of the leaf
nodes are labelled with a non-terminal which is the same as the root; the other leaves
contain either a terminal or the empty string.

The description of a TAG shows that TAG’s derivation rules generate trees. Tree
generation is realized by the application of adjoining rules on tree structures called

elementary trees. Formally, elementary trees can be described as I U A.
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4.2 Weak Equivalence

A grammar is said to be weakly adequate for representing a language if it captures
all and only strings of the language. Correspondingly, two grammar formalisms are said
to be weakly equivalent if they capture the strings of same languages. The grammar
formalisms we mentioned above (HG and TAG) are said to be weakly equivalent.
The equivalence of these formalisms is proved by Joshi et al. (1991),Weir (1988) and
Vijay-Shanker & Weir (1994). The equivalency class of these formalisms can be named
as Mildly Context Sensitive Grammars (MCSG) (Joshi, 1985). Joshi argues that an
MCSG has necessary and sufficient formal power to describe natural languages. The
assertion that an MCSG can capture the syntax of natural languages bases on three

characteristic properties of this class of grammars:
i. Mildly context sensitive languages are parsable in polynomial time,
ii. they have a constant growth property, and

iii. only certain kind of dependencies can be captured by MSCG. These dependency
types are those that observed in natural languages. We mentioned these depen-

dency constructions in section 4.4.

4.3 Strong Equivalence

A grammar is said to be strongly adequate, if it describes the semantic structure of
captured strings (Steedman, 2000). The relationship among the structural descriptions
of the formalisms mentioned in previous sections is another research area in compu-
tational linguistics. Deep investigation of derivation processes of natural language
formalisms, such as HG, TAG and CCG (Steedman, 2000), shows that these processes
are realized context freely. The functions defined over these formalisms (manipulation

of strings or trees) share certain properties:

e These functions are size-preserving; they do not erase or copy the structures they

manipulate.

e The function operations can be applied in a derivation regardless of the context.

These grammars can be classified as Linear Context-Free Rewriting Systems with
respect to the structural description of their derivation processes. This classification
provides a theoretical base for investigating how the languages generated by these
grammars have constant-growth property and how these languages can be recognized

in polynomial time.
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4.4 Language as a Formal System

Descriptive language studies show that context-free grammars are not adequate to
capture certain natural language aspects. The most powerful arguments are coming
from Dutch (Bresnan et al., 1982) and Swiss-German (Shieber, 1985). These languages
involve certain kind of crossing-dependencies. Before making a discussion on these
types of crossing-dependencies, we make a review of dependencies in general.

In a formal system dependencies can be nested as in Figure 4.1.

ali 32_, 33IL h3k sz b3|

I |

Figure 4.1. Nested Dependencies between 2 units

Nested dependencies can be characterized by context-free grammars.

Another dependency type is cross-serial dependency which is illustrated in Figure
4.2.

al i alj 33k bll bz} b3k
[ I | | |

Figure 4.2.  Crossing Dependencies between 2 units

The language L, having that kind of dependency can simply be defined as
(11) L, = {a"b"|n > 1}

This language is context-free but context-free grammars are not strongly adequate

to describe cross-serial structures.
We just examined the cross-serial constructions whose dependency sets contain only

two elements, but in some cases more elements can be dependent as in Figure 4.3.

These dependency types are involved in such a language
(12) L, = {a"b""|In > 1}

These languages can not be generated by context-free grammars, they belong to

context-sensitive class in Chomsky hierarchy.
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al; a2 b1; b2; cl; 2

Figure 4.3. Crossing Dependencies between 3 units.

If we return to the assertion that MCSGs can describe natural languages formally
(section 4.2), then it is espected that MCSGs can capture the dependency types natural
languages possess. MCSGs can capture the dependencies illustrated in Figure 4.1
and Figure 4.2, but not the ones the MIX language (Bach, 1974) possess which are
exemplified in Figure 4.3. In MIX there are types of strings which include a collection
of letters each having an equal number of occurrences in any order. MIX is a context
sensitive language and can not be captured by MCSG because of the dependency types

it involves.
Since natural language syntax displays the types of dependencies illustrated in

Figure 4.1 and Figure 4.2, any linguistic formalism should capture such dependencies.
The following example is from Turkish showing that natural languages have nested

dependencies in syntax:
(13) Rusen, Ayse'nin; geldigini; sanmus,. ! (constructed)
Rugen thought that Ayge had come.

Dutch and Swiss-German grammars have crossing-serial dependencies. As men-
tioned above, this property of syntax constitutes the argument that context-free gram-
mars are not adequate formalisms for describing natural languages. The following ex-
ample is taken from Bresnan et al. (1982) to demonstrate the crossing-dependency in

Dutch.

(14)
a. Jan Piet Marie zag helpen zwemmen.

b. Jan, Pietj Marie;, saw, helpj swim,,

Both the nested construction in (13) and cross-serial dependency construction in
(14) are unbounded because there is no theoretical limit on the number of embeddings

in each case. In section 4.5, we make a brief discussion on discourse structure.

'The strings with the same subscript symbol constitue a dependency set.
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4.5 Formal Properties of Discourse

Lee et al. (2006) state that there exist cross-serial dependency constructions be-
tween discourse connectives and their arguments in English. They do not have an
assertion such that these constructions are unbounded. Therefore, they do not argue
that these constructions have an impact on the computational resources required to
parse discourse structure. They investigate whether these structures can be considered
as the possible departures of discourse structure from tree representation. This study
shows that the structural vs. anaphoric distinction (Webber et al., 2003) of the con-
nectives simplifies the structural description of discourse. Because, the investigation
of the crossing dependencies displays that the anaphoric resolution of the first argu-
ment of adverbials causes crossing dependencies. Since the cross-serial dependencies
in English discourse are not structural, these kind of dependencies can be factored out
in the description of syntactic structure of discourse.

Our examination of dependency constructions in Turkish discourse shows that cross-
ing dependency structures exist in Turkish discourse as well (section 3.7). We represent
this case by a manually constructed example (9). In that example, there is a kind of
bounded dependency, hence it can be captured even with a finite language. The ques-
tions “do these kind of dependencies have structural base? and if that is the case, does
Turkish discourse include unbounded crossing dependencies” are still open and should

be investigated in further studies.
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CHAPTER 5

DATA REPRESENTATION AND SPECIFICATION OF
ANNOTATION ENVIRONMENT

An important aspect of discourse understanding is figuring out the coherence rela-
tions it involves. Discourse annotation projects in general, and TDAP in specific, aim
to generate a data source which can be used in the studies of the investigation of the
nature of coherence relations. Since the final product of TDAP is intended to be as
theory-neutral as possible, it is necessary to encode all the relations in the same way,
regardless of the features of the relation elements.

TDAP also aims to provide a large scale annotated corpora for a variety of applica-
tions operating on different fields of natural language processing. In order to achieve
this, it is necessary to enrich the annotations. Therefore, the features selected as
necessary for the annotation process have great importance. Since there is no theory
independent definition of the relation notion, a completely theory-neutral annotation
scheme is not possible. Nevertheless, the ultimate goal of TDAP is to produce an-
notated data which is to a large extent theory-neutral. An annotation tool which is
designed by taking into account well-considered cases can handle all the constructions
encountered in such an annotation process. In order to gather the requirements for
such an annotation tool, it is necessary to investigate the internal structure of discourse

and the relations between the connectives and their arguments.

5.1 Data Representation

We implemented a stand-off markup technique rather than an inline method in
data structure design. Inline annotation can be described as an embedded annotation
technique in which annotations are put in the same file with the original data source.
At the beginning, we were considering to implement an XML-based inline annotation
environment. However, we changed our mind after the deep investigation of the data
structures we encountered. This section briefly introduces the reasons that prevent us

from using an inline method.
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The term XML stands for eXtensible Markup Language. It was designed to stan-
dardize data sharing over different applications. XML users can create new elements
specific to their applications, therefore the language is extensible.

XML can represent any data which can be described by a tree structure. Tree,
in computer science, is a data structure used to represent hierarchical architectures.
Trees consist of one root and linked nodes. Each node has exactly one parent; a parent
node may have several child nodes. A typical tree structure is as follows:

S

7w
—

i|s a simple tree

The elements of an XML file is defined by tags as in the example below:

<book> This is a book...</book>

Since XML, as a data representation standard, found acceptance around all over
the world for last decade, many software libraries are developed for XML processing.
Existence of useful libraries provide software developers a compact and easy to use

framework.
We explored connective-argument dependencies in Turkish discourse to investigate

whether inline XML-based markup is suitable for our purposes. In chapter 3 we
presented the dependency constructions we encountered. Among these constructions,
those that are introduced in section 3.3, section 3.4, and section 3.7 are considered as
the violations of tree structure: “Shared Argument” construction implies a unique node
with multiple parents. The construction of “Properly Contained Relation” violates
the syntax of tree representation as well because it implies overlapping in dependency
structures. Lastly, in the "Pure Crossing” case, it is necessary to associate non-adjacent
nodes which is not possible to represent by a straightforward implementation of trees.

Apart from these non-tree-like dependency constructions, we also encountered dis-
continuous text spans of arguments which also generate the relations that are not
suitable for tree representation. In (15), we see an instance of the argument span

discontinuity.

(15) Yiiri lan, dedi Katana, Ramiz’i kolundan ¢ekerek, Miskoye korkuyo!

“Hey you, move” said Katana, dragging Ramiz by the arm, “Miskoye is freaked

out”
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Conn | Argl Arg2
-erek | Yiirii ... Katana, Miskoye korkuyo | Ramiz’i ... g¢ekerek

In (15), the Argl of the connective -erek is interleaved with the second argument
Arg2.

There exist proposed algorithms for XML to deal with such kind of problematic
cases. The common characteristic of these approaches is that they divide the complex
schema into smaller and simpler schemas. The aim is to use XML’s physical structure

with no conflicts.
The following example is taken from Dipper (2005). It simply represents a conflict-

ing hierarchy:
<chunk id="ch 1"> syntactic content ...
<pros id="pros 1" >
prosodic/syntactic content ...
< /chunk >

prosodic content ...
<pros/>

Following approaches are presented in Sperberg-McQueen & Huitfeldt (2000) as
methods dealing with conflicting hierarchies in XML:

e CONCUR in SGML
CONCUR option in SGML allows a document to include concurrent hierarchical
structures. CONCUR feature is added to SGML in order to overcome overlapping
problem. This feature is specific to SGML and can not be implemented in XML.
In an SGML document, if the CONCUR option is ON, then it is possible to
define multiple hierarchies for the same data source. This can be achieved by

creating a document type definition (DTD) for each hierarchy.

Although CONCUR feature can be useful theoretically, since it is not supported
by most of standard SGML libraries, it makes too complex the parsing of the
documents. The management of the data (querying, storing etc.) is possible if

the application-specific libraries are developed.

o Milestone Elements
The start and end point of conflicting elements are marked by empty elements.

This representation marks an alternative ghost tree with empty elements.
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<chunk id—"ch 1"> syntactic content ...
<pros start id="pros 1la"/>
prosodic/syntactic content ...
< /chunk >
prosodic content ...
<pros end id="pros 1b"/>

The problem with milestone approach is that XML-based technologies like XPath

and XSLT can not deal with the free texts between milestone elements. The doc-
uments which contain free texts necessitate an extra effort to query. In addition

to this, semantic validation is impossible for such kind of documents.

Fragmentation

The element considered as less important is fragmented into smaller units.

<chunk id="ch 1"> syntactic content ...
<pros start id—"pros 1la" next—"pros 1b" />
prosodic/syntactic content ...
< /pros>
< /chunk >
<pros id="pros 1b" prev="pros 1la" >
prosodic content ...
<pros/>

The fragmented tags virtually come together in order to represent compact data,

therefore merge operation should be defined for each type of fragmented infor-
mation.

Stand-off Annotation

Stand-off markup can be described as storing annotations independent from the
data, i.e. annotations are put into a different file. Since encoded information is
not embedded into the orginal data file, it is necessary to associate data source
with this information. Stand-off annotation is a kind of redundant encoding,

because the same data source can be encoded in different files with different
levels of hierarchies.

We prefer to implement a stand-off annotation technique in our implementation.

In our usage of stand-off annotation, the text spans of annotations are stored in terms

of their character offsets. The drawback of this technique is that if the original file is

changed than previously annotated data will be meaningless. Therefore we need to

finalize our primary source data before the beginning of annotation process.
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5.2 Software Requirements of the Annotation Environment

We aim to develop a software environment not only used in annotation process
but also can be used in further analysis of annotated data. The requirements we

determined are listed below:
We expect the tool to

1. allow the annotation of discourse relation elements, i.e. discourse connectives

and their argument spans.

(16) Ortada hi¢bir ipucu yok. Ciinkii OSldiiriilen yok.

There is no clue arround. Because there is no one killed.

2. allow the annotation of connective modifiers and supplementary arguments.

(17)a. Supl Annotation: Kogsam giiciim yeter miydi? Nefesimi sonuna
dek biraksam havaya! Swprip atabilir miydim yasadiklariman tor-
tusunu tizertmden? Ya da kogmak , kagmak care miydi kurtul-
maya?

If T had run, could I succeed? If I have exhaled all my breath! Could I
cast off the residue of the things I have lived. Or, are running, escaping a

way to be free?

b. Sup2 Annotation: [..| warolan yasalara gore suglu muyduk , degil miydik?
Ya da tersinden alalim: sugsuzlugumuzu, varolan yasalara
gore mi savunacaktik, yoksa toplumun gelismesine gore mi?

According to existing laws, were we guilty or not? Or let’s take obversely,
would we have defend ourselves in respect of existing laws or development

of the society?

¢. Modifier Annotation: Albert Camus'niin "Idam" adli kitabinda anlattig
gibi, idam cezast caydiricy olmaz. Tam aksine, "facia" ve "martir"
duygulari, militan hareketlerde 6liimii gdze alan yeni eylemciler
yaratabilir. 3

As Albert Camus told in his book "Execution", death penalty can not be

dissuasive. On the contrary, feelings of disaster and martir can create new

activists who can risk their lives in militant actions.

'Sup1 is both in italics and boldface
2Sup?2 is both in italics and boldface

3Modifier is in boldface and underlined
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3. allow the addition of new markable features in order to enrich the annotated
data.

4. allow the definition of implicit connectives and annotation of their elements.

5. allow the entering of grammatical class that the connective belongs to. This
feature can be used to observe the differences in the cases where the same string

span of connective behaves differently:

(18) Bu deger yargilarinin 6nemli bir kaynag: ise dindir . Dolayisiyla din |
sanat hayatinda geligtirici veya engelleyici olabilir .

One of the important source of these value judgments is religion. Therefore,

religion can be improving or frustrating in the art life.

(19) 3 saat 52 dakikalik bir film olmas1 dolayisiyla da o giinlerin en uzun filmi
Ozeligini tagimaktaydi .
It had the peculiarity of being the longest film of those days due to its 3

hours 52 minutes length.

From the discourse perspective, in these examples “dolayisiyla” functions as if it
is an adverbial in (18) and it is a subordinator in (19). The annotation of this

information is necessary for the investigation of the behaviors of connectives.

6. allow the entering of grammatical classes that the arguments belong to. This

feature can be used to investigate argument-hood notion in further studies.

7. allow the marking of the sense of the connective. Sense of a connective describes
how its arguments are semantically related. Discourse connectives can have
more than one meaning. Since to get the correct semantic interpretation of the
relation, we need to get the correct sense of the connective. In this respect, the

annotation of the sense of the connective is an indispensable need. The examples

(20) Sokakta birlikte olmak i¢in sandalyemi itmen gerekiyordu. (“igin” has the
meaning of “so as to”)

You should push my chair so as to be together on the street.

(21) Tiim giiciinii kullandig1 igin ter i¢inde kalmigti. (“i¢in” has a causal mean-
ing)

She was in a lather because of the fact that she went all out.
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8. allow the annotation attribution information. Attribution can be defined as the
determination of “who has expressed each argument to a discourse connective

(the writer or some other speaker or author) and who has expressed the discourse

relation itself” (Dinesh et al., 2005).

Since Turkish verbs have a morphological agreement arker which guarantees
subject-verb agreement, attribution annotation can be an easier task for Turk-
ish. For instance in the following example, the verb of main clause “belirttiler”

displays agreement with a plural 3rd person subject:

(22) Silah denetgilerinin ve BM Guvenlik Konseyi ’ nin beklenmesi gerektigini,
aksi halde Amerika’nin savag icin mesruiyetten yoksun kalacagini

belirttiler.
For (22), we can say that the arguments of aksi halde are expressed by a plural

3rd person subject - they.4

9. allow the observation of inter-annotator agreement; agreed and disagreed parts
should be discriminated. It will be good if we can measure the agreement results

by using statistical methods such as Kappa statistics.

10. allow the querying of annotated information. The tool should be able to display
the arguments for selected connective, the overlapping segments in the discourse
etc.

11. allow the selection of overlapping text spans for different connectives, the se-
lection of discontinuous segments as connectives and arguments. In addition to
these, the tool should also allow crossing-dependencies. We introduce these cases
in the previous section and discuss how we represent the annotation data in order

to handle such situations.

*In Turkish, plural subjects can be used to refer to a single person because of the pragmatic
reasons but we ignore these usages in this discussion.
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CHAPTER 6

CONCLUSION

In this thesis, we examined the dependency structures of discourse relations on
the ground of a lexically based theory. The lexical account we adopted asserts that
discourse relations are set up by lexical items called discourse connectives. These con-
nectives are discourse-level predicates and take two discourse units as their arguments.

As a product of this thesis, we have implemented an annotation environment to be
used in an ongoing discourse level annotation project(TDAP). We modeled the data
representation of this software by following a data-driven methodology. In section
3.3, section 3.4, and section 3.7, we showed that Turkish discourse involves non-tree-
like dependency constructions. The existence of such constructions lead us to use a
stand-off annotation markup instead of an inline annotation technique.

In chapter 4, we discussed the formal aspects of discourse structure. We present
that the capturing of crossing dependencies in natural language data requires more
computational power than context free grammars have. The cross-serial dependencies
in syntax are unbounded. The example (section 3.7) we presented as an instance
of the crossing dependency construction in Turkish discourse is a kind of bounded
dependency. Since bounded constructions can be captured even with finite languages,
we should investigate whether discourse has such kind of unbounded dependencies.
Therefore, the questions “do these kind of dependencies have structural base? and if
that is the case, does Turkish discourse include unbounded crossing dependencies” are

still open and should be addressed in further studies.
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APPENDIX

USER MANUAL FOR THE ANNOTATION TOOL

To begin with the introduction to the software, it is good to know the basic tech-
nologies used in the application, which are, Xerces XML parser and Lucene Search
Library.

Getting to Know
Xerces XML Parser

Xerces XML parser is used in a variety of applications to access and maintain XML
data. It is a portable platform that enables an application to load and store XML
data in a meaningful manner. It supports different application programming interfaces
(API) like DOM and SAX. Xerces now supports most XML standards starting from
“XML 1.0” and is enriched to recognize many related versions. The parser basically
helps parsing, updating and creating XML files for programs using them as data. The
universality of the application makes it easy to take part in business projects.

Lucene Search Library

In principle, Lucene is a library dedicated to serve as a search tool in text-based
applications. The main idea behind this search library is to create an index and search
for the keywords in this index instead of all files. This approach speeds up the process,
as and index is easier to handle. In other words, the new search is held in a word-based
behaviour rather than page-based. Therefore, an index is built prior to any search,
and queries are handled via an IndexSearcher, returning the hit situations in either
one file or more files. Lucene has also its own language for making searches, allowing
the annotator to concentrate on some parts when searching as well as performing a
basic level of logic operations.

Executing the Software

The execution of the program is followed by a login screen, with fields named as
“Username”, “Text Directory”, “Index Directory”, and “Annotation Directory”. User-
name specifies the annotator’s username. The files are kept in text directory, their
index is created by the program at index directory; and annotations are saved in an-
notation directory. The “Relation Type” allows the annotator to choose from 5 types
of relations that the program can perform.
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System Settings

Username |de ma |
Text Directory |C:1.textﬂles | | Browse |
Index Directory ‘C:lindex‘ﬂles | ‘ Browse |
Annotation Directory |C:Iannotation | | Browse |
Relation Type ‘Bl'ﬁ.lt;ﬁ | ¥ ‘

| OK | | Cancel |

Figure A.1. Login Screen

Creating Index and Making Searches

Before going into searching and creating annotations, it is necessary to index the
files to be worked on. For this, the annotator can select “Index Files” tab under the
“Tools” menu. So the program indexes the files in accordance with Lucine library, and
puts the index file in its destination. The next menu, “View”, has three options. One
is Displaying function frame, where the annotator can make the annotations and save
them. The next two are used to increase and decrease font size of the file shown in the
main frame (the big one in the middle).

The text field on the top-left is keyword area, the connective to be searched for
is entered there. After clicking on the “Search” button, the program brings the files
where there is a hit situation, and lists them on the left side of the screen. This is
where the annotator clicks on one of the files, and the contents of the file is shown in
the middle text area.

The “Highlight” button is used to highlight the connective currently looked for with
a red colour. The annotator can remove highlights by clicking on the button again,
which now reads “Remove HL”.

Making Annotations

To create an annotation, we specify at least three parts, connective, argument 1
and argument 2. The rest are up to the annotator, connective modifier, supplementary
argument 1 and supplementary argument 2 are optional. How is a word specified? For
this purpose, the the word(s) are selected by dragging the Mouse from the beginning
to the end after clicking on either lead. Then, the selected field is highlighted, and by
clicking on the type, we mark a token. Others are dealt with in a similar way, and
after the annotation is done, the annotator can save it by clicking on “Add Annotation”
button on the right. The session can be saved using “Save Annotations” button.

“Clear List” button clears the current annotation list; however, the annotations are
not deleted and the session can be opened once again if it is saved before.

Saved annotations related to a file are shown on the bottom-right corner,

e EXPLICIT-ve
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ODTL Medid - Discourse Annotation Tool
 Tools | View
‘ Search Highlight H \ ‘
[ Function Frame -
‘ New Annotaiiol |
T
| comm || mop |
‘ ARG1 | | SUPP1 |
| i
‘ ARG2 | | SUPP2 |
T
‘ Add Annotation |
‘ Cancel Annotation |
conn [ mop i
0 are1 [ supp1 | Save Annofations | Clear List
. ARG2 SUPP2 =

Figure A.2. Indexing the Files

e EXPLICIT-lakin

can be two examples of annotations associated with a file. Double-clicking on one of
the annotations results in a list of three options. The annotator can show annotation
highlights as they are specified before, remove annotation highlights, or remove the
annotation itself. If the current work is not saved, and the annotator wants to work
in a different file, the program asks if it should save the current annotations.

System Requirements

Java Runtime Environment 1.6 is required and can be downloaded from:
http://java.com/en/download /manual.jsp
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Tools View

course Annotation Tool

Search word )|
ama M Search

‘ Hight ight ‘ ‘ ‘

[ File Listihugo)
[ 1 hugo te

The files the word
s encountered

ictor Hugo 26 Subat 1802'de Fransa'da dogmustur. Liseyi bitirdikten sonra kendini trnlyle
edebiyata adadi. 1824 yilinda Fransiz cosumcularninin (romantikien yayin argani olan La Muge
Francaise dergisini kurdu. Cenacle adini tasiyan cosumcu sanatgilar gevresinin lyesive onun
odak noktasi oldu. 1830-1843 arasinda enverimli diinemlerinden bitini yasadi. Romanlati, thatro
apitiari ve siirleriyle hasaridan basariya kostu. 1831'de Notre Dame de Paris (Parisin
Notredame Kilisesi) adli biiyik romanini yavimladi. 1841 yilinda Fransiz Akademisine iye segildi
Cok sevdigi kizi Leopalding'nin 1843'de bogularak dldOrillmesi Ozering, 1852ye dek yeniyapit
ermedi. 1848 Fransa Devriminden sonra parlermento Oyeligine segildi. 3. Mapaleon'un hilkimet
darbesini engellemeye galisti, basaramayinca 1851 yilinda Belgikalya kacmak zorunda kaldi

Atesli bir demokrasi ve curmburiyet yanlisi olarak imparatorluk refimini elestiren vapitiar vazdi.
18465-187 0 arasini kicik bir Ingiliz adasi alan Guemnsey'de gecirdi. O dinem yazarliginin en
Uretken yillar almustur. 1862 vilinda basyapti olan Les M\sarebles (Sefller) adii ramanini
ayirmladi. Bunu 1866'da Les Travailleurs de |a Mer (De
Rit(Gllen Adam) gibi nemli romanlari izledi

Selected file's content is
shown here,

Fransa'da Curnhurivet yeniden kurulunca Paris's din nsanin
en gizde Kisilerinden birivdi. Paris Komini'in ezilm__ .7 --slanmasi
icin cok ugrastiysada sonug alamadi. Giderek siyasal ve top\umsalvasamdan i eteglm cekti.

1885 vilinda dlim diseginde iken,

"Tantiya inaniyorurn, ahirete inaniyonm, fakat hichir Kilise papazini basimida
istarmiyorum Elem seven bitln dinya inganlarinin adnilden dualanini bekliyorum. Bu benim igin
kafidir

diyerek 22 Wayis 1884 yilinda hayata gozlerini yurrmustur.

E Function Frame

Annotations handled below

New Annotation
conn | | MOD
e
nrez || sueez

Add Bnnofation

Cancel Annotation

EXPLICIT-ama

conn | mop
0 arc1 [ supp1
ARGZ  SUPP2

Overview

Figure A.3.
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