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ABSTRACTCOMPUTATIONAL ASPECTS OF DISCOURSE ANNOTATIONBer�n Akta³M.S
., Department of Cognitive S
ien
eSupervisor: Asso
. Prof. Dr. Cem Boz³ahinDe
ember 2008, 39 pagesIn this thesis, we aim to analyze the 
omputational aspe
ts of dis
ourse annotation.Dis
ourse is not only a 
on
atenation of senten
es; in fa
t the totality of dis
ourse ismore than the sum total of the senten
es that 
onstitute it. The property that di�er-entiates dis
ourse from a set of arbitrary senten
es is de�ned as 
oheren
e. Coheren
eis established by the relations between the parts of dis
ourse. In this study, dis
ourserelations are 
onsidered to be set up by lexi
al items 
alled dis
ourse 
onne
tives.Systemati
 analysis of 
oheren
e requires an annotated 
orpus in whi
h 
oheren
erelations are en
oded. We developed an annotation environment to be used in anongoing dis
ourse level annotation proje
t whi
h aims to generate a theory-neutralsour
e of 
oheren
e relations. We followed a data-driven methodology in design of thedata stru
ture employed in the annotation software. For this reason, we examinedthe predi
ate-argument stru
ture of 
onne
tives. This analysis shows that stand-o�annotation te
hnique is more suitable than an inline method for su
h an annotationenvironment. This thesis also in
lude a brief dis
ussion on the formal impli
ations of
oheren
e relation 
onstru
tions.Keywords: Dis
ourse Annotation, Dis
ourse Conne
tive, Coheren
e Relation, Turkish
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ÖZSÖYLEM ��ARETLEMEN�N BER�MSEL YÖNLER�Ber�n Akta³Yüksek Lisans, Bili³sel Bilimler BölümüTez Yöneti
isi: Doç. Dr. Cem Boz³ahinAral�k 2008, 39 sayfaBu tezde, söylem i³aretlemenin berimsel yönlerini analiz etmeyi amaçl�yoruz. Söylemsade
e 
ümlelerin bir birle³imi de§ildir, asl�nda söylemin tümü bile³imindeki her birparça
�§�n toplam�ndan daha fazlas�d�r. Söylemi herhangi bir 
ümleler kümesindenay�ran özellik "ba§da³�kl�k" olarak tan�mlan�r. Ba§da³�kl�k, söylemin parçalar� aras�n-daki ili³kiler
e sa§lan�r. Bu çal�³mada, söylem için söz
üksel (lexi
alized) bir yak-la³�m kullanarak söylem ili³kilerinin söylemsel ba§laçlar denen söz
üksel ö§eler ilekuruldu§unu varsay�yoruz. Ba§da³�kl�§�n sistematik analizi için ba§da³�kl�k ili³ki-lerinin i³aretlenmi³ oldu§u bir külliyata ihtiyaç vard�r. Ama
� ba§da³�kl�k ili³kilerinini³aretlenmi³ oldu§u, kuram ba§�ms�z bir veri kayna§� yaratmak olan bir söylem se-viyesinde i³aretleme projesinde kullan�lmak üzere bir i³aretleme yaz�l�m� geli³tirdik Bui³aretleme ortam�nda kullan�lan veri yap�lar�n�n tasar�m�nda veri yönelimli bir yöntemizledik. Bu amaçla, ba§laçlar�n yüklem-özne yap�s�n� in
eledik. Bu analiz bize böylebir i³aretleme ortam� için "stand o�" i³aretleme tekni§inin "inline" yönteme göre dahauygun oldu§unu gösterdi. Bu tez ba§da³�kl�k ili³ki yap�lar�n�n biçimsel(formal) imalar�üzerine k�sa bir tart�³ma da içermektedir.Anahtar Kelimeler: Söylem �³aretleme, Söylem Ba§la
�, Ba§da³�kl�k �li³kisi, Türkçe
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CHAPTER 1INTRODUCTIONCoheren
e, as a dis
ourse phenomenon, is one of the most dis
ussed 
on
epts indis
ourse area of linguisti
s. Systemati
 analysis of 
oheren
e 
ould be realized if anno-tation data of 
oheren
e relations1 do exist. This analysis will reveal how the senten
esin a text are related with ea
h other. A deep investigation of 
oheren
e phenomenoneli
its major points of human 
ommuni
ation in addition to the theoreti
al aspe
ts ofthe language. Apart from these, a good understanding of 
oheren
e will enhan
e the
omputational appli
ations of natural language su
h as information retrieval, questionanswering, text summarization, and ma
hine translation systems.Coheren
e is de�ned as the property that distinguishes dis
ourse from being anarbitrary set of senten
es. The similarities and di�eren
es of dis
ourse theories 
an berevealed by referring to their des
riptions of dis
ourse and 
oheren
e (Webber, 2006).Stru
tural a

ounts of dis
ourse have the assumption that dis
ourse has a hierar
hi
alstru
ture and 
oheren
e is a
hieved via stru
tural relations (Mann & Thompson, 1988),(Polanyi, 1996), (Las
arides & Asher, 1993), (Las
arides & Asher, 2007). In 
ontrastto stru
tural frameworks, presuppositional a

ounts 
laim that the sour
e of 
oheren
eis the non-stru
tural 
ohesive links between dis
ourse units (Halliday & Hasan, 1976).There are also hybrid a

ounts whi
h assign a stru
ture to dis
ourse but also 
laim thatthere exist anaphori
 relations as well as stru
tural relations in a dis
ourse (Webber,2004).The main aim of this thesis is to present 
omputational aspe
ts of dis
ourse an-notation on the basis of a lexi
ally grounded approa
h to dis
ourse relations. Weimplemented an annotation tool to be used in the annotations of ongoing dis
ourselevel annotation proje
t2 (TDAP). For English there exist large s
ale dis
ourse levelannotation resour
es like RST TreeBank (Carlson et al., 2003), Dis
ourse GraphBank1In this thesis, 
oheren
e relations refer to informational relations in dis
ourse and we usethe terms �
oheren
e relation� and �dis
ourse relation� inter
hangeably throughout the thesis.2ODTÜMetin Düzeyinde �³aretlenmi³ Derlem: ODTÜ-MED�D (Yöneti
i: Prof. Dr. DenizZeyrek) 1



(Wolf et al., 2003) and PDTB (Miltsakaki et al., 2004). TDAP is the �rst attempt forTurkish. The annotation s
heme of PDTB is adopted in TDAP. The aim of TDAP isto generate a theory-neutral dis
ourse level data sour
e as a �nal produ
t. In order toa
hieve this, no spe
i�
 a

ount of dis
ourse is employed as a data gathering method-ology. The only assumption is 
oming from the lexi
al approa
h of TDAP whi
h is theassertion that dis
ourse relations are set up by lexi
al items whi
h are 
alled dis
ourse
onne
tives. All dis
ourse relations are annotated in the same way regardless of thegrammati
al 
lasses of the 
onne
tives. The investigation of dependen
y stru
tures of
onne
tives shapes the data representation of annotation.In syntax, dependen
y 
onstru
tions determine the 
omputational power requiredto 
apture the natural languages. The existen
e of unbounded 
ross-serial dependen
iesin natural language syntax ne
essitates more 
omputational resour
es than 
ontext-freegrammars have. Joshi (1985) argues that a formal grammar 
lass whi
h is slightly morepowerful than 
ontext-free grammars 
an 
apture natural languages. These 
lass ofgrammars are 
alled Mildly Context Sensitive Grammars (MCSGs). In this thesis, wein
lude a brief dis
ussion on the impli
ations of dependen
y 
onstru
tions of dis
oursefrom the view point of formal theory.The thesis is organized as follows:In 
hapter 2, we present the 
ore ideas of major dis
ourse a

ounts.Chapter 3 
ontains the examination of dependen
y stru
tures in Turkish dis
ourse.In 
hapter 4, we dis
uss formal aspe
ts of dis
ourse relations. We introdu
e formalgrammar a

ounts brie�y and dis
uss the 
on
ept of �mildly 
ontext sensitivity� onthe ground of dependen
ies.In 
hapter 5, we introdu
e our data driven design of annotation stru
tures. Wedis
uss how the 
onstru
tions presented in 
hapter 3 a�e
t our data representation. Inaddition to that, we also propose the software requirements that a dis
ourse annotationtool should 
ome with.Chapter 6 
onsists of the summary of our 
on
lusions.

2



CHAPTER 2COHERENCE AND DISCOURSE RELATIONS2.1 Halliday and Hasan (1976)Halliday & Hasan (1976) have a presuppositional approa
h to dis
ourse relations. Inthis theory, dis
ourse relations are formed by non-stru
tural links between dis
ourseunits. H&H de�ne text as a linguisti
 unit. It is a semanti
 unit rather than agrammati
al one. The 
on
ept of 'being a text' is termed as texture. We use theterms texture and 
oheren
e inter
hangeably as in Carrell (1982). Texture is a
hievedvia the 
ohesive links within the text.Cohesion 
an be des
ribed as the dependen
y of the interpretation of one dis
ourseelement to that of another one. It is a linguisti
 phenomena 
ontributing to texture.H&H de�ne �ve types of 
ohesion: referen
e, substitution, ellipsis, lexi
al 
ohesion and
onjun
tion. H&H state that the stru
ture of dis
ourse, if it exists, is di�erent fromthe stru
ture in senten
e-level:Whatever relation there is among the parts of a text - the senten
es, theparagraphs, or turns in a dialogue - it is not the same as stru
ture in theusual sense, the relation whi
h links the parts of a senten
e or a 
lause(Halliday & Hasan, 1976, 6).H&H use the term 'tie' to refer to a single instan
e of 
ohesion. A text 
an be 
har-a
terized by the number and type of ties it possesses. H&H assert that many linguisti
phenomena 
an be expounded by analyzing the 
ohesive links in texts. A

ording tothem, there are 
ertain features that should be taken into a

ount for analyzing theselinks to provide a 
omprehensive a

ount of the 
ohesion. The notion of 
ohesion 
anbest be 
hara
terized in terms of the properties of its instan
es. Sin
e H&H 
all theseinstan
es as tie, it 
an safely be asserted that text segments 
an be 
hara
terized interms of its 
ohesive properties via the 
on
ept of tie in this framework.Tie is a dire
tional 
on
ept. Sin
e ties are presuppositional links, they 
an beeither anaphori
 or 
ataphori
. The relative positions of presupposing and presupposedelements determine the dire
tion of a tie. The 
oding s
heme of any tie should 
ontain3



information on the dire
tion of the tie. The distan
e between the presupposed andpresupposing elements distinguishes ties into three 
lasses: Immediate, mediated andremote. If the presupposed element is in the immediately pre
eding senten
e, then therelated tie is referred as an immediate tie. If the presupposed element is distant and itis also 
ohesive, a 
hain of 
ohesive presuppositions may have to be followed in orderto rea
h the target item. This kind of tie is 
alled as mediated tie. And the last typeof tie whi
h is the remote 
lass is referred when the presupposed element is distant andthere is no intermediate referen
es to that element. This 
lassi�
ation suggests that atie 
an be both mediated and remote at the same time. Any linguisti
 analysis of tiesshould take this 
lassi�
ation into a

ount, therefore 
oding s
heme of the notion of tiealso involves the type of tie. Lastly, the presupposed element should also be marked.2.2 Rhetori
al Stru
ture Theory (RST)RST (Mann & Thompson, 1988) is established on the 
on
eption that text hasan underlying stru
ture whi
h is formed by dis
ourse relations. RST is a des
riptiveapproa
h to text organization. The 
entral 
on
epts in RST are rhetori
al relations.Text 
oheren
e is the notion that di�erentiates the text from a set of arbitrary senten
esand it is established by rhetori
al relations. Atomi
 units of text pro
essing are 
lausesor larger units 
omposed of 
lauses and there is a requirement that these units musthave no overlapping parts. The aim of the RST analysis is to span the whole text and
onstru
t a unique tree whi
h 
overs the stru
ture of whole text. An RST tree doesn'thave to be a binary tree; a relation between two or more dis
ourse units is allowed.As in syntax, any dis
ourse element is part of only one larger element.In RST, there are two levels of "building blo
ks" that o

ur in texts. First leveldeals with "nu
learity", and the se
ond level deals with s
hemas. Nu
learity is themeasure of the importan
e of the related text unit. Important units are assignedas nu
leus and the others are satellites. Ea
h text unit is assigned a status whi
hrepresents its nu
learity. Relations that o

ur between equally important elements are
alled as symmetri
al relations. They are asymmetri
al in other 
ases.The se
ond level elements of RST are s
hemas. RST s
hemas are 
ontext-free ruleswhi
h de�ne how the dis
ourse stru
ture is 
reated from text units. One of the major
onstraints of RST s
hemas is that relations hold only between adja
ent units in thetext.The RST Dis
ourse Treebank (Carlson et al., 2003) utilizes RST as a data gatheringstrategy. 385 Wall Street Journal arti
les are annotated by the following the stepsbelow:
• Text is segmented into its units. Units are non-overlapping text spans.
• The status of text units are labeled as nu
leus or satellite.
• Instan
es of previously determined set of relations are determined.4



2.3 Wolf and Gibson (2005)Wolf & Gibson (2005) have an a

ount similar to RST. Their di�eren
e lies in therepresentation of dis
ourse stru
ture. Wolf and Gibson 
laim that trees are not ade-quate data stru
tures to des
ribe the dis
ourse stru
ture (Wolf, 2005), (Wolf & Gibson,2005). Instead of tree stru
tures whi
h are set up by the relations between adja
enttext segments, Wolf and Gibson propose a dire
ted 
hain graph representation whi
hallows relations between non-adja
ent segments as well. They justify this di�eren
ewith the assertion that 
ertain parts of dis
ourse stru
ture violate the tree stru
ture.These parts involve 
rossing dependen
ies and nodes with multiple parents. Dis
ourserelations are dire
tional like those in the RST framework.Dis
ourse segments are non-overlapping text units. They 
onstitute a segmentgroup if there exist 
ommon attribution features or they share the same topi
. In thisa

ount, 
oheren
e relations 
an be established either between dis
ourse segments ora group of dis
ourse segments. Unlike RST, the relations are not re
ursive; i.e. anestablished relation does not serve as an argument for another relation. Therefore,dis
ourse stru
ture is represented by a rather �at 
hain graph. Conne
tedness of thegraph stru
ture is the measure of the 
oheren
e of the text. An un
onne
ted graphindi
ates a partially 
oherent text whi
h 
ontains unrelated dis
ourse segments.The Dis
ourse Graphbank (Wolf et al., 2003) annotation proje
t is developed uponthe theoreti
al framework of Wolf & Gibson (2005). The following steps des
ribe theannotation pro
edure of Dis
ourse Graphbank:
• Text is segmented into its units.
• Segment groupings are 
onstituted.
• Coheren
e relations are established between segments and/or group of segments.2.4 Segmented Dis
ourse Representation Theory (SDRT)SDRT (Las
arides & Asher, 1993) is another stru
tural theory of dis
ourse and itis the enri
hed version of Dis
ourse Representation Theory (DRT) with the notion ofrhetori
al stru
ture. Las
arides & Asher (1993) argue that a full a

ount of dis
ourse
an be 
aptured by modeling the intera
tion between semanti
 
ontent of texts andtheir global pragmati
 stru
ture. The stru
ture of text is 
onstru
ted by the 
oher-en
e relations between dis
ourse segments. In SRDT, the 
oheren
e relations refer toinformational relations in the text. 5



DRT is based on the paradigm of dynami
 semanti
s in whi
h meaning of a dis-
ourse is a fun
tion from a dis
ourse 
ontext to a dis
ourse 
ontext. Meaning of asenten
e is obtained from the meanings of those pre
eding it by making inferen
es notby 
ompositional means. In dis
ourse interpretation, the need for rhetori
al relationsemerges in pronoun resolution and analysis of temporal stru
ture. SDRT models thesemanti
s-pragmati
s interfa
e (Las
arides & Asher, 2007).Las
arides & Asher (1993) propose some prin
iples that governs the 
omputationof 
oheren
e relations:
• Penguin Prin
iple: A more spe
i�
 rhetori
al relation is preferred over a lessspe
i�
 one.
• Narration Prin
iple: Events are des
ribed in their temporal stru
tures.
• Push Causal Law: There exist a 
ausal relation between two events only if the
ause event is 
ompletely pre
eding the other one.
• Maximising Dis
ourse Coheren
e: Las
arides & Asher (2007) observe that 
oher-en
e quality of a text is a varying value. Therefore, in SDRT analysis, interpreta-tions that maximize the dis
ourse 
oheren
e are preferred. Dis
ourse 
oheren
evalue is a�e
ted by the number of rhetori
al relations between two dis
ourseitems. In addition to this, the resolution of anaphori
 expressions in
reases thedis
ourse 
oheren
e as well.SDRT does not allow 
rossing dependen
ies between dis
ourse segments (Wolf, 2005).On the other hand, it does not 
onstrain the number of parents that any node mayhave (Las
arides & Asher, 1991).2.5 Dis
ourse Lexi
alized TAG (D-LTAG)D-LTAG (Webber, 2004) is the extended version of LTAG for dis
ourse pro
essingpurposes. D-LTAG is a lexi
ally grounded theory whi
h asserts that dis
ourse relationsare an
hored by lexi
al elements. The lexi
al elements whi
h signal the dis
ourserelations are dis
ourse 
onne
tives. Conne
tives are dis
ourse level predi
ates andtaking two abstra
t obje
ts su
h as propositions, fa
ts, or events (Asher, 1993) asarguments. They are lexi
al items belonging to the grammati
al 
lasses of 
oordinating
onjun
tions, subordinating 
onjun
tions, subordinators, parallel 
onstru
tions anddis
ourse adverbials. 6



Webber et al. (2003) argue that dis
ourse 
onne
tives 
an be 
lassi�ed into twodi�erent 
ategories whi
h di�er in the 
onne
tion types they set up. The �rst isstru
tural 
ategory of 
onne
tives. The 
onne
tives belonging to the stru
tural 
lasstake both their arguments synta
ti
ally. The other 
ategory 
onsists of anaphori

onne
tives whi
h take only the se
ond argument synta
ti
ally and the �rst argumentis resolved anaphori
ally. The di�eren
e lies in the obtainment of semanti
s; in the
ase of stru
tural 
onne
tives, semanti
s is obtained 
ompositionally while in the 
aseof anaphori
 
onne
tives, making inferen
e is ne
essary to get the semanti
s. In thisa

ount, the stru
tural relations are represented by tree stru
ture but an additionalse
ondary stru
ture is proposed to handle the anaphori
 relations (Forbes-Riley et al.,2003).2.5.1 Penn Dis
ourse TreeBank (PDTB)Penn Dis
ourse TreeBank (Miltsakaki et al., 2004) is a large s
ale annotated 
orpusin whi
h 
oheren
e relations are en
oded. The theoreti
al framework upon whi
hPDTB builds is D-LTAG. PDTB annotations in
lude the markings of 
onne
tives andtheir argument spans. Abstra
t obje
ts 
an be linked either by expli
itly realized
onne
tives or by impli
it ones re
ognized by an inferential pro
ess. PDTB 
overspredi
ate argument stru
tures of both impli
it and expli
it 
onne
tives. Ex
ept fromthis, semanti
s of the 
onne
tives in that 
ontext and attribution-related informationon both 
onne
tives and arguments are also annotated.The data sour
e of PDTB is the Penn TreeBank (PTB) (Mar
us et al., 1993).Annotated spans are linked with 
onstituents in PTB trees. This alignment of dif-ferent levels of annotation makes possible the 
omparison of linguisti
 information fordi�erent layers of stru
tures.2.6 METU Turkish Dis
ourse Annotation Proje
t (TDAP)2.6.1 METU Turkish Corpus (MTC)MTC (Say et al., 2002) is a written sour
e of Turkish with approximately 2 millionwords. MTC 
ontains samples of 2000 words and these samples are taken from 291di�erent sour
es published after 1990. Text sour
es belong to di�erent genres in
ludingmemoirs, novels, essays, interviews and news.MTC samples are labeled with information on the author, publish date and genreof the sour
e. In addition to these, paragraph boundaries are also marked. A smallportion of MTC is annotated to 
reate a data sour
e whi
h is 
alled as METU-Saban
�TreeBank and it 
ontains morphologi
al and dependen
y features of 7262 senten
es(Atalay et al., 2003).All the natural language examples in this thesis are taken from MTC, unless statedotherwise. 7



2.6.2 METU Turkish Dis
ourse Annotation Proje
t (TDAP)TDAP aims to annotate MTC in order to obtain a dis
ourse-level resour
e. The�nal produ
t is expe
ted to be a Turkish Dis
ourse Relation Bank. In this proje
t,the lexi
ally grounded approa
h of PDTB is adopted. As in PDTB, dis
ourse rela-tions are 
onsidered to be set up by lexi
al items i.e. dis
ourse 
onne
tives and these
onne
tives are dis
ourse level predi
ates. The annotation pro
ess 
an be des
ribed asthe determination of the list of these 
onne
tives and labeling of arguments for ea
h
onne
tive. Zeyrek & Webber (2008) present how Turkish 
onne
tives are determinedand what these 
onne
tives are. The valen
y of 
onne
tives is exa
tly two for Turkish.Arguments are text spans whi
h represent abstra
t obje
ts. Abstra
t obje
ts 
an belinked either by expli
itly realized 
onne
tives or by impli
it ones re
ognized by aninferential pro
ess. TDAP, primarily, aims to annotate expli
it 
onne
tives; impli
it
onne
tive annotation will start after all expli
it 
onne
tives are annotated.

8



CHAPTER 3DEPENDENCY ANALYSIS OF DISCOURSERELATIONSTDAP has a lexi
alized approa
h to dis
ourse whi
h asserts that 
oheren
e relationsare set up by lexi
al 
onjun
tive items. These items are 
alled as 
onne
tives and theyare dis
ourse level predi
ates whi
h are taking two text units as their arguments. Inthis thesis, we follow the annotation 
onvention used in Miltsakaki et al. (2004) andZeyrek & Webber (2008): 
onne
tives, Conn, are underlined, the argument whi
h
ontains the 
onne
tive, Arg2, is in boldfa
e and the other argument, Arg1, is initali
s.TDAP follows the minimality prin
iple to limit the amount of marked text. Min-imality prin
iple enfor
es the labeling of the text spans that are ne
essary for theinterpretation of the relation. In addition to the arguments of the 
onne
tives, TDAPalso annotates the supplementary material whi
h is relevant to the relation but notne
essary for the interpretation. The supplementary material to Arg1 is labeled asSup1 and the material to Arg2 is labeled as Sup2.TDAP has no a priori assumption on the dependen
y stru
tures of the 
oheren
erelations. Therefore, we need to examine these stru
tures in order to design an anno-tation environment whi
h 
an handle the marking of all kinds of 
oheren
e relations.In addition to this, the 
omplexity of these dependen
y stru
tures also have an impa
ton the formal properties of dis
ourse. In this 
hapter, we examine the dependen
ytypes of 
oheren
e relations in Turkish.3.1 Independent RelationsThe predi
ate argument stru
ture of the 
onne
tives are independent from ea
hother. In other words, there is no overlap between the arguments of di�erent 
onne
-tives. These relation types are illustrated in Fig. 3.1 1.Here is an example of this 
ase:1In the following �gures, we use the 
onvention that Arg1Conn1 represents the �rst argu-ment of the 
onne
tive Conn1 and the other usages are straightforward.9



Figure 3.1. Independent Relations(1) Ak�nt�ya kap�l�p umulmad�k bir ge
eyi bölü³tü benimle ve bu kadarla kals�nistedi belki. Eda aç�s�ndan olay�n yorumu bu kadar yal�n olmal�. Ama e§erböyleyse benim için yorumlanmas� olanaks�z bir dü³ten ba³ka kalanyok geriye ³imdi.She was drifted with a 
urrent and shared an unexpe
ted night with me andperhaps she wanted to keep it this mu
h only. From the sight of Eda, theinterpretation of the in
ident should be that simple. However, if this is the 
ase,now there is nothing left behind for me but a dream impossible to interpret.Conn Arg1 Arg2ve Ak�nt�ya ... benimle bu kadarla ... belkiAma Eda ... olmal� benim için ... ³imdiIn (1), the relation set up by Ama is fully pre
eeded by the relation set up by ve.In other words, there is no overlap between the argument spans of the 
onne
tives veand Ama.3.2 Full EmbeddingThe text span of one 
onne
tive with its arguments 
onstitutes an argument ofanother 
onne
tive.
Figure 3.2. Full EmbeddingWe 
an exemplify the 
ase of full embedding as follows:(2)a. [..℄ madem yanl�³ bir yerde oldu§umuzu dü³ünüyoruz da do§ru denenyere asla varamaya
a§�m�z� biliyoruz , senin gibi biri nas�l böyle bir sorusorar ,[..℄ 10



b. [..℄ madem yanl�³ bir yerde oldu§umuzu dü³ünüyoruz da do§ru de-nen yere asla varamaya
a§�m�z� biliyoruz , senin gibi biri nas�l böyle bir sorusorar,[..℄[..℄ if we think that we are in a wrong pla
e, and we know that we will nevernever rea
h the right pla
e; how 
ome a person like you ask su
h a question?[..℄ Conn Arg1 Arg2madem senin gibi ... sorar yanl�³ ... biliyoruzda do§ru ... biliyoruz yanl�³ ... dü³ünüyoruzIn (2), the span of the relation headed by da 
onstitutes the Arg2 of the 
onne
tivemadem.3.3 Shared argumentThe same argument is shared by two di�erent 
onne
tives as illustrated in Figure3.3.
Figure 3.3. Shared ArgumentThe 
ase of shared argument 
an be exempli�ed as in (3):(3)a.Bu sosyo - ekonomik ve sosyo - kültürel bir de§i³im ve dönü³ümü ya³ayan vegeleneksellikten modernizme geçi³ süre
ini henüz ya³amaya ba³lam�³ olan birtoplum için normal kar³�lanabilir . Fakat Alevi toplumu dayatan modern-izm kar³�s�nda bu konumunu er geç terketmek zorunda oldu§unu vegeçmi³ ile sa§l�kl� bir hesapla³maya girip geleneksel de§er yarg�lar�n�ve sosyo - kültürel yap�s�n� köken taassubundan uzak bir ³ekilde anal-ize tabi tutmak durumunda bulundu§unu göre
ektir. Aksi haldekanaatimiz
e ikin
i gruptaki problemleri çözmeye kolay kolay muva�ak olamay-a
akt�r . Ayn� tarihsel muhasebe ve ele³tiri i³lemi , Sünni kesim için de elzemve eninde sonunda vazgeçilmez bir olgu olarak beklemektedir.11



b. Bu sosyo - ekonomik ve sosyo - kültürel bir de§i³im ve dönü³ümü ya³ayanve geleneksellikten modernizme geçi³ süre
ini henüz ya³amaya ba³lam�³ olanbir toplum için normal kar³�lanabilir . Fakat Alevi toplumu dayatan modern-izm kar³�s�nda bu konumunu er geç terketmek zorunda oldu§unu ve geçmi³ ilesa§l�kl� bir hesapla³maya girip geleneksel de§er yarg�lar�n� ve sosyo - kültürelyap�s�n� köken taassubundan uzak bir ³ekilde analize tabi tutmak durumundabulundu§unu göre
ektir. Aksi halde kanaatimiz
e ikin
i gruptaki prob-lemleri çözmeye kolay kolay muva�ak olamaya
akt�r . Ayn� tarihselmuhasebe ve ele³tiri i³lemi , Sünni kesim için de elzem ve enindesonunda vazgeçilmez bir olgu olarak beklemektedir.This 
ould be regarded as normal for a so
iety living through a so
io-e
onomi
and so
io-
ultural 
hange and transformation whi
h has just started the transi-tion from traditional so
iety to modernism. But, the Alavite so
iety will sooneror later realize that it has to abandon its position against the imposing mod-ernism and analyze its traditional value judgments and its so
io-
ultural stru
-ture by settling its a

ounts with the past in a manner away from fanati
ismabout origins. Otherwise, it will not easily su

eed in solving the problems inthe se
ond group a

ording to our opinion. The same pro
ess of a

ounting and
riti
ism of history awaits the Sunni 
ommunity as an essential and ultimatelyindispensable fa
t.Conn Arg1 Arg2Fakat bugünün ... de§erlendirmektedir Alevi toplumu... göre
ektir.Aksi halde Alevi toplumu ... göre
ektir. kanaatimiz
e ... olamaya
akt�rIn (3), the Arg2 of Fakat is same with the Arg1 of Aksi halde. In other words, the
onne
tives share the same text span as their arguments.In some situations, di�erent 
onne
tives 
an share both of their arguments as inthe 
ase of (4):(4) Dedektif roman� içinden ç�k�lmaz gibi görünen esrarl� bir 
inayetin çözümünüsundu§u için, her ³eyden ön
e mant�§a güveni ve inan
� dile getiren bir anlat�türüdür ve bundan ötürü de burjuva rasyonelli§inin edebiyattaki özühaline gelmi³tir.Unraveling the solution to a seemingly intri
ate murder mystery, the dete
tivenovel is a narrative genre whi
h primarily gives voi
e to the faith and trustin reason and being so, it has be
ome the epitome of bourgeois rationality inliterature.Conn Arg1 Arg2ve her ³eyden ön
e ... anlat� türüdür burjuva ... haline gelmi³tirbundan ötürü her ³eyden ön
e ... anlat� türüdür burjuva ... haline gelmi³tirIn (4), the relations set up by the 
onne
tives ve and bundan oturu share both oftheir arguments. 12



3.4 Properly 
ontained argumentThe argument span of one 
onne
tive en
apsulates the argument of another 
on-ne
tive but they are not equal. This kind of dependen
y relation 
an be illustrated bythe Figure 3.4.
Figure 3.4. Properly Contained ArgumentIn (5), we exemplify the 
ase of properly 
ontained argument:(5)a.Biz yasalar kar³�s�nda evli say�la
ak , ama gerçekte evli iki insan gibi de§ilde (evlilikler s�radanla³�yordu çünkü, tekdüze ve s�k�
�yd�; biz farkl� ola
akt�k),ayn� evi payla³an iki ö§ren
i gibi ya³aya
akt�k.b. Biz yasalar kar³�s�nda evli say�la
ak, ama gerçekte evli iki insan gibi de§il de (evlilikler s�radanla³�yordu çünkü, tekdüze ve s�k�
�yd�; biz farkl� ola
akt�k),ayn� evi payla³an iki ö§ren
i gibi ya³aya
akt�k.We were to be married by law, but in reality we would live as two studentssharing an apartment rather than as a really married 
ouple (marriages wereroutine be
ause they were monotonous and boring; we were to be di�erent).Conn Arg1 Arg2ama Biz ... say�la
ak gerçekte ... de§il de ayn� evi ... ya³aya
akt�kçünkü gerçekte ... de§il de evlilikler s�radanla³�yorduIn (5), the se
ond argument of ama 
overs the �rst argument of çünkü and addi-tional text span. Therefore the Arg2 of ama properly 
ontains the Arg1 of çünkü.An interesting example of this 
ase is presented in (6). This example 
omes upwith the question that whether the existen
e of attribution verbs like �dedi� as in (6)has an impa
t on su
h kind of 
onstru
tions. Sin
e this question is out of the s
ope ofthis thesis, we leave it as an open question further studies.13



(6)a.Kap�dan girdi ve söyler misin, hiç etkilenmedin mi yazd�klar�ndan?,dedi. Tersine, çok etkilendim.b. Kap�dan girdi ve söyler misin, hiç etkilenmedin mi yazd�klar�ndan?, dedi.Tersine, çok etkilendim.S/he entered through the door and said �Tell me, are you not tou
hed at all bywhat s/he wrote?�. On the 
ontrary, I am very mu
h a�e
ted.Conn Arg1 Arg2ve Kap�dan girdi söyler misin ... dediTersine hiç ... yazd�klar�ndan? çok etkilendimIn (6), the Arg2 of ve properly 
ontains the Arg1 of Tersine.3.5 Properly Contained RelationThe argument span of one 
onne
tive en
apsulates the predi
ate argument stru
tureof another 
onne
tive but they are not equal. En
apsulating argument involves moretext spans as illustrated in Figure 3.5.
Figure 3.5. Properly Contained RelationThis kind of dependen
y relations 
an be exempli�ed by (7):(7)a.Burada biz
e bir ifade bozuklu§u veya çeviri yanl�³� bahis konusu olabilir, çünküelbiseler sanki giyildi§i süre
e ve y�pranmam�³ken y�kanamaz, fakatdaha sonra y�kanabilirmi³ gibi bir anlam ta³�maktad�r.b. Burada biz
e bir ifade bozuklu§u veya çeviri yanl�³� bahis konusu olabilir, çünküelbiseler sanki giyildi§i süre
e ve y�pranmam�³ken y�kanamaz, fakat dahasonra y�kanabilirmi³ gibi bir anlam ta³�maktad�r.Here a mistake of expression or mistranslation might be the 
ase, be
ause themeaning is as if the 
lothes 
annot be washed as long as they are used and notworn out, but 
an be washed later.14



Conn Arg1 Arg2çünkü Burada ... olabilir elbiseler ... ta³�maktad�rfakat elbiseler ... y�kanamaz daha ... y�kanabilirmi³In (7), the se
ond argument of çünkü 
overs the whole relation headed by fakat and,additionally, the span of the text �gibi bir anlam ta³�maktad�r�. Hen
e, (7) involves aninstan
e of a properly 
ontained relation.3.6 Nested RelationsA relation is pla
ed between an argument and 
onne
tive of another relation asillustrated in Figure 3.6.
Figure 3.6. Nested RelationsThe example (8) is presented as an instan
e of nested relations:(8) Büyük bir masada günler
e, ge
eler
e oturup konu³a
a§�z - konu³may� unuttumdiyorum da gülüyorlar bana - ve biriniz kalk�p ³iir okuya
ak.We will sit and talk around a big table for days and nights - I say I have forgottenhow to speak and they laugh at me - and one of you will stand up and re
itepoetry. Conn Arg1 Arg2da konu³may� ... diyorum gülüyorlar banave Büyük ... konu³a
a§�z biriniz ... okuya
akIn (8), the relation headed by da is properly nested between the 
onne
tive ve and its�rst argument.3.7 Pure CrossingThe dependen
y stru
ture of a relation interleaved with the arguments or 
onne
tiveof another relation as shown in Fig. 3.7(9) is an example for this dependen
y type:15



Figure 3.7. Pure Crossing(9)a. (Constru
ted) Kitab� okumaya ba³lad�m : Okullar çoktan aç�lm�³t�. Ard�ndankap�n�n çald�§�n� duydum ama yerimden kalkmadan okumaya devamettim: Ama bu okula henüz ö§retmen atanmam�³t�.b. Kitab� okumaya ba³lad�m Okullar çoktan aç�lm�³t�. Ard�ndan kap�n�n çald�§�n�duydum ama yerimden kalkmadan okumaya devam ettim: Ama bu okulahenüz ö§retmen atanmam�³t�.I started to read the book. The s
hools had long been opened. Then, I heardthe door bell ring but I 
ontinued reading without getting up: But a tea
herhad not been appointed to this s
hool yet.Conn Arg1 Arg2Ard�ndan Kitab� okumaya ba³lad�m kap�n�n çald�§�n� ... devam ettimAma Okullar çoktan aç�lm�³t� bu okula ... atanmam�³t�The dependen
ies of the example (9) are illustrated in Figure 3.8.
Figure 3.8. The dependen
ies between Ard�ndan and its Arg1 and between Ama andits Arg1 are 
ross-serial.It is possible to observe two di�erent dependen
y 
onstru
tions mentioned in this
hapter in a single annotation. For instan
e, in the example (10), we observe both�Shared Argument� and �Pure Crossing� dependen
ies:(10)a.Olan biteni anlamaya, çözümlemeye çabal�yor, Saraybosna ku³atmas�yla or-taça§da ku³at�lan kentler, özellikle de Simon de Montfort'un Fransa'da Katar-lara kar³� giri³ti§i k�y�m aras�nda ko³utluk kuruyordu. Bosna Müslümanlar�da H�ristiyanl�k içinde bat�ni bir mezhep olan Bogomillerden geliyor-lard� çünkü. Dolay�s�yla Papan�n yüzy�llar ön
e Bogomiller ve Katarlar içinsöyledikleri onlar için de geçerliydi.16



b. Olan biteni anlamaya, çözümlemeye çabal�yor, Saraybosna ku³atmas�yla or-taça§da ku³at�lan kentler, özellikle de Simon de Montfort'un Fransa'da Katar-lara kar³� giri³ti§i k�y�m aras�nda ko³utluk kuruyordu. Bosna Müslüman-lar� da H�ristiyanl�k içinde bat�ni bir mezhep olan Bogomillerden geliyorlard�çünkü. Dolay�s�yla Papan�n yüzy�llar ön
e Bogomiller ve Katarlar içinsöyledikleri onlar için de geçerliydi.S/he is trying to understand, analyze the events, seeing parallels between theSarajevo siege and the 
ities under siege in the middle ages, espe
ially thegeno
ide of the Katars by Simon de Monfort in Fran
e. Be
ause, BosnianMuslims were also des
endents of Bogomills, a mysti
 se
t of Christianity. Thus,what the Pope had said of Katars and Bogomills 
enturies ago was also validfor them.Conn Arg1 Arg2çünkü Olan biteni ... kuruyordu Bosna ... geliyorlard�Dolay�s�yla Bosna ... geliyorlard� Papan�n ... geçerliydiThe dependen
ies of this example are illustrated in Fig. 3.9. Sin
e çünkü is 
omingafter its Arg2, a sort of 
rossing dependen
y also exists in this annotation.
Figure 3.9. The dependen
ies between çünkü and Arg1 and between Dolay�s�yla andArg1 are 
ross-serial (The Arg2 of çünkü and Arg1 of Dolay�s�yla 
over the same textspan).
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CHAPTER 4FORMAL ASPECTS OF DISCOURSEDependen
y analysis of dis
ourse elements is a good starting point for investigatinghow mu
h 
omputational power is required to des
ribe the stru
ture of dis
ourse.We utilize the 
on
eptual apparatus provided by formal language theory. We use thesub-
ategorization des
ribed in Chomsky (1956) in order to 
lassify formal languages;whi
h is known as the Chomsky hierar
hy (Table 4.1).Table 4.1. Chomsky Hierar
hyType Language Automaton Grammar0 re
ursivelyenumerable Turing ma
hine unrestri
ted1 
ontext-sensitive non-deterministi
Turing ma
hine 
ontext-sensitive2 
ontext-free non-deterministi
push-down automata 
ontext-free3 regular �nite state automata regularAll language 
lassi�
ations in Table 4.1 is a proper superset of another 
lass whi
his at a hierar
hi
ally lower position. In this manner, a Type 0 language is a propersuperset and a Type 3 language is a proper subset of other 
lasses.While trying to formalize the dis
ourse stru
ture, as a prin
iple, we follow O

am'srazor. In other words, we try to des
ribe it with the least adequate formal power.Before making a dis
ussion on dis
ourse stru
ture, we mention the properties andgenerative 
apabilities of formal 
lasses of languages.Sin
e we have a lexi
alized approa
h to dis
ourse stru
ture, we 
onsider dis
ourseas a system of symbols. These symbols are strings of 
onne
tives and their arguments.While trying to formalize this system, we bene�t from the �ndings and dis
ussions ofa well-studied environment of natural language syntax. We 
an use the impli
ations ofthe resear
h on natural language formalization. Therefore, the next se
tion is devotedto the formal des
riptions of two natural language grammars whi
h would be helpfulin further dis
oussions of this 
hapter. 18



4.1 Review of Formal Grammars4.1.1 Head Grammars (HG)HG 
an be 
onsidered as generalized 
ontext-free grammar to whi
h wrapping op-eration is added. Wrapping operation allows 
apturing dis
ontinuous 
onstituents ina language. The notion of head is introdu
ed in HG. HGs are string manipulationsystems in whi
h ea
h string is asso
iated with a head. In a formal way, HG 
an bedes
ribed as a 4-tuple G su
h that G = (V
N

, V
T
, S, P ) where

• V
N
denotes the non-terminal alphabet,

• V
T
denotes the terminal alphabet,

• S denotes the senten
e symbol in V
N
,

• P is the �nite set of produ
tion rules of the form either A → f(α
1
, ..., α

n
) or

A → α
1
where AǫV

N
, α

i
is a non-terminal or a string with a head and f is thefun
tion of 
on
atenation or wrapping.4.1.2 Tree Adjoining Grammars (TAG)A TAG is a 5- tuple G su
h that G = (V

N
, V

T
, S, I,A) where

• V
N
denotes the non-terminal alphabet,

• V
T
denotes the terminal alphabet,

• S denotes the senten
e symbol in V
N
,

• I is the �nite set of initial trees,
• A is the �nite set of auxiliary trees.The internal nodes of initial trees are non-terminals from V

N
, leaf nodes either areterminals from V

T
or empty string ε. The root of these trees is the start symbol S.Auxiliary trees have non-terminals in their internal-nodes and root. One of the leafnodes are labelled with a non-terminal whi
h is the same as the root; the other leaves
ontain either a terminal or the empty string.The des
ription of a TAG shows that TAG's derivation rules generate trees. Treegeneration is realized by the appli
ation of adjoining rules on tree stru
tures 
alledelementary trees. Formally, elementary trees 
an be des
ribed as I ∪ A.19



4.2 Weak Equivalen
eA grammar is said to be weakly adequate for representing a language if it 
apturesall and only strings of the language. Correspondingly, two grammar formalisms are saidto be weakly equivalent if they 
apture the strings of same languages. The grammarformalisms we mentioned above (HG and TAG) are said to be weakly equivalent.The equivalen
e of these formalisms is proved by Joshi et al. (1991),Weir (1988) andVijay-Shanker & Weir (1994). The equivalen
y 
lass of these formalisms 
an be namedas Mildly Context Sensitive Grammars (MCSG) (Joshi, 1985). Joshi argues that anMCSG has ne
essary and su�
ient formal power to des
ribe natural languages. Theassertion that an MCSG 
an 
apture the syntax of natural languages bases on three
hara
teristi
 properties of this 
lass of grammars:i. Mildly 
ontext sensitive languages are parsable in polynomial time,ii. they have a 
onstant growth property, andiii. only 
ertain kind of dependen
ies 
an be 
aptured by MSCG. These dependen
ytypes are those that observed in natural languages. We mentioned these depen-den
y 
onstru
tions in se
tion 4.4.4.3 Strong Equivalen
eA grammar is said to be strongly adequate, if it des
ribes the semanti
 stru
ture of
aptured strings (Steedman, 2000). The relationship among the stru
tural des
riptionsof the formalisms mentioned in previous se
tions is another resear
h area in 
ompu-tational linguisti
s. Deep investigation of derivation pro
esses of natural languageformalisms, su
h as HG, TAG and CCG (Steedman, 2000), shows that these pro
essesare realized 
ontext freely. The fun
tions de�ned over these formalisms (manipulationof strings or trees) share 
ertain properties:
• These fun
tions are size-preserving; they do not erase or 
opy the stru
tures theymanipulate.
• The fun
tion operations 
an be applied in a derivation regardless of the 
ontext.These grammars 
an be 
lassi�ed as Linear Context-Free Rewriting Systems withrespe
t to the stru
tural des
ription of their derivation pro
esses. This 
lassi�
ationprovides a theoreti
al base for investigating how the languages generated by thesegrammars have 
onstant-growth property and how these languages 
an be re
ognizedin polynomial time. 20



4.4 Language as a Formal SystemDes
riptive language studies show that 
ontext-free grammars are not adequate to
apture 
ertain natural language aspe
ts. The most powerful arguments are 
omingfrom Dut
h (Bresnan et al., 1982) and Swiss-German (Shieber, 1985). These languagesinvolve 
ertain kind of 
rossing-dependen
ies. Before making a dis
ussion on thesetypes of 
rossing-dependen
ies, we make a review of dependen
ies in general.In a formal system dependen
ies 
an be nested as in Figure 4.1.
Figure 4.1. Nested Dependen
ies between 2 unitsNested dependen
ies 
an be 
hara
terized by 
ontext-free grammars.Another dependen
y type is 
ross-serial dependen
y whi
h is illustrated in Figure4.2.
Figure 4.2. Crossing Dependen
ies between 2 unitsThe language L

1
having that kind of dependen
y 
an simply be de�ned as(11) L

1
= {a

n
b
n
|n ≥ 1}This language is 
ontext-free but 
ontext-free grammars are not strongly adequateto des
ribe 
ross-serial stru
tures.We just examined the 
ross-serial 
onstru
tions whose dependen
y sets 
ontain onlytwo elements, but in some 
ases more elements 
an be dependent as in Figure 4.3.These dependen
y types are involved in su
h a language(12) L

1
= {a

n
b
n
c
n
|n ≥ 1}These languages 
an not be generated by 
ontext-free grammars, they belong to
ontext-sensitive 
lass in Chomsky hierar
hy.21



Figure 4.3. Crossing Dependen
ies between 3 units.If we return to the assertion that MCSGs 
an des
ribe natural languages formally(se
tion 4.2), then it is espe
ted that MCSGs 
an 
apture the dependen
y types naturallanguages possess. MCSGs 
an 
apture the dependen
ies illustrated in Figure 4.1and Figure 4.2, but not the ones the MIX language (Ba
h, 1974) possess whi
h areexempli�ed in Figure 4.3. In MIX there are types of strings whi
h in
lude a 
olle
tionof letters ea
h having an equal number of o

urren
es in any order. MIX is a 
ontextsensitive language and 
an not be 
aptured by MCSG be
ause of the dependen
y typesit involves.Sin
e natural language syntax displays the types of dependen
ies illustrated inFigure 4.1 and Figure 4.2, any linguisti
 formalism should 
apture su
h dependen
ies.The following example is from Turkish showing that natural languages have nesteddependen
ies in syntax:(13) Ru³en
i
Ay³e'nin

j
geldi§ini

j
sanm�³

i
. 1 (
onstru
ted)Ru³en thought that Ay³e had 
ome.Dut
h and Swiss-German grammars have 
rossing-serial dependen
ies. As men-tioned above, this property of syntax 
onstitutes the argument that 
ontext-free gram-mars are not adequate formalisms for des
ribing natural languages. The following ex-ample is taken from Bresnan et al. (1982) to demonstrate the 
rossing-dependen
y inDut
h.(14)a. Jan Piet Marie zag helpen zwemmen.b. Jan

i
Piet

j
Marie

k
saw

i
help

j
swim

kBoth the nested 
onstru
tion in (13) and 
ross-serial dependen
y 
onstru
tion in(14) are unbounded be
ause there is no theoreti
al limit on the number of embeddingsin ea
h 
ase. In se
tion 4.5, we make a brief dis
ussion on dis
ourse stru
ture.1The strings with the same subs
ript symbol 
onstitue a dependen
y set.22



4.5 Formal Properties of Dis
ourseLee et al. (2006) state that there exist 
ross-serial dependen
y 
onstru
tions be-tween dis
ourse 
onne
tives and their arguments in English. They do not have anassertion su
h that these 
onstru
tions are unbounded. Therefore, they do not arguethat these 
onstru
tions have an impa
t on the 
omputational resour
es required toparse dis
ourse stru
ture. They investigate whether these stru
tures 
an be 
onsideredas the possible departures of dis
ourse stru
ture from tree representation. This studyshows that the stru
tural vs. anaphori
 distin
tion (Webber et al., 2003) of the 
on-ne
tives simpli�es the stru
tural des
ription of dis
ourse. Be
ause, the investigationof the 
rossing dependen
ies displays that the anaphori
 resolution of the �rst argu-ment of adverbials 
auses 
rossing dependen
ies. Sin
e the 
ross-serial dependen
iesin English dis
ourse are not stru
tural, these kind of dependen
ies 
an be fa
tored outin the des
ription of synta
ti
 stru
ture of dis
ourse.Our examination of dependen
y 
onstru
tions in Turkish dis
ourse shows that 
ross-ing dependen
y stru
tures exist in Turkish dis
ourse as well (se
tion 3.7). We representthis 
ase by a manually 
onstru
ted example (9). In that example, there is a kind ofbounded dependen
y, hen
e it 
an be 
aptured even with a �nite language. The ques-tions �do these kind of dependen
ies have stru
tural base? and if that is the 
ase, doesTurkish dis
ourse in
lude unbounded 
rossing dependen
ies� are still open and shouldbe investigated in further studies.
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CHAPTER 5DATA REPRESENTATION AND SPECIFICATION OFANNOTATION ENVIRONMENTAn important aspe
t of dis
ourse understanding is �guring out the 
oheren
e rela-tions it involves. Dis
ourse annotation proje
ts in general, and TDAP in spe
i�
, aimto generate a data sour
e whi
h 
an be used in the studies of the investigation of thenature of 
oheren
e relations. Sin
e the �nal produ
t of TDAP is intended to be astheory-neutral as possible, it is ne
essary to en
ode all the relations in the same way,regardless of the features of the relation elements.TDAP also aims to provide a large s
ale annotated 
orpora for a variety of appli
a-tions operating on di�erent �elds of natural language pro
essing. In order to a
hievethis, it is ne
essary to enri
h the annotations. Therefore, the features sele
ted asne
essary for the annotation pro
ess have great importan
e. Sin
e there is no theoryindependent de�nition of the relation notion, a 
ompletely theory-neutral annotations
heme is not possible. Nevertheless, the ultimate goal of TDAP is to produ
e an-notated data whi
h is to a large extent theory-neutral. An annotation tool whi
h isdesigned by taking into a

ount well-
onsidered 
ases 
an handle all the 
onstru
tionsen
ountered in su
h an annotation pro
ess. In order to gather the requirements forsu
h an annotation tool, it is ne
essary to investigate the internal stru
ture of dis
ourseand the relations between the 
onne
tives and their arguments.5.1 Data RepresentationWe implemented a stand-o� markup te
hnique rather than an inline method indata stru
ture design. Inline annotation 
an be des
ribed as an embedded annotationte
hnique in whi
h annotations are put in the same �le with the original data sour
e.At the beginning, we were 
onsidering to implement an XML-based inline annotationenvironment. However, we 
hanged our mind after the deep investigation of the datastru
tures we en
ountered. This se
tion brie�y introdu
es the reasons that prevent usfrom using an inline method. 24



The term XML stands for eXtensible Markup Language. It was designed to stan-dardize data sharing over di�erent appli
ations. XML users 
an 
reate new elementsspe
i�
 to their appli
ations, therefore the language is extensible.XML 
an represent any data whi
h 
an be des
ribed by a tree stru
ture. Tree,in 
omputer s
ien
e, is a data stru
ture used to represent hierar
hi
al ar
hite
tures.Trees 
onsist of one root and linked nodes. Ea
h node has exa
tly one parent; a parentnode may have several 
hild nodes. A typi
al tree stru
ture is as follows:SThis VPVis NPa simple treeThe elements of an XML �le is de�ned by tags as in the example below:<book> This is a book...</book>Sin
e XML, as a data representation standard, found a

eptan
e around all overthe world for last de
ade, many software libraries are developed for XML pro
essing.Existen
e of useful libraries provide software developers a 
ompa
t and easy to useframework.We explored 
onne
tive-argument dependen
ies in Turkish dis
ourse to investigatewhether inline XML-based markup is suitable for our purposes. In 
hapter 3 wepresented the dependen
y 
onstru
tions we en
ountered. Among these 
onstru
tions,those that are introdu
ed in se
tion 3.3, se
tion 3.4, and se
tion 3.7 are 
onsidered asthe violations of tree stru
ture: �Shared Argument� 
onstru
tion implies a unique nodewith multiple parents. The 
onstru
tion of �Properly Contained Relation� violatesthe syntax of tree representation as well be
ause it implies overlapping in dependen
ystru
tures. Lastly, in the �Pure Crossing� 
ase, it is ne
essary to asso
iate non-adja
entnodes whi
h is not possible to represent by a straightforward implementation of trees.Apart from these non-tree-like dependen
y 
onstru
tions, we also en
ountered dis-
ontinuous text spans of arguments whi
h also generate the relations that are notsuitable for tree representation. In (15), we see an instan
e of the argument spandis
ontinuity.(15) Yürü lan, dedi Katana, Ramiz'i kolundan çekerek, Miskoye korkuyo!�Hey you, move� said Katana, dragging Ramiz by the arm, �Miskoye is freakedout� 25



Conn Arg1 Arg2-erek Yürü ... Katana, Miskoye korkuyo Ramiz'i ... çekerekIn (15), the Arg1 of the 
onne
tive -erek is interleaved with the se
ond argumentArg2.There exist proposed algorithms for XML to deal with su
h kind of problemati

ases. The 
ommon 
hara
teristi
 of these approa
hes is that they divide the 
omplexs
hema into smaller and simpler s
hemas. The aim is to use XML's physi
al stru
turewith no 
on�i
ts.The following example is taken from Dipper (2005). It simply represents a 
on�i
t-ing hierar
hy:<
hunk id="
h 1"> synta
ti
 
ontent ...<pros id="pros 1">prosodi
/synta
ti
 
ontent ...</
hunk > prosodi
 
ontent ...<pros/>Following approa
hes are presented in Sperberg-M
Queen & Huitfeldt (2000) asmethods dealing with 
on�i
ting hierar
hies in XML:
• CONCUR in SGMLCONCUR option in SGML allows a do
ument to in
lude 
on
urrent hierar
hi
alstru
tures. CONCUR feature is added to SGML in order to over
ome overlappingproblem. This feature is spe
i�
 to SGML and 
an not be implemented in XML.In an SGML do
ument, if the CONCUR option is ON, then it is possible tode�ne multiple hierar
hies for the same data sour
e. This 
an be a
hieved by
reating a do
ument type de�nition (DTD) for ea
h hierar
hy.Although CONCUR feature 
an be useful theoreti
ally, sin
e it is not supportedby most of standard SGML libraries, it makes too 
omplex the parsing of thedo
uments. The management of the data (querying, storing et
.) is possible ifthe appli
ation-spe
i�
 libraries are developed.
• Milestone ElementsThe start and end point of 
on�i
ting elements are marked by empty elements.This representation marks an alternative ghost tree with empty elements.26



<
hunk id="
h 1"> synta
ti
 
ontent ...<pros start id="pros 1a"/>prosodi
/synta
ti
 
ontent ...</
hunk > prosodi
 
ontent ...<pros end id="pros 1b"/>The problem with milestone approa
h is that XML-based te
hnologies like XPathand XSLT 
an not deal with the free texts between milestone elements. The do
-uments whi
h 
ontain free texts ne
essitate an extra e�ort to query. In additionto this, semanti
 validation is impossible for su
h kind of do
uments.
• FragmentationThe element 
onsidered as less important is fragmented into smaller units.<
hunk id="
h 1"> synta
ti
 
ontent ...<pros start id="pros 1a" next="pros 1b"/>prosodi
/synta
ti
 
ontent ...</pros></
hunk ><pros id="pros 1b" prev="pros 1a">prosodi
 
ontent ...<pros/>The fragmented tags virtually 
ome together in order to represent 
ompa
t data,therefore merge operation should be de�ned for ea
h type of fragmented infor-mation.
• Stand-o� AnnotationStand-o� markup 
an be des
ribed as storing annotations independent from thedata, i.e. annotations are put into a di�erent �le. Sin
e en
oded information isnot embedded into the orginal data �le, it is ne
essary to asso
iate data sour
ewith this information. Stand-o� annotation is a kind of redundant en
oding,be
ause the same data sour
e 
an be en
oded in di�erent �les with di�erentlevels of hierar
hies.We prefer to implement a stand-o� annotation te
hnique in our implementation.In our usage of stand-o� annotation, the text spans of annotations are stored in termsof their 
hara
ter o�sets. The drawba
k of this te
hnique is that if the original �le is
hanged than previously annotated data will be meaningless. Therefore we need to�nalize our primary sour
e data before the beginning of annotation pro
ess.27



5.2 Software Requirements of the Annotation EnvironmentWe aim to develop a software environment not only used in annotation pro
essbut also 
an be used in further analysis of annotated data. The requirements wedetermined are listed below:We expe
t the tool to1. allow the annotation of dis
ourse relation elements, i.e. dis
ourse 
onne
tivesand their argument spans.(16) Ortada hiçbir ipu
u yok. Çünkü öldürülen yok.There is no 
lue arround. Be
ause there is no one killed.2. allow the annotation of 
onne
tive modi�ers and supplementary arguments.(17)a. Sup1 Annotation: Ko³sam gü
üm yeter miydi? Nefesimi sonunadek b�raksam havaya! S�y�r�p atabilir miydim ya³ad�klar�m�n tor-tusunu üzerimden? Ya da ko³mak , kaçmak çare miydi kurtul-maya? 1If I had run, 
ould I su

eed? If I have exhaled all my breath! Could I
ast o� the residue of the things I have lived. Or, are running, es
aping away to be free?b. Sup2 Annotation: [..℄ varolan yasalara göre suçlu muyduk , de§il miydik?Ya da tersinden alal�m: suçsuzlu§umuzu, varolan yasalaragöre mi savuna
akt�k, yoksa toplumun geli³mesine göre mi? 2A

ording to existing laws, were we guilty or not? Or let's take obversely,would we have defend ourselves in respe
t of existing laws or developmentof the so
iety?
. Modi�er Annotation: Albert Camus'nün "�dam" adl� kitab�nda anlatt�§�gibi, idam 
ezas� 
ayd�r�
� olmaz. Tam aksine, "fa
ia" ve "martir"duygular�, militan hareketlerde ölümü göze alan yeni eylem
ileryaratabilir. 3As Albert Camus told in his book "Exe
ution", death penalty 
an not bedissuasive. On the 
ontrary, feelings of disaster and martir 
an 
reate newa
tivists who 
an risk their lives in militant a
tions.1Sup1 is both in itali
s and boldfa
e2Sup2 is both in itali
s and boldfa
e3Modi�er is in boldfa
e and underlined 28



3. allow the addition of new markable features in order to enri
h the annotateddata.4. allow the de�nition of impli
it 
onne
tives and annotation of their elements.5. allow the entering of grammati
al 
lass that the 
onne
tive belongs to. Thisfeature 
an be used to observe the di�eren
es in the 
ases where the same stringspan of 
onne
tive behaves di�erently:(18) Bu de§er yarg�lar�n�n önemli bir kayna§� ise dindir . Dolay�s�yla din ,sanat hayat�nda geli³tiri
i veya engelleyi
i olabilir .One of the important sour
e of these value judgments is religion. Therefore,religion 
an be improving or frustrating in the art life.(19) 3 saat 52 dakikal�k bir �lm olmas� dolay�s�yla da o günlerin en uzun �lmiözeli§ini ta³�maktayd� .It had the pe
uliarity of being the longest �lm of those days due to its 3hours 52 minutes length.From the dis
ourse perspe
tive, in these examples �dolay�s�yla� fun
tions as if itis an adverbial in (18) and it is a subordinator in (19). The annotation of thisinformation is ne
essary for the investigation of the behaviors of 
onne
tives.6. allow the entering of grammati
al 
lasses that the arguments belong to. Thisfeature 
an be used to investigate argument-hood notion in further studies.7. allow the marking of the sense of the 
onne
tive. Sense of a 
onne
tive des
ribeshow its arguments are semanti
ally related. Dis
ourse 
onne
tives 
an havemore than one meaning. Sin
e to get the 
orre
t semanti
 interpretation of therelation, we need to get the 
orre
t sense of the 
onne
tive. In this respe
t, theannotation of the sense of the 
onne
tive is an indispensable need. The examples(20) Sokakta birlikte olmak için sandalyemi itmen gerekiyordu. (�için� has themeaning of �so as to�)You should push my 
hair so as to be together on the street.(21) Tüm gü
ünü kulland�§� için ter içinde kalm�³t�. (�için� has a 
ausal mean-ing)She was in a lather be
ause of the fa
t that she went all out.29



8. allow the annotation attribution information. Attribution 
an be de�ned as thedetermination of �who has expressed ea
h argument to a dis
ourse 
onne
tive(the writer or some other speaker or author) and who has expressed the dis
ourserelation itself� (Dinesh et al., 2005).Sin
e Turkish verbs have a morphologi
al agreement arker whi
h guaranteessubje
t-verb agreement, attribution annotation 
an be an easier task for Turk-ish. For instan
e in the following example, the verb of main 
lause �belirttiler�displays agreement with a plural 3rd person subje
t:(22) Silah denetçilerinin ve BM Güvenlik Konseyi ' nin beklenmesi gerekti§ini,aksi halde Amerika'n�n sava³ için me³ruiyetten yoksun kala
a§�n�belirttiler.For (22), we 
an say that the arguments of aksi halde are expressed by a plural3rd person subje
t - they.49. allow the observation of inter-annotator agreement; agreed and disagreed partsshould be dis
riminated. It will be good if we 
an measure the agreement resultsby using statisti
al methods su
h as Kappa statisti
s.10. allow the querying of annotated information. The tool should be able to displaythe arguments for sele
ted 
onne
tive, the overlapping segments in the dis
ourseet
.11. allow the sele
tion of overlapping text spans for di�erent 
onne
tives, the se-le
tion of dis
ontinuous segments as 
onne
tives and arguments. In addition tothese, the tool should also allow 
rossing-dependen
ies. We introdu
e these 
asesin the previous se
tion and dis
uss how we represent the annotation data in orderto handle su
h situations.

4In Turkish, plural subje
ts 
an be used to refer to a single person be
ause of the pragmati
reasons but we ignore these usages in this dis
ussion.30



CHAPTER 6CONCLUSIONIn this thesis, we examined the dependen
y stru
tures of dis
ourse relations onthe ground of a lexi
ally based theory. The lexi
al a

ount we adopted asserts thatdis
ourse relations are set up by lexi
al items 
alled dis
ourse 
onne
tives. These 
on-ne
tives are dis
ourse-level predi
ates and take two dis
ourse units as their arguments.As a produ
t of this thesis, we have implemented an annotation environment to beused in an ongoing dis
ourse level annotation proje
t(TDAP). We modeled the datarepresentation of this software by following a data-driven methodology. In se
tion3.3, se
tion 3.4, and se
tion 3.7, we showed that Turkish dis
ourse involves non-tree-like dependen
y 
onstru
tions. The existen
e of su
h 
onstru
tions lead us to use astand-o� annotation markup instead of an inline annotation te
hnique.In 
hapter 4, we dis
ussed the formal aspe
ts of dis
ourse stru
ture. We presentthat the 
apturing of 
rossing dependen
ies in natural language data requires more
omputational power than 
ontext free grammars have. The 
ross-serial dependen
iesin syntax are unbounded. The example (se
tion 3.7) we presented as an instan
eof the 
rossing dependen
y 
onstru
tion in Turkish dis
ourse is a kind of boundeddependen
y. Sin
e bounded 
onstru
tions 
an be 
aptured even with �nite languages,we should investigate whether dis
ourse has su
h kind of unbounded dependen
ies.Therefore, the questions �do these kind of dependen
ies have stru
tural base? and ifthat is the 
ase, does Turkish dis
ourse in
lude unbounded 
rossing dependen
ies� arestill open and should be addressed in further studies.
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APPENDIXUSER MANUAL FOR THE ANNOTATION TOOLTo begin with the introdu
tion to the software, it is good to know the basi
 te
h-nologies used in the appli
ation, whi
h are, Xer
es XML parser and Lu
ene Sear
hLibrary.Getting to KnowXer
es XML ParserXer
es XML parser is used in a variety of appli
ations to a

ess and maintain XMLdata. It is a portable platform that enables an appli
ation to load and store XMLdata in a meaningful manner. It supports di�erent appli
ation programming interfa
es(API) like DOM and SAX. Xer
es now supports most XML standards starting from�XML 1.0� and is enri
hed to re
ognize many related versions. The parser basi
allyhelps parsing, updating and 
reating XML �les for programs using them as data. Theuniversality of the appli
ation makes it easy to take part in business proje
ts.Lu
ene Sear
h LibraryIn prin
iple, Lu
ene is a library dedi
ated to serve as a sear
h tool in text-basedappli
ations. The main idea behind this sear
h library is to 
reate an index and sear
hfor the keywords in this index instead of all �les. This approa
h speeds up the pro
ess,as and index is easier to handle. In other words, the new sear
h is held in a word-basedbehaviour rather than page-based. Therefore, an index is built prior to any sear
h,and queries are handled via an IndexSear
her, returning the hit situations in eitherone �le or more �les. Lu
ene has also its own language for making sear
hes, allowingthe annotator to 
on
entrate on some parts when sear
hing as well as performing abasi
 level of logi
 operations.Exe
uting the SoftwareThe exe
ution of the program is followed by a login s
reen, with �elds named as�Username�, �Text Dire
tory�, �Index Dire
tory�, and �Annotation Dire
tory�. User-name spe
i�es the annotator's username. The �les are kept in text dire
tory, theirindex is 
reated by the program at index dire
tory; and annotations are saved in an-notation dire
tory. The �Relation Type� allows the annotator to 
hoose from 5 typesof relations that the program 
an perform.36



Figure A.1. Login S
reenCreating Index and Making Sear
hesBefore going into sear
hing and 
reating annotations, it is ne
essary to index the�les to be worked on. For this, the annotator 
an sele
t �Index Files� tab under the�Tools� menu. So the program indexes the �les in a

ordan
e with Lu
ine library, andputs the index �le in its destination. The next menu, �View�, has three options. Oneis Displaying fun
tion frame, where the annotator 
an make the annotations and savethem. The next two are used to in
rease and de
rease font size of the �le shown in themain frame (the big one in the middle).The text �eld on the top-left is keyword area, the 
onne
tive to be sear
hed foris entered there. After 
li
king on the �Sear
h� button, the program brings the �leswhere there is a hit situation, and lists them on the left side of the s
reen. This iswhere the annotator 
li
ks on one of the �les, and the 
ontents of the �le is shown inthe middle text area.The �Highlight� button is used to highlight the 
onne
tive 
urrently looked for witha red 
olour. The annotator 
an remove highlights by 
li
king on the button again,whi
h now reads �Remove HL�.Making AnnotationsTo 
reate an annotation, we spe
ify at least three parts, 
onne
tive, argument 1and argument 2. The rest are up to the annotator, 
onne
tive modi�er, supplementaryargument 1 and supplementary argument 2 are optional. How is a word spe
i�ed? Forthis purpose, the the word(s) are sele
ted by dragging the Mouse from the beginningto the end after 
li
king on either lead. Then, the sele
ted �eld is highlighted, and by
li
king on the type, we mark a token. Others are dealt with in a similar way, andafter the annotation is done, the annotator 
an save it by 
li
king on �Add Annotation�button on the right. The session 
an be saved using �Save Annotations� button.�Clear List� button 
lears the 
urrent annotation list; however, the annotations arenot deleted and the session 
an be opened on
e again if it is saved before.Saved annotations related to a �le are shown on the bottom-right 
orner,
• EXPLICIT-ve 37



Figure A.2. Indexing the Files
• EXPLICIT-lakin
an be two examples of annotations asso
iated with a �le. Double-
li
king on one ofthe annotations results in a list of three options. The annotator 
an show annotationhighlights as they are spe
i�ed before, remove annotation highlights, or remove theannotation itself. If the 
urrent work is not saved, and the annotator wants to workin a di�erent �le, the program asks if it should save the 
urrent annotations.System RequirementsJava Runtime Environment 1.6 is required and 
an be downloaded from:http://java.
om/en/download/manual.jsp
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Figure A.3. Overview
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