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ABSTRACT

A FRAMEWORK FOR RANKING AND CATEGORIZING
MEDICAL DOCUMENTS

Mohammed GH. I. AL ZAMIL
Ph.D., Department of Information Systems
Supervisor: Assist. Prof. Aysu Betin Can
Co-Supervisor: Prof. Dr. Nazife Baykal

June 2010, 161 Pages

In this dissertation, we present a framework to enhance the retrieval, ranking, and
categorization of text documents in medical domain. The contributions of this study
are the introduction of a similarity model to retrieve and rank medical text-
documents and the introduction of rule-based categorization method based on lexical

syntactic patterns features.

We formulate the similarity model by combining three features to model the
relationship among document and construct a document network. We aim to rank

retrieved documents according to their topics; making highly relevant document on

v



the top of the hit-list. We have applied this model on OHSUMED collection (TREC-
9) in order to demonstrate the performance effectiveness in terms of topical ranking,

recall, and precision metrics.

In addition, we introduce ROLEX-SP (Rules Of LEXical Syntactic Patterns); a
framework for automatically inducing rules to build text classifiers based on lexical
syntactic patterns as a set of features to categorize text-documents. The proposed
method is dedicated to solve the problem of multi-class classification and feature
imbalance problems in domain specific text documents. Furthermore, our proposed
method is able to categorize documents according to a predefined set of
characteristics such as: user-specific, domain-specific, and query-based
categorization which facilitates browsing documents in search-engines and increase
users ability to choose among relevant documents. To demonstrate the applicability
of ROLEX-SP, we have performed experiments on OHSUMED (categorization
collection). The results indicate that ROLEX-SP outperforms state-of-the-art

methods in categorizing short-text medical documents.

Keywords: Medical document, Ranking, Categorization



0z

TIBBi BELGELERIN KATEGORILENDIRILMELERI VE

SIRALANMASI ICIN BIR CERCEVE

Mohammed GH. I. AL Zamil
Doktora, Bilisim Sistemleri Boliimii
Tez Yoneticisi: Yard. Dog¢. Dr. Aysu Betin-Can
Ortak Tez Yoneticisi: Prof. Dr. Nazife Baykal

Haziran 2010, 161 sayfa

Bu tezde, tibbi alandaki yazili dokiimanlarin bilgi erisim sistemlerinde siralanmasi
ve siniflandirilmasin icin bir model ¢erceve sunulmaktadir.Bu ¢alismanin katkilar
tibbi metin belgelerinn erisim ve siralanmasi i¢in bir benzerlik modelin  ve bu
belgelerin sozlilksel sentaktik kalip oOzelliklerine dayanan bir kural- tabanlh

siiflandirma yonteminin one siiriilmeleridir.

Benzelik modelini ii¢ 0zelligi birlestirerek,belgeler ve belgelerin yapilar1 arasindaki

iligkileri bi¢imlendirmek icin formiile edilmistir. Erisilen metinleri, konularina
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dayanarak; yiiksek derecede ilgili belgeleri listenin en iist siralarina yerlestirmek
siralama amaclanmistir. Bu model OHSUMED (TREC-9) koleksiyonunda konuya
ait siralama,animsama ve hassaslik metriklerine dayanarak fayda performansini

gostermek i¢in uygulanmistir.

Ayrica, Rolex-SP (Rules of Lexical Syntactic Patterns) adinda, metin belgelerini
siniflandirmak i¢in ozellikler dizisi olarak sozliiksel sentaktik kalip Ozelliklerine
dayanan kural tabanli metin siniflandiricilarin otomatik sonug ¢ikarabilecekleri bir
metod sunmaktayiz. Onerilen yontem ¢ok sinifli tasnif problemlerini ¢6zmek ve
alana 6zel metin belgelerindek Idengesizlik alanindaki dengesizlik problemlerini
asabilmek icin Onerilmistir. Bunun yaninda sunulan metod onceden tanimlanabilen
karakteristiklere dayanarak metinleri kategorize edebilir. Bu karakteristikler i¢inde
kullaniciya 6zel tanimlamalar, alana 6zel tanimlamalar, ve arama motorlarinda belge
taramaya yardimci olup sorguyla ilgili belgeler arasinda kullanicinin secim
yapabilmesine yardimci olan sorguya dayali siralamala tanimlar1 sayilabilir Rolex-
SP uygulanabilirligini gostermek icin, OHSUMED {izerinde deneyler yapilmistir.
Sonuglar, Rolex-SP'nin kisa tibbi metin belgelerinin siralandirilmasinda, var olan

teknolojilerin son durumundan daha iyi verim verdigini géstermistir.

Anahtar kelimeler: Tibbi belge, Siralamasi, Siniflama

Vil



To The Memory of My Father
Ghazi 1. AL Zamil

viii



ACKNOWLEDGEMENT

I would like to take this opportunity to express my thanks to many people, who
helped me in a way or another, including my research advisor, co-advisor,

instructors in informatics institute, my friends in Ankara, and my family.

First of all, I would like to express my heartfelt thank to Dr. Aysu Betin-Can for her
support through out my study. Her enthusiasm, comments, and advices made me
energetic, productive, and hardworking. I will never forget the courses she taught
me, especially Software Verification and Design Patterns. “I am looking forward to
work with you on the application of Model Checking”. 1 expect to continue working

with her till the end of my academic life.

I would also like to thank our wonderful Dean and my co-supervisor Professor
Nazife Baykal. 1 did never expect to meet a nice person like her. I will never forget
her words at the end of our first meeting; “I believe in you Mohammed’. Her

directions helped us to stay on the right track.

I would like to thank my friends in Saudi and Kuwaiti embassies in Ankara and a
special thank to the ambassadors of Jordan and Oman sultanate. I would also like
to thank my close friends in Ankara: Assoc. Prof. Thabit Abdel Jawad (Cankaya

University), Maher Durnaika, Ayman Hijazi, Hisham Nasser, Wesam Abdullah,

X



Ahmad Kaddoura, and Mohammed Gharamti. We really spent and enjoyed good
and unforgettable years in Turkey. I would also like to thank my friend Songiil
Gelisken and her nephew Bahar Cetin who translated the abstract section into

Turkish.

Last, but not least, I would like to thank my mother Layla, my brother Muhanned,
and my Sisters Luma, Ruba, and Haya for supporting me. You all were great
especially after the death of my father “May Allah have Mercy Upon Him”. Thank

you so much my dearest family; thank you for being my family.



TABLE OF CONTENTS

PLAGIARISM e i
ABSTRACT ..ttt et e e e e e e e e e e e eeeeeeeeeeees iv
O ) Vi
DEDICATION L. s viii
ACKNOWLEDGEMENT ..ot X
TABLE OF CONTENTS ....oiiiieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee e Xi
LIST OF TABLES ... Xiv
LIST OF FIGURES ... . XV
LIST OF ACRONYMS AND ABBREVIATIONS .......cccocoiiiiaaas XVi
CHAPTER
1. INTRODUGCTION ....oeeiiiiiiiiiiiiiiiiieieiieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeees 1
1.1 Summary of COntribULIONS .......cccueeruiiriieinieiiieieeieee e 5
1.2 SCOPE Of this DISSEIAON vveoerveoreerereeeeeeeeeeeeeeeessseeeeseeseseseessesseeeseesesesessessseeees 6
1.3 Dissertation OULINE.........cocueiriiriiiniieieeieete e 8

X1



2. BACKGROUND ...ttt 10

2.1 Information Retrieval Problem Definition ...........cccccceeviiiiniiiiniiiiniiiiieenee, 10
2.2 Classical Information Retrieval Models.........c.cccooeeriiiniiniiiniiniiiicniceeee 11
2.1.2.1 Boolean Model ........cc.cooviiiiiiiiiiiiiiceeeeeeeee e 12
2.1.2.2 Probabilistic MOdel ...........ccoouiiiiiiiiiiiiniiiiieieeeese e 13
2.1.2.3 VeCtor MOdEl........coiiiiiiiiiiiiieeie ettt e 15
2.3 Categorization of Text DOCUMENLS............coovuieeriieeiiieeieeeiee e 16
2.3.1 Learning TEChNIQUES .......ccc.eeiriiiiniiiiiiieiiieeeitee et 18
2.3.2 Overview of Major Learning Issues in Text Categorization.................... 20
2.3.3 Lexical Syntactic Pattern...........coooveiiiiiiiiiiiiiiiiiieeeieeeee e 22
2.3.4 Rule-based CategoriZation..........ceccveeeriieeiiieeiiieeeiieeeeireeeieeesreeenereeeaneens 23
2.4 PerSONAlIZAtION ......coovuiiiiiiiiiiiieeniie ettt ettt et e aa e 24
2.4.1 Personalization Methods ...........cccoeeriiiiiiniiiiiiniiieesieceee e 24
2.4.2 Personalization TOOIS ........c.eeivuieiiiiiiiiieiiieeeiieeeee et 29
3. AMODEL BASED ON MULTI-FEATURES TO ENHANCE

MEDICAL DOCUMENT RETRIEVAL ....cccoiiiiieeeeeeeeeeee, 32
3.1 MOAEL ODBJECHIVES. ..ceeueiieeiiieeiiieeiiieeeite et etee et et s e e st e e sateeeareeesaeeenenes 34
B2 MEROM. ...ttt sttt 35
3.2.1T ASSUMPLIONS .uvvvieeiiiieeiiieeeiieeeieeesieeeseteeeeteestteessaeesssaeessseeenssaesnsseessaneens 35
3.2.2 BaSIC defINItIONS ...ceceuvvieeieiiiee ettt e e e e e e e seraeeeeas 36
3.2.3 Degree of Attractiveness FEature ..........ccoccveevviieriiieniiieeniiecniieeiee e 38
3.2.4 Mass of Document Feature............ceeeeeuviieiriiiieeeniiee e 39
3.2.5 DiStance FEAUTE .......ccccuuiiviiiiiiiiiiiie ettt 40
3.3 MediCOPOIt DESIZN ......coouiiiiiiiiiiiiiieeee e 42
3.3.1 DESIZN ISSUES ...uvveeeniiieeiiieeeiiie ettt ettt ettt bee et eesaaee s 43
3.3.2 MediCOPOIt STIUCTUTE......cccvvieeeeeiiiee ettt e e e e e e seaaeee e 43
3.3.3 Application of Personalization ............cccoeeveevrieeniiieniieeniie e 48
3.4 Experiment Setup and Results..........cccooiiiiiiiiiiiiiiiiiiceecceceeee 58
3.4.1 TREC-based EXPEeriment...........cccecueeerieeriieeiiiieeiieeeieeesieeesveeeiveesineens 59
3.4.2 Questionnaire-based EXperiment...........ccccceevvieiniiiiniiiiniieiniieeiceeeeene 67
3.4.3 Comparison with other related models...........ccccoevvveviiiiniieiniieeiieeee 79
3.5 Related WOTK ..oooeeiiieeeieeeee et et e 85
3.6 DASCUSSION. . ..eeueiiiiiieiiieiiteite ettt ettt ettt ettt ettt e bt esate e b e sareebee e 90
3.7 CONCIUSION ...tiieiiiiiieeeeiieee ettt e et e ettt e e e et e e e et eeeesstaeeeeensaeeeeennsaeeesnnnseeas 91

X1l



4. ROLEX-SP: RULE-BASED CATEGORIZATION OF

MEDICAL DOCUMENTS. ... 93
4.1 Rules of Lexical Syntactic Patterns .........c..ccecveevieniieiiieniiniienieceenee e 94
4.2 ROLEX-SP FrameworkK........c.ccccocuiriiiriiniiiiiiieeitesteeieeee et 95
4.3 Induction AIZOTIERIMS. ......cooiiiiiiiiiiiiieeeee e 97

4.3.1 LSP GENETALOT .....eoneveiuiieiieeiteeiieeieesie ettt sttt 97
4.3.2 RUIE GENETALOT .....coiuiiiiiiieiiiie ettt ettt ettt e siee e 101
4.4 Validation Phase..........coouiiiiiiiiiiiiicceceeeeee e 102
4.5 TIME COMPIEXILY ...eeeiiiiiiiiieiiiie ettt ettt e e 105
4.6 RUNNING EXAMPIE ...coovviiiiiiiiiiieeiieeeite ettt 106
4.7 Experiments and Results Analysis .......coooveiiiiiiiieiiiieiniieeeceieceeeceeeene 110
4.77.1 Benchmark COTPUS .....cccuueeeiuiieriiiieiiieeriie ettt e 110
4.77.2 Pre and POSt PrOCESSING ....cccuveeiriieiiiiiiiiiieeeiteeeite ettt e 111
4.7.3 Performance MELIIC ......cco.ueiueeriiiieeniieeieeieeee et 112
4.77.4 Experimental ReSULtS........coccueiiiiiiiiiiiiiiiiceceeceeceeeeee e 113
4.8 Related WOTK......cocuiiiiiiiiiieiieeeee e 121
A.8. 1 OLEX ...ttt ettt ettt ettt st e 123
AB2SWAP .ottt e 124
4.8.3 Sequential Covering AlZOrithms ...........cccovviiiiiiiiniiiiniiiiieceiceeecee 124
4.8.4 Decision-Tree Induction Algorithms..........cccceecvveeriieniieeniieenieeeeene 125
4.8.5 ASPECT-BASED ClassifiCation..........ccceevuieiriieeniieeniieenieeeiieeeieeeeane 126
4.9 DISCUSSION. ...uteeiteeniieeiteeite ettt ettt et et ete e st e et e e sbeesbeesbbeebeessteebeesaneenne 126
4.10 CONCIUSION ...ttt ettt esbaeesaeee s 128

5. CONCLUSION ... 130
5.1 Summary Of WOrK ......coouiiiiiiiiiiiieecee e 130
5.2 Research ContribUtiON .......cooueeiriiiiiiieiiieeeiiee ettt 131
5.3 Comments 0N RESUILS ......cc.ueriiiiiiiiiiiiiiiecceeeeeeeee e 132
5.4 Limitation and Future Work ..........cooceiiiiiiiiiiiiiieeeeceeeeeeeeeee 134

REFERENCES ... 136

APPENDICES
A. SAMPLE OF OHSUMED COLLECTION .....ccccceoviiiiiiiiiniiinicnieeieeeeeene 147
B. THE DISTRIBUTION OF TERM-FREQUENCIES IN OHSUMED............ 149
C. MESH CATEGORIES OF MEDICAL KNOWLEDGE..........ccccccceeviiennnnn. 157

CURRICULUM VITAE ... 159

Xiii



LIST OF TABLES

Table 3.1- UMLS Term Relations for The Query "breast cancer"............ccccceeuueee. 46
Table 3.2- Description of TREC-9 runs and methods...........ccccovveeiniiiiniiennieennneen. 61
Table 3.3- Retrieval Performance on TREC filtering Track (Top 5-runs)................ 61
Table 3.4- R-Precision value: Precision After R Documents Retrieved ................... 63
Table 3.5- Interpolated Precision of MIR and KELSI ..........cccoooiiiiiiiiniiieiieeee. 65
Table 3.6- Two-tailed Paired t-test on MIR and KELSI .........ccoccoiiiiiiiinnin. 66
Table 3.7- Questionnaire Participant Profile ..........ccocccooiiiiiiiiiniiiiniiiiiieiieeeeeee 67
Table 3.8- User Judgments (Medical and non-Medical) .........cccecuveeriieeniiennieennnenn. 68
Table 3.9- Precision (EXpert USETS) .....ceecvieeriieeiieeeiiieeieeeeieeeeieeesveeeneveeeeneeeeneens 73
Table 3.10- Precision (NOn-EXpert USErs) .......ccccueeeiiiiriiieeiiieinieeeieceieeeeeeeeeen 74
Table 3.11- Recall Values at Threshold of O and 0.1 .........cccceviiiiiieniiiniiniiecneee 79
Table 3.12- The list of USers’” ChOICES......cccuiriiiiiiriiiicceeeeeee e 83
Table 3.13- Reference-Count corresponding to the top 10-hits for each query ........ 84
Table 3.14- Improvement Achieved by MIR over top TREC-runs...........c.cccccueenneee. 90
Table 4.1- Lexicon of Medical TErms..........ccocuerviieniieiieniiiieenieeeeseceeeneeeeee 107
Table 4.2- Top 5-Frequent OHSUMED categories.........ccccevvveeerieeenieeerreesreennnnes 110
Table 4.3- The Results of The 5-Fold Cross Validation .........cc.cccecceeviiiiienieeneenne 116
Table 4.4- Effect of the Number of Rules on F-measure ..............ccooceevniinnennnne. 118

(MACTO F-IMEASUIE)......uvvieiiiiiiiiieiiiieeeeee et eee et ee e e e eenn 119
Table 4.6- F-measure on Each Fold ..............cccoooiiiiiieeee e, 120
Table 4.7- Improvement Achieved by ROLEX-SP.........ccccoooiiiiiiiiiiiiiiiiee. 127

Table 4.8- Statistical Student’s Paired t-Test (95% Confidence Intervals and 4-
degree Of free€dOm) ...cc..iiiiiiiiiiieeie e 128

Xiv



LIST OF FIGURES

Figure 1.1- Multi-Agent Design of the Proposed Framework ............ccccccceoviiinnieins 4
Figure 3.1- MedicoPort Design Modules ..........cocueiriiiiniiiiniiieiiieeeeeieeeiee e 42
Figure 3.2- "FINACUI" QUETY ....coouviiiiiiieiiie ettt 45
Figure 3.3- "GetRelations" QUETY .....cc.eeviiiiiiiieiiiieeiieeeiee ettt 45
Figure 3.4- Document Network Created using MIR Model............ccccceevvveenveennnenn. 48
Figure 3.5- Personalization Task.........cccccoooiiiiiiiiiiiiniceeccecee 49
Figure 3.6- Sample OHSUMED document............ccocueeriiieeniieeniieinieeeiiee e 60
Figure 3.7- Recall-PreciSion CUIVE ........cccueiiiiieiiiiieiiieeeieeeeite et 64
Figure 3.8- The Hit-list of The Query "Pregnancy" ........ccccccccvveeiiieeniiieeniieeieeeeeenn 70
Figure 3.9- The Hit-list of The Query "Getting Pregnant”..............cccccooveniinniennen. 71
Figure 3.10- The Hit-list of The Query "Enjoying Pregnancy" ...........cccccceevveennneen. 72
Figure 3.11- Precision Comparison (First 10 HitS) .......cccceeviiiieniiiiniiiiiiecieeeeee 75
Figure 3.12- Precision Comparison (First 20 HitS) .......ccccveeiiieriiieeniieeiieeiee e, 76
Figure 3.13- The First 21 hits of 'Diabetes' Query -MIR Model..........c..c.ccoeueennnen. 81
Figure 3.14- The First 21 Hits of 'Diabetes' Query -Vector Model...............cc.c...... 82
Figure 3.15- The First 14 Hits of 'Diabetes' Query -MeSH Co-Occurrence ............ 82
Figure 3.16- Reference-Counts (Rc) for the Models Understudy ...........ccceeeuveeenneen. 85
Figure 4.1- The framework of ROLEX-SP .......c.cccooiiiiiiiiiiceceecee 95
Figure 4.2- Semantic of Lexical Syntactic Patterns ...........ccocceeeviiiiniiiiniiennieenneen. 97
Figure 4.3- Example of a Lexical Syntactic Patterrn ............cccoevvveeiniiieniiienniieennenn. 98
Figure 4.4- Positive Pattern of Category C14 “Cardiovascular Diseases™.............. 111
Figure 4.5- Negative Pattern of Category C14 "Cardiovascular Diseases" ............ 112
Figure 4.6- The Distribution of Term-Frequency in Category 14...........ccccoeuvennnee. 114
Figure 4.7- Maximum Term Frequency per Category...........ocvvviviiniiiienennnnn. 115

XV



LIST OF ACRONYMS AND ABBREVIATIONS

ASP

DSN

ID3

I1S

ILP

LP

LSA

LSP

MCC
MeSH

MIR

NP
OHSUMED
PAC

RC

ROLEX

RS

TREC
TREC-EVAL
UMLS

: Active Server Page

: Document Semantic Network
: Iterative Dichotomiser

: Internet Information Server

: Inductive Logic Programming
: Label Propagation

: Latent Semantic Analysis

: Lexical Syntactic Patterns

: Multi-Class Classification

: Medical Subject Headings

: Medical Information Retrieval
: Noun Phrase

: Oregon Health Sciences University MEDLINE
: Probably Approximately Correct

: Reference count

: Rules of Lexico

: Representative Set

: Text Retrieval Conference

: TREC Evaluation Program

: Unified Medical Language System

XVi



CHAPTER 1

INTRODUCTION

A major problem in biomedical informatics involves the contextual retrieval and
ranking of medical documents. Many medical information retrieval systems restrict
their services to medical experts. However, common people tend to be more
informed to the decision processes related to their health problems. Thus, such
ordinary users search the Internet for the purpose of locating relevant information.
This situation has led to a plenty amount of medical queries on the Internet by users
who are not able to specify their needs using medical jargons. Therefore, there is an
increasing demand for effective medical information retrieval techniques and tools
to help people with no medical training in searching for health information on the

Internet [1].

As the web grows rapidly, the task of locating relevant information from multiple

sources is becoming hard. Medical search engines have been proposed to overcome



this problem by limiting the searching process to medical and health domain, such as
MedicoPort [1], PubMed [2], and WEBMD [3]. In this domain, studies in [4, 5]
showed that searching biases affect the decision of health care information
consumers. These biases resulted from the weak experience of users in medical

concepts.

Traditional information retrieval features, such as terms and phrases, have been
widely used to find similarities between documents and queries. Recent research [6]
shows that applying combined semantic features resulted in an effective retrieval

process in domain-specific information retrieval systems.

Although improvements on retrieval and ranking tasks affect the usability,
categorization of documents into classes of knowledge play a significant role to help
users choose relevant documents according to their needs. Text categorization is a
method that is capable to assign a text document under one or more class of
knowledge on the basis of its constituent text. Many machine learning methods and
techniques have been widely used to build classifiers for text categorization, using
labeled training set of data, such as K-nearest neighbors, neural networks, Bayesian,

and SVM. Detailed description of these methods can be found in [7, 8, 9].

Multi-class classification [10, 11] and feature imbalance [12, 13] are central
problems in machine learning methods to address classification of free text with

minimal labels description. Rule-based classification algorithms such as [14], [15],



[16], [17], and [18] have been used to handle these problems, but restrict features on

a vocabulary of terms and the specifications of structured labels in training dataset.

In this research, we are proposing an effective similarity model to create document
networks in a domain-specific environment; specifically in medical domain. The
proposed model is able to create a robust connectivity among documents within the
network; making the search process and ranking more effective. The strength of the
proposed mapping features resulted from the incorporation of domain ontologies to

construct the connection among documents.

In addition, we introduce ROLEX-SP (Rules Of LEXical Syntactic Patterns); a
method for automatically inducing rules to build text classifiers relies on lexical
syntactic patterns as a set of features to categorize text-documents. The proposed
method is dedicated to solve multi-class classification and feature imbalance
problems of domain specific text documents. Furthermore, our proposed method is
able to categorize documents according to a predefined set of aspects such as: user-
specific, domain-specific, and query-based categorization which facilitates browsing
documents in search-engines and increase users ability to choose among relevant
documents. For example, a medical search engine might display retrieved
documents under user-specific categories such as symptoms, diagnosis, treatment,

and medication categories.
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Figure 1.1- Multi-Agent Design of the Proposed Framework

Categorization

We have re-developed MedicoPort [1] to realize our proposed methods. Figure 1.1

shows a general view of a multi-agent design framework of MedicoPort. Our

contribution in this framework can be summarized in two phases including:

document semantic network (DSN) agent and Categorization agent.

The DSN agent represents the first phase in our study. The main goal behind

adopting this module is to construct a document network that model the relationship

among documents. Such network, then, used to rank the retrieved documents based

on their topics. In this context, the proposed similarity model has been applied to

compute the similarity among documents in the DSN.



Categorization agent is used to classify documents using little description of class
labels. We aimed to classify the retrieved hit-list into categories to facilitate
browsing relevant documents. In this context, we introduce a rule-based

categorization method that is based on lexical syntactic patterns.

Finally, we applied a personalization technique to our framework to complete the
retrieval process. The application of the personalization method takes into
consideration the need to rank classes of information into useful order according to
user interests. We track user clicks and keep information about users’ behaviors in

order to fulfill this task.

1.1 Summary of Contributions

This study aims to address the problem of ranking medical documents according to
their topics based on document semantic network structure. Our proposed solution is
a similarity model to rank documents according to their topics. Consequently, the
precision at the top documents in the hit list increased; expanding the number of

relevant documents in the hit list.

Furthermore, we introduce a rule-based categorization method to address multi-class
classification and feature imbalance problems. The goal is to categorize medical
documents after retrieval task completes into simple categories with minimal

description such as: Symptoms, diagnosis, treatment, etc. Categorizing documents



into these categories facilitate locating relevant documents, and therefore, reduces

the searching biases.

Finally, we applied a personalization technique for the purpose of ranking classes of
knowledge according to user interests. The application of this method relies on
tracking user browsing behaviour and extracting information about users browsing
patterns. The main goal is to complete the cycle of the retrieval process to include all

relevant tasks.

1.2 Scope of this Dissertation

Recently, numerous research studies have been conducted to address different
aspects of domain specific information retrieval systems; specifically in medical
domain. Chapter 2 provide a review of methods, techniques, and systems that

provide solutions to different aspects of medical information retrieval problem.

In this dissertation, we studied the effect of formalizing a similarity model to
construct a documents network based on the semantic enrichment of domain
concepts. The document network, then, ranks medical documents according based
on their relevancy to a specific query and according to their topic. The improvement

of the proposed model has been measured using recall and precision metrics.

Furthermore, we proposed a rule-based categorization method to classify medical

documents using minimal label information. In this context, our technique addresses



Multi-class classification and feature imbalance problems to categorize medical
documents. We studied the enhancement on the classification performance resulted

from applying lexical syntactic patterns.

In summary, we performed experiments on OHSUMED (Oregon Health Sciences
University MEDLINE) benchmark to evaluate the proposed techniques. In the first
experiment, we applied our similarity model to evaluate the retrieval and ranking in
terms of precision. Also, we compared our findings with the top five baselines
reported in TREC. The results indicate that the proposed model outperformed other
models. We also performed a comparison based on interpolated precision metric
with a similar method that expands concepts using MeSH metathesaurus and latent
semantic analysis. In addition, we have distributed a questionnaire among two
classes of users; medical experts and non-experts, in order to evaluate the ranking
and the relationship among successive results in the hit lists. The feedback data from
participants shows that our proposed model performs well and serves the needs of

participants.

In the second experiment, we have evaluated the proposed categorization method on
OHSUMED categories. We compared the results with state-of-the-art methods in
the literature. In addition, we performed sensitivity analysis to understand how
classification parameters affect the categorization process. The results indicate that
ROLEX-SP outperformed other methods, such as C4.5 and OLEX, when applied to

free-text medical documents with minimal label description.



1.3 Dissertation Outline

The rest of this dissertation is organized as follows: Chapter 2 exhibits background
information on the main topics covered in this dissertation. This Chapter is divided
into three parts. The first part presents the problem of information retrieval. In
addition, it provides detailed information about related theoretical work in this field.
The second part describes an overview of text categorization approaches, major
issues in text categorization, and an overview of learning algorithms. The third part
of Chapter 2 provides an overview of existing personalization methods and tools in

the literature.

Chapter 3 introduces the proposed similarity model. It includes detailed description
of the main goals to introduce this model. Furthermore, we extensively explain the
method and the design of the proposed retrieval and ranking techniques. Next
section, in this Chapter, provides detailed information about the experiment
including: experiment setup, corpus, results and comparison with related methods.
Moreover, we describe the application of personalization on MedicoPort to complete
the retrieval process. The last two sections provide a discussion of output

performance issues and a conclusion statement of this research.

Chapter 4 includes information about the categorization method introduced in this
dissertation. Section 1 introduces the concept of lexical syntactic patterns. Section 2
discusses the framework of the proposed method. Sections 3 and 4 provide detailed
algorithmic description of the induction and validation phase of the proposed

method. Section 5 describes the time complexity of the proposed learning method.



Section 6 and 7 describe the experiments performed to show the effectiveness of the

proposed technique as well as a discussion of the research outputs.

Chapter 5 represents the conclusion of our research. It includes a discussion about
the contributions of this research in academic and practical fields. Furthermore, it
discusses comments on results in addition to the research limitations and future

research.



CHAPTER 2

BACKGROUND

This Chapter provides theoretical and technical information of the main topics
covered in this dissertation. It is divided into three sections: Section 1 gives
theoretical information on information retrieval and domain specific information
retrieval problems. Section 2 has particularized to text categorization approaches
and techniques, specifically rule-based categorization. Finally, section 3 provides a

literature review of existing personalization methods and tools.

2.1 Information Retrieval Problem Definition

Information Retrieval (IR) is an application of natural language techniques that is
focuses on modeling, indexing, designing, and retrieving widely distributed
information chunks [19]. The goal behind the application of IR systems is to
facilitate obtaining interested and relevant information by IR users. Technically, the
information retrieval system is responsible to collect information that expected to be

useful according to the user’s description; user query.
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In general, two elements might affect the overall performance of the information
retrieval process: user task and the logical view of a document as a basic entity. User
task include the formalization of query and browsing documents. In other words, the
performance of an IR output increased as users formulate their needs by specifying a

set of terms, query, which reflect the semantics of the requested information.

The logical view of a document represents the definition of the key attributes of a
text document such as word, phrase, or paragraph. In the jargon of information
retrieval and data mining, researchers used the term Feature or Feature Attributes to

refer the key searching attribute.

In brief, the basic elements of the design of IR systems are: the formulation of user
query, documents attributes, retrieval process, and browsing of relevant documents.

These four elements represent an abstract view to the information retrieval problem.

2.2 Classical Information Retrieval Models

In this section, we provide description to the classical information retrieval models.
In addition, we summarize the basic mathematical definitions in order to clarify the
functionality of retrieval models in capturing correspondence between a given user

query and a set of documents.
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2.2.1 Boolean Model

The Boolean model is a plain method to retrieve information where a query is
formalized as a Boolean expression. The definition of Boolean model obeys the
semantic of set theory and Boolean algebra. An indexed term, in Boolean model, is
considered either available or not available in a document and the weight of indexed

terms takes on of the two values, 1 or 0.

The similarity between queries and indexed documents is computed as follows [19]:

“Given binary weights of indexed termsw, ; € {10} and a query q as Boolean
expression, let q,,, be the disjunctive normal form for the query q. Further, let q, . be

any of the conjunctive components ofq,,,. The similarity of a document d; to the

query q is defined as”:
1 if3G.1(G.€qg V. .e.(d)=2.(G
0 otherwise

where

gi(dj):Wi,j-

In other words, if sim(d j,q)zlthen the model considers that document dj 1S

appropriately close or similar to the query ¢ ; binary choices: relevant or irrelevant.
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In [20], a method of generalizing Boolean model has been introduced in order to
address the problem of producing partially related set of documents. The proposed
enhancement is based on attaching numeric weights to terms instead of binary ones.
Then, the similarity is computed as fractional of the number and weight of terms in a
given document. Finally, the similarity is compared with a threshold to foresee the

relevancy to a given query.

Boolean model is more efficient as a data model in comparison with informational
models. But it suffers from major problems in the field of information retrieval since
Boolean model requires exact matching; this situation leads researchers to more
sophisticated models such as vector and probabilistic models. Commercially,
Boolean models used to implement structured query languages to represent Boolean

expressions.

2.2.2 Probabilistic Model

The probabilistic information retrieval model was proposed by Robertson and Jones
[21]. It attempts to use probabilistic framework in order to solve IR problems. The
main idea is to create two sets of documents on the basis of a given probabilistic
formula. The first set represents documents that have been considered to be probably
relevant to a given user query, while the other one represent irrelevant documents
according to the given formula; clustering documents into relevant and irrelevant

ones.

The similarity between a user query and a document is calculated as follows [19]:
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“The index term weight variables are all binaryw, ; € {0,1}, w, € {0,1}. A query q
is a subset of index terms. Let R be the set of documents known to be relevant. Let

R be the complement of R. Let P(R d ;) be the probability that the document d; is

relevant to the query q and P(R | d ;) be the probability that d; is non-relevant to q.

The similarity of the document d; to the query q is defined as the ratio”:

P(RId))

— I (EQUATION 2.2)
P(R1d))

sim(d ;. q) =

P(d, | R)x P(R)

el (EQUATION 2.3)
P(d,IR)x P(R)

sim(d ;,q) =

where P(d ; | R)refers to the probability of choosing arbitrary document d; from the

set R of related text documents. Further, P(R)refers to the probability that an

arbitrary document chosen from the set of all collected documents is relevant to g.

The main advantage of this model as compared to Boolean one is its capability of
sorting documents according to their relatedness to a user query. However, the
probabilistic model still suffers from many problems. The main one is the ignorance

of term importance among other terms; the model gives all terms the same weight.
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In addition, the model has to guess the initial separation, relevant and irrelevant

documents.

2.2.3 Vector Model

The vector model (or vector space model VSM) is widely implemented in
information retrieval systems. It relies on representing documents as a vector of term
weights and computing the similarity on the basis of the distance between two
vectors; or the cosine angle. VSM was first introduced in [22]. VSM addresses the
problem of retrieving partially relevant documents by using non-binary weights to

index terms.

According to VSM, the similarity of document d; to query ¢ is calculated as follows
[19]:

“The weightw, ;associated with a pair(k;,d ;) is positive and non-binary, where k;

represents term i in a given document d;. Further, the index terms in the query are

also weighted. Let w,  be the weight associated with the pair (k;,q), wherew, , 2 0.
Then, the query vectorqis defined asq=(w, ,,w,,,....,w,,) where t is the total

number of index terms in the system. The vector for a document d; is represented

bydj=(w, ;,W, ;,....w, ;). That is”:

sim(d . q)=—t—9 (EQUATION 2.4)
! X
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'
i1 Wij XWi!q

= : (EQUATION 2.5)

\/Zi:l Wzi’j X \/ij:l wzi'q

The model represents the document and the query as two vectors. Then, it computes
the angle between these two vectors. A small angle indicates high similarity while a

large one indicates large distance between vectors.

Our work, in this research, is based on vector model as a base to compute the
similarity between vectors. Unlike traditional definition of VSM, we define more
than one feature (see Chapter 3) associated to an entity (document or query) and,
then, we compute the similarity between features using traditional vector model

definition.

2.3 Categorization of Text Documents

Categorization is the process of classifying entities into classes of knowledge. Some
resources distinguish between the classification and categorization concepts since
categorization describe the classification of text documents after the retrieval task
completes. There are three major approaches for automatic text classification Text

categorization, document clustering, and document classification [23].

1. Text categorization is the process of classifying text into classes of

information based on a training sample set. The sample training set is used to
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learn semantic and/or syntactic characteristics of text documents. Then, a
classifier is constructed to automatically categorize new incoming text
documents. In machine learning jargon, text categorization is called
supervised learning because the learning process supervised by a labeled

training set of documents.

2. Document clustering is an unsupervised learning process that does not
requires a training set. A document clustering algorithm tries to learn how to
separate similar document by, for example, measuring the distance among

them such as k-nearest neighbors algorithm

3. The library classification approach based on intellectually created controlled
vocabulary. Documents classified under categories using simple algorithms

that detect the general topic covered by them.

There are some major similarities among these approaches including text document
preprocessing and utilization of text features. On the other hand, the major
differences among them are the learning algorithm (supervised or unsupervised) and

the feature selection process.

This dissertation concerns text categorization with supervised learning algorithm to
induce text features. Next sections provide background information about common
learning techniques, major issues in learning algorithms, lexical syntactic patterns as

classification features of free text, and rule based categorization.
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2.3.1 Learning Techniques

In this section, we provide an overview of classification techniques. Decision-Tree
based, Bayesian, and classification by Backpropagation represent common
techniques in which recent research on data mining has built on. In this dissertation,
we are focusing on text categorization rather than other types of data. Thus, we
describe classical techniques learning methods to understand learning algorithms of

text based features.

2.3.1.1 Classification by decision tree

Decision tree (DT) is a data structure consists of a set of nodes and arcs. In the
jargon of decision-tree classification, non-leaf nodes represent attributes or features
while leaf nodes hold class labels. The arcs in a decision tree represent attributes
values, which control the way a learning algorithm set up a path from the root node

to one of the leaves.

The process of building a decision tree requires no domain knowledge [24]; this fact
makes decision-tree based classification very popular with respect to other
classification methods. In addition, the learning algorithm of DT-based classification
handles high dimensional data efficiently in terms of memory requirements and time

complexity.

For text categorization, decision trees have been widely used to extract rules from

training sets. DT learning algorithms implement many attribute or feature selection
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algorithms such as Information Gain and Gain Ration, which facilitate selecting
attributes to represent class labels. Consequently, the rules are constructed as logical

conditions of attribute values on paths chosen by attribute selection algorithms.

2.3.1.2 Bayesian classification

Bayesian methods rely on Bayes’ theorem; a statistical model to predict to which
class a given data record is belong to. There are two widely used versions of
Bayesian models: Naive and belief network. Both techniques implements Bayesian

statistics but they deal with attribute dependency in a different way [25].

Naive classifiers assume that the effect of one attribute is independent from the
value of other attributes in the training set. This assumption simplifies the
classification process but makes naive classifiers inefficient in domains where
attributes (or features) are naturally dependent. In text categorization, features (such
as terms) are considered naturally dependent. For instance, synonyms and antonyms

are examples of such dependency.

Bayesian belief networks are graphical models consists of variables and conditions.
The network is trained by modeling a set of example cases from the training set. In
contrast with naive Bayesian approach, belief networks assume that attribute are not
all independent; “a variable is conditionally independent of its non-descendants in

the graph”.
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2.3.1.3 Classification by Backpropagation

Backpropagation learns classes of data using neural network algorithm. The network
is a set of input and output nodes and the connections among these nodes are
weighted. The basic idea of learning in neural network is that learning by adjusting

the weights to predict classes of the input data.

A Backpropagation classifier learns correct classes by performing weights
computations in order to reduce prediction error (mean squared error) in comparison
with actual classification. The weight’s modification takes place from the data-
generation level back to the first level that accepts input; which increase the

accuracy of classification [23].

2.3.2 Overview of Major Learning Issues in Text Categorization

In this section, we describe major issues that have been noticed in domain-specific
text categorization. In contrast with other data types, these issues clearly affect the
categorization of text documents since text entities might holds semantic

connections.

2.3.2.1 Multi-Class Classification (MCC)

In data mining literature, there are two types of classification methods: binary and
multi-class classifications. Binary classification techniques assign a tuple to one of

two classes on the bases of whether it has a specific property or not. For example, a
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medical testing to determine whether a patient infected by a specific disease or not;

the property in this example is the disease.

On the other hand, multi-class classification is the process of assigning tuples to
their appropriate class among many other classes. In the common case, given n
classes, trains n classifiers, one for each class, a data-record is categorized under the
closest class in terms of positive distance [24]. In other words, the tuple is assigned

to only one class among many available ones.

As a special case, in some problems such as text categorization, an entity might be
related to more than one class at the same time. For example, suppose we want to
classify a medical document that describes the symptoms and treatment of certain
disease. Suppose, in our domain, we define three classes: Symptoms, Treatment, and
Tests. In this case, the document has to be classified into two classes at the same
time. After the learning task completes, a classifier associated with each class will
be build. In this case, a relaxed procedure is required to allow more than one

classifier to adopt this document.

In the literature of text categorization, a useful solution, in terms of performance, to
this problem is the application of rule-based categorization in which a classifier is

defined as a set of representative rules.

2.3.2.2 Feature Imbalance

Many feature selection algorithms have been proposed for the purpose of enhancing

the performance of text-based classifiers [24]. In text-based categorization, the
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dimensionality of text data is normally high. Traditional term-based features suffer
from the problem of feature imbalance [12, 13], in which the classifier biased

toward frequent terms.

Feature imbalance negatively affects the performance of text classifiers; increase the
number of misclassified documents. The application of semantic features to
categorize text documents reduces the effect of feature imbalance problem. In this
research, we study the effect of applying lexical syntactic patterns as a classification

feature.

2.3.3 Lexical Syntactic Pattern

A lexical syntactic pattern (LSP) is a natural language expression consisting of
noun-phrases and domain lexicon concepts. LSP have been proposed by [26] to
extract relations among concepts such as synonyms. In this research, we used to
extract Hearst-like patterns to construct rule-based classifiers. LSP is more robust in
representing class properties than term-based since LSP do not bias toward frequent
terms [27]; resulted in feature imbalance problem. For instance, the terms
“Symptoms” and “Diagnosis” are infrequently appear in medical documents. On the
other hand, LSP are capable to represent multi domain concepts in the same pattern
just like phrase-based representation. Unlike phrase-based, LSP is not affected by

concepts positions.
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Our hypothesis, in this research, is measuring the capability of LSP to increase the
coverage as well as the accuracy of rule-based classifiers and, at the same time,

reduce classification error resulted in term and phrase-based feature.

In this dissertation, we propose to implement lexical syntactic patterns as a
classification feature in a rule-based categorization method. Our method, called
ROLEX-SP, is the first method to apply lexical-syntactic patterns as a feature to
represent free text. Lexical syntactic patterns were able to represent single terms,
conjunctions of terms, and more complex relation among many domain concepts

that cannot be represented as a phrase.

2.3.4 Rule-based Categorization

Rule-based categorization is the process of sequentially classifying text documents
into classes of knowledge. It is sequential since classifiers attempt to learn one rule
at a time. Thus, a learning algorithm is defined to induce rules from training sets
based on some performance criteria such as: F-measure, coverage metric, or

accuracy metric.

A rule, in this context, is an expression of the form If (condition) Then (conclusion)

where, the condition part represent a logical condition consists of set of attributes;

features. The conclusion part represents the consequent of a rule.
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A learning algorithm is responsible to scan training sets for the purpose of
constructing rules. Thus, the learning algorithm must have enough information about
the classification features before the learning process starts. This information
include description of the available categories in the training sets; information that,

hopefully, uniquely identified these categories.

2.4 Personalization

Personalization is the process of tailoring search results based on a specific user’s
interests. In this section, we provide a review of common personalization methods
and tools. The literature includes two types of methods: Re-ranking and

personalization.

2.4.1 Personalization Methods

Documents re-ranking is defined as the process of sorting the set of documents
retrieved by an IR system based on a specific feature. In this subsection, we review
existing methods and algorithms of re-ranking text documents in the domain of

information retrieval and search engines.

2.4.1.1 Query-Specific Document Clustering

This method relies on the cluster assumption, which states that related documents

tend to appear in the same cluster of documents. If a specific collection of
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documents satisfied this assumption, then related documents will be apart from

irrelevant ones.

Relevant documents that might be ranked at the bottom of the retrieved hit-list
(based on inverted file) will be assembled together with other related documents (in
the same cluster), which improve the effectiveness of ranking in IR systems. The
actual effectiveness of cluster-based search is retrieving the cluster that best fit the

query [28]. The point is to consider the query as a representation of user’s interest.

The main drawback of this technique is to find the relevant cluster to a specific
query. Query-specific document clustering requires queries to be expressive; full
description of user’s needs. Thus, this technique is not effective for short-queries or

for queries that cover more than one topic (topic-overlapping).

2.4.1.2 Labeled Propagation (LP)

Labeled propagation is a semi-supervised learning algorithm to re-rank text
documents. It is semi-supervised since the learning algorithm must know few
relevant documents to a given query. The algorithm, then, propagate by exploring
the similarities among all retrieved documents; the similarity between know and

unknown ones [29].

Unlike KNN (K-nearest Neighboring), LP breaks the nearest-rule when a set of
unknown documents are close (similar) enough to each other. Specifically, the
algorithm considers unknown documents in the high-density area to cover the same

labels of each individual’s nearest known neighbor [29].
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For well known queries in some IR systems, such as question-answering systems,
this method is effective to re-rank relevant documents without users’ intervention.
But, in general IR systems, it is hard or even impossible to determine relevant

documents since user-query can not be predicted.

2.4.1.3 Graph-based Method

Graph-based re-ranking is a technique to construct a graph in which nodes represent
documents and links represent the relationship among documents. Previous works

focus on developing models to measure the relationship among documents.

Kurland and Lee [30, 31] performed re-ranking based on measures of centrality in
the graph formed by arcs induced by language model scores, through a weighted
version of PageRank algorithm and HITS-style cluster-based approach. In [32],
authors introduced a method to improve search based on a combination of results
from text search and authority ranking techniques. The proposed graph in [32],
which is called affinity graph, based on Kurland and Lee’s research with links

induced by a modified version of cosine similarity using vector space model.

In [33], authors used score regularization to adjust document retrieval re-rankings
from an initial retrieval by a semi-supervised learning method. In [34], authors built
a latent space graph based on content and explicit links information. Explicit
information is extracted through latent analysis or similar statistical methods to

represent links between documents.
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2.4.1.4 Structural Re Ranking Method

A structural re-ranking approach to ad-hoc information retrieval: The idea is to re-
sort the retrieved set of documents by investigating the asymmetric relationships
among them. They assumed the language-model arcs derived from a document
assigns high probability to the text of another document. One purpose of this method
is to avert bias toward long-text documents. The proposed re-ranking criterion based
on measures of centrality in the graphs is formed by generation links [30]. This

method requires using structured text documents.

2.4.1.5 Maximal Marginal Relevance Method

This method focuses on re-ranking documents retrieved by short-queries. The idea is
to expand short-queries according to user feedback to improve the retrieval
effectiveness of these queries. In [35], experiments have been performed to refine
the set of documents used in feedback; i.e. after retrieving the hit list, the system
shows candidate relevant documents to the user (they might be related to different
topics). Authors performed these experiments using Boolean filters constructed
manually as well as closeness restrictions. Next, they predict the relation among
terms by automatically extracting term co-occurrence information. Experimental
findings indicated that refining the collection of documents used to expand queries
improved the overall performance in terms of average precision and precision at the

top twenty retrieved documents.
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2.4.1.6 Latent Semantic Analysis (LSA)

Latent semantic analysis (LSA) [36] has been used for document representation.
Latent Dirichlet Allocation (LDA) was first introduced by [37], is a probabilistic-
based modeling relies on extracting relations among tuples in different entities. It
has been implemented on different areas including: text classification and clustering
[38], information discovery, [39] [40] and information retrieval [41]. In this model,
each topic is represented by a set of concepts in which each concept is
corresponding with a weight to quantify its contribution to the topic. In [41], authors

described large-scale information retrieval experiments by using LDA.

LSA-based method suffers from an incremental build problem. Normally adding
new documents to the corpus needs to “be folded in” to the latent representation.
Such cumulative addition is unable to catch the co-occurrences of incoming new
documents. In some cases, the algorithm disregards newly incoming terms. Thus,
the performance of the applying LSA is decreased as more documents are coming

and required a lot of computations; high complexity.
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2.4.2 Personalization Tools

In this subsection, we provide a brief description of tools that have been widely used

to personalize searching results.

2.4.2.1 Letizia

Letizia [42] is a web explorer that tracks browsing behavior of users. Letizia relies
on implicit user feedback; tracking user browsing of web pages. The tool detects
user’s clicks, and then uses a set of heuristics to construct preferences for users. For
instance, book-marking a web page is a strong indication for the user’s concerns in

that page.

2.4.2.2 NewsDude

NewsDude collects news essays using a “speech interface”. The tool harvests news
from Yahoo! News as a single source of information. The tool has a preliminary
training set of articles in which each user is interested in. This set is huge enough to
handle different cases. The length of time a user listening to articles provides
implicit indication of interest to the tool. For short-time sessions, the similarity
computations are based on classical vector space model, and for long-time sessions,

a naive Bayes classifier is used [43].
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2.4.2.3 Syskill & Webert

Syskill is software that relies on the classical profiling technique of creating users
profiles. Users provide their preferences information and the tool identifies pages of
interests according to them. The learning process starts by converting HTML source
into positive and negative indicators. Then, the tool uses a binary classifier to

separate relevant ones, such as k-nearest neighbor algorithm [44].

2.4.24 LIBRA

LIBRA is a classification method of structured text. LIBRA uses to construct its
contents by extracting product description from Amazon. LIBRA relies on
structured text; the product’s specifications are partitioned into segments in order to
deal with information in disunite manner. Such segments represent title, abstract,
and authors’ information. For more details about the advantages of applying

structured contents, see the work in [45].

2.4.2.5 IfWeb

IfWeb keeps information about users by creating a network of weighted terms. The
nodes in the network point to concepts and the links represent occurrence of these
concepts in indexed documents. ifWeb implements explicit feedback in which users
specify their needs explicitly. The tool, also, differentiate between two types of
interests: positive and negative. This way, the tool enhances the accuracy of stored

information since it considers interests as well as disinterests of users [46].
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2.4.2.6 Sitelf

Sitelf is software that induces user’s concerns from multilingual sources of
information. The learner analyzes the retrieved web pages in order to modify
profiles associated to system users. By this framework, the tool predicts the set of
documents that match the interests of a given user. SitelF is implements a semantic
network of profiles and documents just like ifWeb. The difference between both

tools is that in SitelF user interaction is not allowed [47].
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CHAPTER 3

A MODEL BASED ON MULTI-FEATURES TO

ENHANCE MEDICAL DOCUMENT RETRIEVAL

Web-wide search engines are growing in popularity as they offer a mechanism to
locate information in the Internet. Large number of Internet users accesses the
abundant web content to locate medical and health information that is of interest to
them. Recently, medical information retrieval systems gain an increased attention,
many specialized databases and tools, such as UMLS [48] (Unified Medical
Language System), have been offered to public research providing a source to
ontologies and metadata about medical terms, which opened the doors for

developing search engines targeted to medical and health domain.

In this Chapter, we present a model for extracting the semantic relation among
medical and healthcare documents. The purpose is to maximize the contextual
retrieval and ranking performance with minimum input from users. We developed

and evaluated a medical search engine that relies on a multi-features similarity
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model. The indexed documents are represented as a network that reflects the
semantic relations among documents to assess topical ranking. The proposed
technique based on expanding terms with related MeSH concepts in order to extract

relations among medical and healthcare documents

The evaluation measurements include: Recall, Precision and R-Precision. We used
OHSUMED collection to evaluate our work with runs submitted to TREC-9. We
provide a comparison with the top 5-runs, which achieved highest average precision
scores and a similar method in terms of expansion concepts with MeSH related
terms. In addition, we used a questionnaire-based evaluation for measuring the

effectiveness of the ranking task.

The results indicated that the proposed model achieved higher average precision in
compare with top-scored runs submitted to TREC-9 and achieved higher
interpolated average precision per query as compared to KELSI (Knowledge-
Enhanced Latent Semantic Indexing). Furthermore, a questionnaire-based
experiment showed that the retrieved hit-lists by the proposed model satisfied the
requests of participants. In addition, the questionnaire’s participants assessed the

relationship among successive documents as strong.

This Chapter is organized as follows: section 3.1 explicates the objectives of the
proposed model. Section 3.2 explains the methodology and mathematical
foundations of the model. Section 3.3 shows the design of MedicoPort. Section 3.4,

describes in details the experiment setup, results and comments experimental
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findings. Section 3.6 provides a discussion on the experimental results. Section 3.7

describes the contribution and a summary of the enhancements achieved.

3.1 Model Objectives

We propose an effective mapping model dedicated to the medical and healthcare
domain to create document network that relates medical documents according to the
semantic relations among them. We called this a medical information retrieval
(MIR) model. The model was inspired by the definition of gravitational force among
bodies [49]. The goal is to develop a searching method to serve the needs of non-

expert users in medical domain.

The contributions of this Chapter can be summarized as follows:

= The similarity model combines multiple semantic features to model the
relationships among documents containing medical and healthcare information.
The purpose is to overcome the frequency anomaly of traditional methods and
retrieve more accurate results by shrinking the hit-list via reduction of the

maximum number of relevant documents, which results in high precision.

= The system facilitates medical and non-medical searching by expanding user
queries with related concepts through the use of a specialized medical lexicon
and a metathesaurus. The system then attaches user queries to a network of
documents and computes similarity based on a set of predefined semantic

features.
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= The ranking method sorts highly relevant documents toward the top of the hit-
list. The ranking task is implemented on top of a semantic document network

created to rank documents according to their topics.

3.2 Method

In this section, we provide a detailed description about the assumptions and the
features that have been used to develop the similarity model. Furthermore, we also

illustrate the translation of the features into vector-space representation.

3.2.1 Assumptions

We have developed a set of assumptions to model the relationship among
documents; these assumptions have been extracted from the work of other
researchers and our observations during experiments. They can be summarized as

follows:

1. Documents that share medical concepts in their identification text (such as the
title) approximately belong to the same topic. This observation has been tested
by [50, 51]. It is approximate because these anchors might not be available or

might refer to partial relations among topics.

2. The weight of medical concepts in a document reflects the importance of the
document in the collection. A document that includes large numbers of medical

concepts as compared to non-medical terms seems more professional and
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relevant to the medical domain and, therefore, deserves a higher ranking place

than a document with fewer medical concepts.

3. Documents that share a set of medical concepts are connected to each other in a
direct relation. The higher is the number of common medical-domain concepts,
the higher is the similarity among documents. Unlike the first assumption, here
we measure the similarity among domain concepts in the whole documents; the

first assumption measures the similarity among identification text only.

To evaluate the effectiveness of the proposed model, we assume that all documents
in the sample collection belong to a single category. Whenever a new query comes,

the system considers the query as a single node and links it to its related documents.

3.2.2 Basic definitions

Definition (1) Let t be the number of all terms stored in the inverted file and k, be
a generic index term. Let K ={k,,....k,} be the set of all index terms in a collection

of documents. A weight w. . >0 is assigned to every index term k.of a document
g I 8 ry i

d;. Document d; is associated an index term vector d; represented by

- 0.5% freq,,
4 :

d;, ={w ;;w, 5w, ;}, wherew, ;=05 Xlog% (tf-idf scheme),

l

max freq,
where freq, ,is the frequency of the term k; in the query q, n;is the number of

documents in which the term k,appears, and N is the total number of documents

[19].
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For the purpose of our work, we want to extract terms relevant to the medical
domain; in other words, we want to distinguish medical terms from other generic
terms or terms from different domains. This situation leads us to define a Boolean

set to identify the class of indexed terms, medical or not.

Definition (2) Ler M ; ={m, ;,..m, ;} be a set of Boolean values (0, 1) associated
with document j in which m, ;= I indicates that term k; is a medical term and

m, ; = 0 indicates that term k; is a generic term.

To facilitate the implementation of the first feature, we define the set C, associated

with document j as containing anchor terms, that is, terms that have used in the

identification text to documents as follows.

Definition (3) Let Cj = {cl’j,...,cw‘} be a set of Boolean values (0, 1) associated
with document j in which c¢; = 1 indicates that term k; is an identification text of

document j; otherwise, c; = 0. Term k; is part of the anchor text, such as the title.

Finally, to facilitate the mathematical description of the proposed features, we define
the function p that takes a set of sets as input and produces a vector that represents
the multiplication of elements from different sets relying on the same position. This
function has been used to identify medical terms and anchor terms mathematically

by combining the set of weights d with the Boolean sets M and C.
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Definition (4) Let v={e,,...,e,} be a set of t-elements andv(i) = e, denotes the
i" element in the set v. The function p is defined as follows: p(v,,...,v,)= g, where
g is a vector in t-dimensional space such that Vi <t,g(i)=v,({)xXv,({)x...Xv, (i),
where i refers to the i" element in the sets{v,,...,v,} and thei” component of

vector g .

3.2.3 Degree of Attractiveness Feature

The first part of the model analyzes how close topics that belong to two different
documents are to each other. According to the first assumption, two documents are
considered close to each other if their titles and/or links (i.e., anchors) share some
common knowledge. For this purpose, we want to construct a vector that represents

medical identification text. For document j , we define the vector g as follows.

g, =p(C,xM,xd,) (EQUATION 3.1)

The resulting vector g, represents the weights of medical terms in the identification
text in t-dimensional space associated with document j . Notice that if a term k; is a
medical term in the document title, this implies that the values of M, ; is 1 and C; ;
is 1 as well. Otherwise, if k; is not an anchor term and/or if it is not a medical term,

the value associated with term k; in the vector g is 0.
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Given two documents d; andd;, the degree of attractiveness, which is represented

as G(d;,d;), is defined as follows.

G(d,.d;)=1+(g;*g;) (EQUATION 3.2)

which represents the Euclidian distance between vectors g, and g ; in t-dimensional

space.

3.2.4 Mass of Document Feature

A document’s mass indicates the importance of the document in the collection.
Unlike the weirdness factor defined in [52], which is directed to measure the
differences in the distribution of a specific term in domain-specific and generic text,
document’s mass measures the weight of domain terms in a specific document rather
than how the distribution of these terms affects term-weighting. According to the
second assumption, we define the scalar mass to represent this feature. For a given

documentd,, we obtain the vector of medical-terms weights from the following

function:

Ms. = p(M, xd.) (EQUATION 3.3)
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The mass of documentd,, which is represented as Mass(d, ), is computed using the

following formula.

zf_ Ms, .
Mass(d,)= == —— (EQUATION 34)

t
k=1 Whi

The goal behind this feature is to give professional documents or documents with
frequent medical terms a higher score than non-professional ones or documents with

few medical terms.

3.2.5 Distance Feature

Finally, we want to compute the distance between two given documents. Therefore,
we represent every document by a medical feature vector consisting of only medical
concepts. Then, we compute the cosine value between vectors. Therefore, to

compute the distance between two vectors from documents d; and d; represented

in t-dimensional space, we apply the following formula.

D, = p(M,xd,) (EQUATION 3.5)
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D, =pM xd,) (EQUATION 3.6)

J J J

Distance(d,,d ,)=1-(D,*D),) (EQUATION 3.7)

Because we want to create an inverse relation between overall similarity and
distance, we subtract the distance from one to compute dissimilarity. Therefore, the
lower the distance between the two domains vectors is, the higher is the similarity

between these vectors.
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3.3 MedicoPort Design

In this section, we provide a description of MedicoPort [1] design. As stated before,
we have redeveloped MedicoPort in order to integrate it with our proposed method.
In particular, the design of the modified version of MedicoPort consists of seven
modules that are responsible for receiving user queries as input, performing text
operations, expanding queries with medical related concepts, searching the inverted

file for relevant documents, and ranking the hit-list.

UMLS .

Stop-words
Elimination

- tser-Cluery

Processed Terms

Cluery Terms
Concept

Generator

Query
Expansion

Related Terms User Interface

Processed Query
A
Searching
Document g Module
Metwork
Inverted File
- Ranked-List
Ranking

—Hit List

Module

Figure 3.1- MedicoPort Design Modules
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3.3.1 Design Issues

MedicoPort has been design to take advantage of the Unified Medical Language
System (UMLS). UMLS is a specialized database that maintains medical concepts
and their semantic relationships. The main constituents UMLS are: specialist lexicon
of medical concepts, semantic network, and metathesaurus. The system uses UMLS

for crawling medical documents, indexing, and query expansion.

As a medical domain search engine, MedicoPort built on the top of a topical crawler,
called Lokman [92], which is responsible for crawling medical documents. The
design of Lokman restricts the crawler to harvest only medical documents by
choosing domain relevant hyperlinks during the crawling phase with the assistant of
UMLS. Thus, Lokman filters out irrelevant web pages, which increase the quality of

indexed documents

3.3.2 MedicoPort Structure

In this section, we provide a description of MedicoPort structured modules. The

description highlights the general specification of the design modules.

3.3.2.1 Text Operations

To reduce the set of representative words, the system eliminates stop-words using
the Princeton English stop-word list [53]. Furthermore, the stemming module is used

to diminish distinct terms to their common grammatical stems or roots. Notice that
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the inverted-index has been cleaned using stop-words during construction and

contains terms and their stems.

3.3.2.2 Query Expansion

To facilitate the searching process to non-medical users, the query expansion
module is responsible for automatic reformulation and expansion of a query with
domain concepts. The goal behind query expansion and reformulation is to make the
search engine capable to retrieve relevant documents with small amount of
information provided by a user and minimize the effect of language ambiguity

encountered by non-medical users.

As a result of applying this task, the system can retrieve documents similar to
original user’s query in addition to documents that are close to be related to the
search topic. This way, MedicoPort enables retrieving relevant documents with a

small amount of knowledge input by user’s query.

3.3.2.3 Concept Generator

The concept generator module consists of a set of functions that enable contacting
the UMLS (Unified Modelling Language System) database [48] to retrieve specific
information about these terms such as the type of terms (i.e., medical or non-

medical), synonyms, contextually-related terms, or partially-related terms.
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In particular, concept generator module accepts incoming terms from query
formulation module and formulates a UMLS query using XML format. Figure 3.2
shows an example query to retrieve the concept identifier of the concept “Breast

Cancer”. Figure 3.3 show an example query to retrieve the synonym terms.

<7dml version="1.0""=

<findCUl version="10"=

=concepth ames breast cancer </fconcepth ame=
<language = ENG </language =

<Exact >

<noSuppressibles f-

</ findCUl=

Figure 3.2 "FindCUI" Query

<?uml version="1.0"7>
<getRelations version="10">
<cui= CO033572 </cui =

<rel = SYN <fral =

</ getRelations=

Figure 3.3 ""GetRelations'' Query

The following table shows the concept relations retrieved from UMLS relevant for

the query “breast cancer.”
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Table 3.1 - UMLS Term Relations for The Query 'breast cancer"

Concepts obtained from UMLS  Relation

Breast Carcinoma SYN
Cancer of Breast SYN
Mammary Carcinoma SYN
Carcinoma of Breast SYN

Malignant Neoplasm of Breast PAR
Malignant Tumor of Breast CTX

3.3.2.4 Searching Module

Searching for relevant documents is performed on a collection of medical
documents that have been harvested by Lokman crawler. The purpose behind

searching topical documents is to maximize the quality of the retrieved hit-list.

A query might consist of a single word or multiple words. After expanding the query
with related concepts, the searching module computes similarity using the MIR
model. Then, the system sends the list of relevant documents to the ranking module

to rank the hit-list according to their relevancy to the given query.

Notice that, terms weights are computed using the TF/IDF formula. For query terms,
MedicoPort searching module uses a weight factor in order to give original terms
higher priority over other related concepts such as synonyms and partially related

terms. The weight factor attached to exact query term is 1; the same TF/IDF weight.
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While the weight factor given for synonym concepts is 0.9, for contextually related

concepts is 0.6, and for partially related concepts is 0.3.

3.3.2.5 Document Network and Ranking

A document network is a network in which the members are documents, and the
links represent similarity among them. MedicoPort constructs the network during
pre-processing phase. Thus, the system computes the similarity between retrieved
documents with respect to user queries by attaching the user query to a network of

links between relevant documents, which are based on the similarity scores.

Mass(i)x Mass(q)
Distance(d,, q)°

Similarity(d.,q) = G(d,,q) X (EQUATION 3.8)

The system then ranks retrieved document according to their position in the
network. Figure 3.4 shows part of the document network created during
experiments; circles represent documents, while squares refer to the similarity

percentage among different documents.
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Figure 3.4- Document Network Created using MIR Model

3.3.3 Application of Personalization

Every user has different background and a specific goal when searching for medical
information on the web. Search personalization is the process of particularizing the
list of search results based on a specific user’s interests. In medical domain,
personalizing searching results facilitate browsing relevant documents of ordinary

users.

In this subsection, we describe the application of a personalization technique that
track users’ browsing habits. The goal behind this task is to rank the classes of
information according to user interest. We chose this technique since it provides a

good performance in comparison with other ones in the literature.
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Figure 3.5 describes the design of user-profiling task. The design consists of six
entities each of which has its own functionality. The following diagram explains the

connections among these entities.

MeSH

Super Documents

Feedback Session
. d URL
"l Classifier [* o Controller  |* User

L 4

User Profile

Figure 3.5- Personalization Task

In the following subsections, we explain the design, methodology and
implementation issues of the profiling method described in [57]. As we mentioned
before, we chose this method since it shows better performance and applicability in

comparison with other methods.
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3.3.3.1 User Interface

The user interface module is responsible for receiving user’s choice (click) to a
specific document and, then, passing the chosen URL to the session controller
module. Thus, this module is intended to pass URLs without performing any

checking operation.

Every user interface is considered as a separate thread. It defines a special web
session associated to a specific user identity. We chose to identify users through the

IP address of their machines.

The use of IP address as an identification attribute may affect the accuracy of the
personalization task since a user might access a specific web page from different
machines (different IPs) or many users might use the same machine; the same IP
address. For simplicity, we assumed that every visitor uses different IP address. For
future expansion of MedicoPort, a more sophisticated user management interface

that relies on cookies management might be applied.

3.3.3.2 Session Controller

This module is responsible for controlling session variables. In this case, session
controller computes how much time a user has spent reading a document. The
document will be considered as an interested one if the time exceeds a specific
threshold (the original description of OBP [57] assumes that 5 seconds is the
minimum amount of time to decide that the visitor is interested in a given

document). Otherwise, the controller ignores the document.
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In addition to time consideration, session controller keeps information about user
and documents variables such as URLs, time, and access date. After processing
session variables, the controller passes document’s information to the feedback

classifier module.

Moreover, session controller is responsible to make decision about the quality of the
page or link contents. During experiments, we noticed that documents that contain
only graphics or URLSs, such as subject menus, should be ignored. The controller
checks the content and decides whether the document is qualified to be logged or
not. Notice that, some implementations use to remove documents with size less

1KB, for example.

3.3.3.3 Medical Subject Headings (MeSH) Database

The Medical Subject Headings (MeSH) metathesaurus is a specialized vocabulary of
medical concepts. It has been introduced by the National Library of Medicine and

used for identifying, categorizing, and searching for medical domain information.

The Cataloging Section at NLM uses MeSH levels for associating a medical
category to text documents that are represented in different formats. In this context,
we applied the MeSH description of medical categories as special entities to

represent categories.
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3.3.3.4 Super Documents

A super document is a collection of identification concepts relevant to specific
category in medical domain. MeSH (Medical Subject Headings) provides a list of
key concepts to distinguish medical category. In order to model the similarity
between a given document (from session controller) and these concepts, we used to
collect identification concepts into a special form of documents called “Super

Documents” [57].

A super document might consist of any number of concepts to represent a category
of knowledge. In this dissertation, we followed the methodology in [57] in which a
super document consists of the top relevant 20 concepts in MeSH headings. So that,

every incoming document will be compared with every super document.

3.3.3.5 Feedback Classifier

A log analysis method is applied to process log information and to classify user
needs. In this dissertation, our goal is to discover potential correlation between
medical categories and user behavior. We applied content-based filtering where the
analysis process is tailored to users’ interest individually; the system traces every
users’ attitudes and proposes them classes that are similar to categories the user

liked previously [58].

The analysis phase includes applying statistical techniques in addition to data

mining methods in order to detect interesting relations. Thus, the module computes
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the similarity between chosen document and super documents. The classifier, then,
re-weights the categories in the user profile if the similarity exceeds a specific

threshold.

For example, suppose user X clicks on document D and spends more than 5 seconds
reading document D. The feedback classifier computes the similarity between
document D and all available super documents. Suppose that the classifier discover
that document D is relevant to category Y. Then, the classifier will update the weight

of category Y in the user profile.

In detail, the classifier computes the similarity between a document and a super

document (as a set of concepts) as follows:

Similarity(c;,d,)=c; od, =Y. w, d,, (EQUATION 3.9)
i=1

where
- n is the number of unique terms in the super document
- Wj is the normalized weight of term i in concept j

- dix is the un-normalized weight of term i in document k

The un-normalized weight of terms in an incoming document is calculated with

respect to the document’s mass. This way, terms in highly rated documents receive
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higher weights. The un-normalized weight of term i in document j is calculated as

follows:

uww,, =1f, xidf, ~ (EQUATION 3.10)

where #f; ;= number of occurrences of term i in document j

#of documents inthe collection

idf, =log (EQUATION 3.11)

#of documentsinthe collectionthat containtermt,

To compute the normalized weight of term i in document j, we used the parameter

Mass as follows:

Uw. .
d =—2" EQUATION 3.12
b Mass(dj) (EQ )

Finally, the classifier stores the sum of similarities relevant to specific category’s
concepts. Later, categories will be displayed to users according to the descending

order or these similarities.
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3.3.3.6 User Profile Data Store

User profile data store (log) keep profiling information associated to every user. As
stated before, the primary key field (user identity) is the IP address of users’
machines. The database keeps all required information to identify user interests. The
data log record holds information that enables the server site to keep information
about the user and tracks users’ actions at the client side. Notice that, this method
relies on implicit profiling; collecting visitors information without any users

interventions.

The data store includes the following information:

= The visitor’s identification IP address

= Session ID: an identifier that uniquely identify user’s sessions
= Category of Selected Document

= Time: the amount of time a user spend reading a document

= Access Date

3.3.3.7 Implementation of User-Profiling Task

The purpose of applying this method is to customize the retrieved medical
documents categories according to users’ interests by analyzing the acquired
information from the analysis of users’ navigational actions and the usage of
retrieved document. Also, the system correlates other information gathered such as

documents category.
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We have implemented this technique on MedicoPort. At the first phase, we built the
data store as a database file with appropriate fields to keep users browsing data.
Next step, we prepared the super documents consisting of the MeSH description of
medical categories. Also, we implemented the session controller and feedback

classifier according to the design description in the previous sections.

3.3.3.8 Profile Management

For long term management of users’ profiles, there are mainly two issues that should
be considered for the purpose of increasing the accuracy of the method described in
the previous sections. The first issue is the profile stability to accurately represent
user interests. The second one concerns pruning non-relevant actions that might not

reflect user interests.

3.3.3.8.1 Profile Coverage

Profile convergence is defined as [57] the state in which a profile becomes steady
and reflects accurate user interests. The goal is to determine how much information
required building a stable profile. In this context, a stable profile is defined as the

one which requires little or no changes in its information.

In our design, the convergence of a user profile depends heavily on the exhibits of
users. But user exhibits are dynamic and can not be predicted in advance. However,

since users choices vary in their browsing, the strongest convergence, according to
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[57], was detected when profiles were built not based on time but on the number of
documents collected. Thus, the systems will consider a profile as a stable one after
collecting N selected documents. In [57], experiments show that 70 pages (N=70)
are enough to predict user browsing exhibits. At this number of documents, the

profile requires no or little changes.

3.3.3.8.2 Concept Pruning

The next important issue to be considered is the threshold value of the similarity
between an incoming document and super documents. In other words, specifying the
lower level of similarity in order to assign a category rank in a user profile. In our
previous work on MIR model, we computed the similarity at threshold of 5%. At
retrieval task, it is better to assign small value to threshold parameter to make sure

that most or even all relevant documents were retrieved.

In the context of user profiling, we compute the similarity between chosen
documents and super documents in order to recognize whether a user is interested in
a specific category or not. This situation leads to a strict threshold policy. Meaning
that, the value of the threshold parameter should be large to guarantee a strong
similarity that reflects real relation between selected documents and interested

categories.

We choose a threshold value of 15%; if the similarity between an incoming

document d and a given super document C is exceeds or equal 15% then the

57



classifier will modify the similarity of C in the user profile by adding the similarity

value to the previous one.

Similarity(UserID, C) = Similarity(UserlD, C) + Similarity(S.,d, ) EQUATION 3.13)

where:

Similarity(UserID,C): is the degree of interest between a user and category C.
Similarity(S.,d,): is the similarity between incoming document di; and a super

document S, that represent category C.

3.4 Experiment Setup and Results

We have performed two experiments to evaluate the performance of our model in
terms of retrieval recall/precision and topical ranking. In the first experiment, we
compared the performance of the model with results reported in TREC-9 (Text
Retrieval Conference - filtering track) in addition to KELSI (Knowledge-Enhanced
Latent Semantic Indexing) method. In this track, participants submitted different
runs to evaluate recall/precision metrics related to 63 queries. Notice that,
OHSUMED offers 106 queries that cover the document collection. We tested the
results from the implementation of our model using TREC_EVAL program and

compared the performance with top TREC results and KELSI.

58



In our second experiment, we distributed a questionnaire to a group of medical
experts and non-experts to evaluate user ranking derived from the MIR model. This
experiment relies on a collection of 1,340 medical documents. The collection
consists of full-text specialized documents from medical portals and documents
from forums and blogs containing medical information, which represent the
experience of ordinary people. Furthermore, 603 (45%) documents of this collection
cover five medical topics, including insomnia, pregnancy, diabetes, the flu, and

HIV.

Finally, we re-implemented MedicoPort [1] based on the MIR model. MedicoPort
was implemented based on the .NET framework development environment using
Active Server Page (ASP.NET) programming technology. For the purpose of the
experiment, MedicoPort was installed on a Pentium machine with 2.0 GHz
processor and 1.0 GB RAM. Furthermore, we installed Internet Information
Services (IIS 6.0), which is a web server process that offers a set of internet based

communication services for servers built on the top of MS Windows.

3.4.1 TREC-based Experiment

In the TREC-9 [54] filtering track, the OHSUMED [55] collection was used as a test
dataset. OHSUMED is a combination set of about 348,500 abstracts that referenced
form MEDLINE. The collection consists of documents’ titles and abstracts from
more than 270 medical sources of information over a period of five years (1987-

1991). The fields to classify documents include document’s title, MeSH indexing
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terms, summary section, information source, text author, and publication type. The

following figure shows a sample document.

14
U
87049090
a

Am J Emerg Med 8703; 4(6):504-8
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Adclescence; Adult; Aged; Blood Glucose/ *ME; Diabete= M=llitus/BL;
Emergencies; Female; Glucose/+AD; Human; Hypoglycemiaf#TH; Male;
Middle Age; Prospective Btudiles; Sclutions.
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Serum glucese changes after administration of BOW dextrose
soluticn: pre- and in-hespital calculaticns.

.F

JOURNAL ARTICLE.
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4 prospective clinical trial was conducted to estimate the rise 1n
serum glucose level after an intravenous bolus of B0 ml of BOW
[...]

predicted after a single intravencus bolus of D-50.

A

Adler FM.

Figure 3.6 - Sample OHSUMED document

53 runs were submitted to provide evaluation datasets for different retrieval methods
over a set of queries. In this context, we provide the results reported by five runs,
which represent the top runs reported by TREC-9 participants. In addition, we
provide the evaluation of the results derived from applying the MIR model on the
same dataset at threshold value of 5%. Table 3.2 shows a description of these runs

and the methods used to retrieve relevant documents.
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Table 3.2 - Description of TREC-9 runs and methods

Group Run-ID Method

Carnegie Mellon (CMU-C) CMUDIR Incremental Rocchio
Algorithm

University of Toulouse (IRIT) Mer9 Profiles for non-relevant
documents

Microsoft Research (Cambridge) Ok9 Limited term selection

University of Nijmegen KUN Score distribution with

Rocchio algorithm
Informatique CDC S2RN Neural Network without

hidden neurons

Table 3.3 exhibits the performance of the retrieval task in terms of average
precision. The table shows the average precision at every run and the precision at N
retrieved documents. Notice that we obtained the results in Table 3.3 from running

TREC_EVAL program on the datasets listed in the restricted area of TREC-9 server.

Table 3.3 - Retrieval Performance on TREC filtering Track (Top 5-runs)

Run ID Average P@5 P@I0 P@l5 P@500 P@I1000

Precision
CMUDIR 0.202 1.000 0.800 0.867 0.518 0.501
Mer9 0.213 0.600 0.800 0.600 0.330 0.275
Ok9 0.354 1.000 1.000 0933 0.594 0514
KUN 0.364 1.000 1.000 0.933 0.714 0.596
S2RN 0.463 1.000 1.000 1.000 0.656 0.561
MIR 0.577 1.000 0.800 0.800 0.750 0.690
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The average precision is computed using the following formula:

Nq
z Precision(Q,)

Average Precision = — N (EQUATION 3.14)

q

where Precision(Q;) indicates the precision for query Q,, and N is the number of

queries.

The results in Table 3.3 show that MIR outperforms the other runs, because it shows
a higher average precision. The improvement of MIR over other methods is
statistically significant. Thus, the observed differences between MIR and other
methods reflect a real difference not due to chance (p-value < 0.0001). Furthermore,
the average precision at a large N number of documents (i.e., P@500 and P@1000)
is higher than other runs. The high average precision of the MIR model results from
applying the semantic features of detecting anchor-terms. This feature guarantees
the detection of relevant documents even if the query terms infrequently appear in
the text, as the degree of attractiveness parameter and the frequency of index terms

are independent.

The precision at N documents (P@N) indicates the ability of the model to rank
relevant documents in the top N hits. Our model achieved relatively high precision at

small and large N. The ranking technique, which relies on ranking documents
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according to their topics through the implementation of the document network, plays

a significant role in achieving this result.

R-precision is a single value summary of the ranking by computing the precision at

the R” position in the ranking, where R is the total number of relevant documents
for the current query [19]. Table 3.4 shows the overall average R-precision reported

by TREC_EVAL program.

Table 3.4 - R-Precision value: Precision After R Documents Retrieved

Run ID R-Precision

pircT9U2 0.2544
KUNa2T9U 0.2887
KUNbD 0.2712
Mer9rl 0.2228
KUNr2 0.3477
S2RNr2 0.4039
MIR 0.5874

The results shown in Table 3.4 support our previous conclusion regarding the
ranking task. MIR achieved a high R-precision at compared to other runs. The
attractiveness and documents mass parameters guarantee that a higher rank is
assigned to relevant documents. Figure 3.7 shows the recall/precision curve across

all runs. The MIR model achieves higher precision among all standard recall levels
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(11-levels). This result implies that MIR performs better than other runs at different

recall levels.

Recall-Precision
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Figure 3.7 - Recall-Precision Curve

Finally, we performed one more experiment to report the interpolated precision (the
11-point average precision) for every query. The goal behind this experiment is to
compare the average interpolated precision reported by MIR model with
Knowledge-enhanced latent semantic indexing (KELSI) [56]. Both MIR and KELSI
rely on UMLS (MeSH lexicon) to expand queries and indexed concepts. The
difference is that MIR uses direct indexing and query expansion while KELSI
applies singular value decomposition to extract the semantic relation among terms in
the documents collection. Notice that, in this experiment we report the interpolated

precision at threshold value of zero.
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Table 3.5 Interpolated Precision of MIR and KELSI

Query Precision Precision Query  Precision Precision
(KELSI) (MIR) (KELSI) (MIR)
1 0.4690 0.4810 33 0.0781 0.1076
2 0.0056 0.0073 34 0.1776 0.1790
3 0.1345 0.3015 35 0.0392 0.3117
4 0.0016 0.0109 36 0.0333 0.3333
5 0.1532 0.1415 37 0.0659 0.4000
6 0.1339 0.1807 38 0.0012 0.0921
7 0.0025 0.0113 39 0.5833 0.4904
8 0.0000 0.0000 40 0.0014 0.4471
9 0.0193 0.0309 41 0.0634 0.4228
10 0.0230 0.0273 42 0.0479 0.2032
11 0.0003 0.0094 43 0.0603 0.5906
12 0.0009 0.0012 44 0.0007 0.0914
13 0.2222 0.2178 45 0.0050 0.0812
14 0.0024 0.0203 46 0.2724 0.6955
15 0.3760 0.3701 47 0.0367 0.2949
16 0.1234 0.4075 48 0.0008 0.1705
17 0.0445 0.3901 49 0.0000 0.0000
18 0.0573 0.2160 50 0.0161 0.5102
19 0.0005 0.0027 51 0.0014 0.0048
20 0.3333 0.2500 52 0.0062 0.0771
21 0.0142 0.1009 53 0.0248 0.4208
22 0.4362 0.6703 54 0.3024 0.6955
23 0.0004 0.0141 55 0.1382 0.2700
24 0.0052 0.0096 56 0.0051 0.0104
25 0.0505 0.0919 57 0.0031 0.1000
26 0.0581 0.2245 58 0.2654 0.7106
27 0.0003 0.4102 59 0.0004 0.0058
28 0.0000 0.0000 60 0.0057 0.0062
29 0.0169 0.3690 61 0.3287 0.3352
30 0.0020 0.2122 62 0.0921 0.4501
31 0.0121 0.0778 63 0.1546 0.2700

32 0.0013 0.1981

In Table 3.5, results illustrated by bold format indicate improvement of KELSI over
MIR method. The findings, in this table, show that MIR outperforms KELSI in 58-
queries while KHLSI reports higher interpolated precision in 5-queries. Also, we

noticed that, for many queries, the reported interpolated precisions were close.
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To make the comparison statistically significant, we applied paired t-test over these
results to determine whether the difference between the means of MIR and KELSI
can be considered real; not by chance. The following table shows the output of

paired t-test analysis

Table 3.6 Two-tailed Paired t-test on MIR and KELSI

MIR KELSI
Mean 0.226 0.087
Standard Deviation 0.206 0.134
P-value 0.0001
Mean(MIR) - Mean(KELSI) 0.138
95% confidence interval of this difference [0.0971 , 0.180]
Standard error of difference 0.021

The results in Table 3.6 indicate that the enhancement achieved by MIR model over

KELSI is statistically significant.

Latent semantic analysis applied to capture patterns of terms occurs in a collection
of documents. In other words, to capture relevant terms occur in different documents
by inferring hyponyms from the occurrences of concepts within and among
documents. In order to reduce the error resulted from associating irrelevant terms,
KELSI augments term-by-document matrix with MeSH related concepts. Our
method in MIR use a direct expansion of concepts using MeSH, without analyzing
the relation among terms since this analysis might miss a significant relation or

might relate irrelevant terms.
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3.4.2 Questionnaire-based Experiment

In this section, we explain the performance results of the questionnaire-based

experiments. After collecting data from target users, we analyze and report the

performance in terms of topical ranking, precision, and recall.

We have distributed a questionnaire among two groups of users: 25 Experts and 31

non-experts in medical domain. Table 3.7 explores the classes of the quetionnaire’s

participats. The questions focus on evaluating three properties of the system:

Ranking, Precision, and the relationship among successive documents appeared in

the hit lists. In the following subsections, we provide detailed discussion about the

evaluating procedure.

Table 3.7 - Questionnaire Participant Profile

Expert Non Expert

Graduate
Nurses 11 Students 13
Medical 10 Undergraduate 12
Doctors Students
Other 4 Other 6
Total 25 Total 31
Total Number of

. . 56

Participants

The sample collection of documents covers 5 topics in medical domain. These topics

include: Insomnia, Diabetes, Flu, Pregnancy, and HIV. We asked the users to

inquire about these topics using their own queries. For example, some users could

67



inquire the term "Insomnia", "Sleeping disorders”, or "Sleeping Problems" for the

first query.

3.4.2.1 Topical Ranking

To evaluate the ranking task, we have distributed a questionnaire over two groups of
participants, namely, 25 experts and 31 non-experts in the medical and health
domain. The questions focus on evaluating the rank; the relationship among
successive documents appear in the hit lists. We asked the users to provide us with
the rank of their best choices, that is, the documents that satisfy their requests among
the retrieved hit-list. The retrieved hit-list was designed to display 20 documents per

page; each of them is assigned a unique number.

Table 3.8 - User Judgments (Medical and non-Medical)

Best Best Choice Average Best Average Best
Choice (non- Choice Choice (non-
(Experts) Experts) (Experts) Experts)
Insomnia |[1->5 123 2.4 1.5
Diabetes 129 123 4.4 1.9
Flu 128 1>8 4.1 3.5
Pregnancy [ 1 2> 6 126 3.9 2.4
HIV 1->10 1->10 6.5 2.2

The second column, Table 3.8, represents the best choice of expert users related to
every query. These results indicate that the first choice of all expert users ranges

from 1 to 10, meaning that the first 10 results satisfy expert user requests.
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Furthermore, we asked the users to describe the relationship among successive

displayed documents; 92% of expert users assess this relation as "Strong."

Similarly, the third column shows the best choices that satisfied non-expert users.
According to user feedback, the best choice for these users ranges from 1 to 10.
Moreover, 93.8% of users report that the relationship among successive documents

is "Strong."

According to these results, we can conclude that the MIR model is able to rank
documents according to their topics, as most users described the relation among
successive documents as “Strong.” The robustness of the ranking process comes
from using documents anchors and medical domain vectors to model retrieval
relations. In addition, the expansion of medical concepts using medical-domain

semantic relations enhances the quality of the ranking process.

Although the resulted hit-list satisfied the questionnaire’s participants, we noticed
that the system produces different rank for some similar queries. Here, we provide
an example of this anomaly and comment on the retrieved hit-lists. In this example,
we used to retrieve the hit-list related to three relevant queries on a small dataset that

covers information about “Pregnancy’:

1. Pregnancy
2. Getting Pregnant

3. Enjoying Pregnancy
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These queries are relevant since all of them refer to the same topic. Figure 3.8 and
3.9 show the retrieved hit lists for queries “Pregnancy” and “Getting Pregnant”. The
second query consists of two terms; one of them is medical and synonym to the term
in the first query. Query “Getting Pregnant” receives lower Mass than query

“Pregnancy” since it contains one domain term out of two.

Docurl | Dactitle
http: dwnanac.nim. nih.gov/medlineplusdpregnancy. hirl# Pregnancy
http: dnanar.nim.nih.gov/medlineplusdfpregnancyandsubstanceabuse. hirl# Pregnancy and Substance Abuse
http: Mwnarar.nim.nih.gov/medlineplusfeenagenregnancy. bl Teenage Pregnancy
http: dnarar.nim.nih.gov/medlineplus/aidsandpregnancy. html# AlDS and Pregnancy
http: Hawewr.nlm.nib. gov/medlineplus/diabetesandpregnancy. htmi# Diabetes and Pregnancy
Fittp: wo. nlm. nib. govmedlineplusighriskpregnancy html# High Risk Pregnancy
Fittp: wwoir. nlim. nib. govmedlineplus/infections andgregnancy. hmi# Irfections and Pregnancy
ittp: Awwor. nlm. nib. govmedlineplusighbloodpres sureinpregnancy. hirnl High Blood Pressure in Preghancy
Fittp: wor. nlm. nib. govmedlineplusfregnancyloss. htm# Pregnancy Loss
ittp: wwoi. nlm nib. govmedlineplusfenc y/article000395. hirn# Ectopic pregnancy
http: e, nlm.nih. gov/medlineplusfency/aricleD01516. htrmd# Adnlescent pregnancy
http: e, nlm.nih. gov/medlineplusfency/aricleD03778. htrmd# Pregnancy ultrasound
http: Mfanana.skinsight. comfadultfstriaecfPregnancy hirmd# Stretch Marks of Pregnancy (Striae of Pregnancy)
http: e acog.org/publications/patient_education/bp030. cfmd# Early Pregnancy Loss: Miscarriage and Molar Pregnancy
http: Manenac.nim. nih. gov/medlineplusfency/article/03264. htrmd# “Yaginal bleeding in pregnancy
http: dnana. mayoclinic.com/print/howe-to-get-pregnant/PROD03 How to Get Pregnant
http: i, bt cde. gowfagent/smallpoxiaccination/preg-factsheet asp# Smallpox Vaccination Information far YWomen ‘Who Are Pregnant or Breast
http: dananac.nim. nih. gov/medlineplusdinfertility. htrml Infertility
http: dwnanar. mayoclinic. com/health/fertility MCO00Z23 Healthy Spermn: Improving Your Fertility
it g3 toms-of-preghancy/PRO0T0Z Symptoms of Preghancy

Figure 3.8 The Hit-list of The Query ''Pregnancy"
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Doctitle

hitp:fwwew. mayoclinic. com/printfhoweto-get-pragrant/PRODTCE]
http:/Asewewe nlm. nih. gowmedlineplus/pregnancy. himl#

http:/Asrww. mayoclinic. comheathfsy mptoms-ofpregnanc y/PROD10Z
http:/Asewwenlm. nih. gowmedlineplus/ency/article001516. hm#
http:/Asewwenlm. nih. gow/medlineplus/pregnancyandsubstanceabuse. himl#
http:Asewew.nlm. nih. gowmedlineplus/teenagepregnancy. hm#

http: /A nlm. nih. gowmedlineplusfaidsandpregnancy. himi#
http: A nlm. nih. gowimedlineplus/pregnancyloss. html#
http:hnna. nlm. nib. gowfmedlineplus/diabetesandpregnancy hirl#
http:fanwna.nlm. nib. gowimedlineplusfhihriskpreanancy. bmb
hittp: e nlm nib. govimedlineplusfnfectionsandpregnancy. bl
hittp: e nlm nib. govimedlineplus/ency/anticle000895. hm#
hittp: e nlm nib. govimedlineplus/ency/anticle003778. hmd#

it
tt
tt
tt

How to get pregnant
Pregnancy

Symptoms of Pregnancy
Adolescent praghancy
Pregnancy and Substance Abuse
Teenage Pregnancy
AIDS and Pregnancy
Pregnancy Loss
Diabetes and Pregnancy
High Risk Pregnancy
Infections and Pregnancy
Ectopic preghancy
Pragnancy ultrasound

hittp:Aweame.nlm nib. govmedlineplus/highbloodpres sureinpregnancy. html High Blood Pressure in Pregnancy

hittp: /i, bt cdc. gow'agent/smallpoxfvaccination/preg-factsheet. asp# Smallpox Yaccination Infarmation for Wamen Who Are Pregnant or Breastfe
hittp: /i, skinsight. com/adult/striaeofPregnancy. htrrd Stretch Marks of Pregnancy (Striae of Pregnancy)

http:/frww. acog. org/publications/patient _education/bp090. cfm# Early Pregnancy Loss: Miscarriage and Malar Pregnancy

http:/fsrrwe nlm. nih. gow/medlineplus/enc y/article03264 hm# ‘aginal bleeding in pregnancy

http:/fsewewe nlm. nih. gowmedlineplusfinfertility. htrnl Infertility

http:/fsewew mayoclinic. comdhealthferilityMCO00Z3 Healthy Sperm: Improving Your Fertility

Figure 3.9 -The Hit-list of The Query ''Getting Pregnant'

The reason behind having two different rankings for the first two queries is the
parameters G and distance in the MIR model. In this example; “Getting Pregnant”,
the parameter G gave the documents in which the title contains the term “Pregnant”
higher rank than in the other query “Pregnancy”. Further, the distance is close to
documents that have frequent “Pregnant” term since our system gives higher weight

to exact terms as compared with similar ones.

The third query “Enjoying Pregnancy” contains the exact term of the first query
“Pregnancy”. In this case, both queries receive the same value of parameter G (for
this sample of documents) and distance. Figure 3.10 shows the retrieved hit-list of

the query “Enjoying Pregnancy”
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Docurl | Dactitle
ht il ik o edlinepluspregnancy. html# Pregnancy
hittp: AAwrwse nlrm.nih. go/medlineplus/pregnancy andsubstanceabuse. kil Pregnancy and Substance Abuse
http: Sarerie.nlm.nih. gow/medlineplus/teenagepregnancy. htmi Teenage Pregnancy
hitp: /A nlm.nih. gow/medlineplus/aidsandpregnancy. htmi# AIDS and Pregnancy
hittp: AAwrwse nlrr.nib. go/redlineplus/diabetesandpragnancy. htrnl# Diabetes and Pregnancy
http: Harani.nlm.nih. gowimedlineplus/highriskpregnancy. htrl# High Risk Pregnancy
http: farerie.nim.nih. gow/medlineplus/infectionsandpregnancy. htrl# Infections and Pregnancy
hittp: e, nlrr. nib. go/redlineplus/highbloodpressureinpregnancy. hitml | High Blood Pressure in Pregnancy
http: Hararie.nlm.nih. gov/medlineplus/pregnancyloss. htmi Pregnancy Loss
http: Sarerie.nlm.nih. gow/medlineplus/ency/article/0008%5. htrm# Ectopic pregnancy
hittp: dAwrwwe. nilrr. nih. goredlineplus/ency/article/ 001516 htrmi# Adaolescent pregnancy
hittp: e nilrr. nih. gornedlineplus/ency/article/ 003778 htrid Pregnancy ultrasound
http: ffwnanir. skinsight. comfadult/striaeofPregnancy. htm# Stretch Marks of Pregnancy (Striae of Pregnancy)
hitp: /v acog. org/publications/patient_education/bp030. cfmd Early Pregnancy Loss: Miscarriage and Malar Pregnancy
hittp: dAwrwwe. nilrr. nih. gornedlineplus/ency/articl e/ 003264, htr# Yaginal bleeding in pregnancy
http: Harere. mayoclinic. com/printhowe-to-get-pregnant/PRO0T03 How to Get Pregnant
http: fwrenie bt cdc. gowfagent/smallpoxfaccination/preg-factsheet. asp# | Smallpox Waccination Information for Wamen YWho Are Pregnant ar
hittp: e, nlrr. i goe/rnedlineplus/infiertility. il Irfertility
hittp: e mayoclinic. comhealthAertility/MCOD023 Healthy Sperm: Improving Your Fertility
http: Swrerie. mayaclinic. com/health/symptoms-ofpregnancy/PROD102 | Symptoms of Pregnancy

Figure 3.10 -The Hit-list of The Query ""Enjoying Pregnancy"

The system rank the documents exactly like the first query “Pregnancy” but gives
similarity values lower than the one in the first query. The reason is that query
“Pregnancy” receive higher Mass than query “Enjoying Pregnancy” and all other

parameters remain fixed.

3.4.2.2 Precision

Precision is defined as the percentage of the number of relevant documents retrieved
by a search engine to the total number of retrieved documents. In this context, we
measure the precision on 3 intervals; the first 10 retrieved documents, the first 20
retrieved documents, and all retrieved documents. High precision among the first 10

or 20 first retrieved documents indicates high performance retrieval process.
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Table 3.9 - Precision (Expert Users)

Precision  Precision | Precision (All)

(First 10)  (First 20) | Threshold = 0.1

Insomnia 98.8% 96% 89.5%
Diabetes 96.4% 92.4% 91.9%
Flu 100% 96.8% 93.8%
Pregnancy 96.9% 95% 89.8%
HIV 95.3% 94.2% 92.7%
Average Precision | 97.48% 94.88% 91.54%

For each query, we used to calculate the precision from the feedback of every user

and then we calculate the average precision as:

N L
21:1 Precision(i)

Precision (Qj) =
(Qj) N

(EQUATION 3.15)

where N is the number of participants in the group of expert users and Precision (i)
is the user precision for query j. The first column in Table 3.9 represents the
precision among the first 10 retrieved documents; this value is important as it
reflects the robustness of the retrieval model. The values in the second column
represent the precision among the first 20 retrieved documents. We asked five expert
users to check all retrieved documents in order to provide us with the number of
unrelated documents in the retrieved hit list. We found that at similarity greater than

or equal a threshold of 0.1, the average precision is 91.54%. Finally, we calculated
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the precision from the feedback of non-experts using the proposed formula for the

first 10 hits and the first 20 hits, (see Table 3.10).

Table 3.10 - Precision (Non-Expert Users)

Precision  Precision

(First 10) (First 20)

Insomnia 100% 94%
Diabetes 98.6% 93.8%
Flu 100% 94.1%
Pregnancy 96.9% 96.3%
HIV 98.1% 97.7%
Average Precision | 98.72% 95.18%

The precision metric tests the ability of the retrieval model to retrieve relevant
results. It is common in information retrieval systems that high experimental
threshold resulted in high precision since high threshold value eliminates weakly
related documents. In addition to high threshold, the enrichment of concepts with
medical domain ontologies increases the ability of the model to predict the semantic
relations among anchors. Consequently, it enhances the relevancy among items in

the retrieved list.

The relationship among the top 10 choices of experts and non expert users is
depicted in Figure 3.11. The precision reported by non-expert users is always greater
than or equal to the one reported by expert users for all queries. The variation among
their choices seems to be normal as experts strictly selected relevant documents. For

example, most of experts considered the document ‘Pregnancy and Cancer” as
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irrelevant to the query ‘Pregnancy’ while most of non-expert users considered this

document as relevant to the same query.

Precision (First 10 Hits)

100.00%

98.00% -+

96.00% -

94.00% - |_I

92.00% ‘ ‘ ‘
Flu

Pregnancy HIV

Precision Value

Insomnia Diabetes

Queries

@ Expert m Non-Expert

Figure 3.11 - Precision Comparison (First 10 Hits)

Equally important, in Figure 3.12 the relationship among the top 20 choices shows
more fluctuations according to the reported precision. In the first 20 hits, many
documents were not directly similar to the query terms but still relevant. For
instance, experts consider the document ‘Urine Test’ as a relevant document to the
query ‘Diabetes’ while all non-experts consider this document as irrelevant to the
same query. On the other hand, some users, from both groups, consider ‘Influenza’

and ‘TamiFlu’ as irrelevant to ‘Flu” query while many users consider them relevant.
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Precision (First 20 Hits)
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Insomnia Diabetes Flu Pregnancy HIV
Queries
@ Expert m Non-Expert
Figure 3.12 - Precision Comparison (First 20 Hits)
3.4.2.3 Recall

Recall is defined as the percentage of the number of retrieved relevant documents to
the total number of related documents in the collection. Since it is quite hard to find
all relevant documents in the entire collection, we define a set of benchmarks; a set
of documents that have manually developed. The purpose is to check whether the

system is able to retrieve these documents or not.

For every query, we plant 10 documents relevant to that query. These documents
have been -carefully selected to include professional and non professional
information. In other words, part of this collection is developed using a variation of
synonyms, contextually and partially related topics. For example, for the query

insomnia, we developed documents that describe professional information about
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insomnia, sleeping disorder, and sleeping problems. In addition, we put documents
without titles representing documents from forums and blogs; these documents are
important as they help in distributing people’s experience. Non professional
documents contain fewer domain terms and many typical human concepts to

describe medical topics.

Title: Pregnancy ultrasound

Pregnancy sonogram; Obstetric ultra-sonography: Obstetric
sonogram; Ultrasound - pregnancy

Definition

A pregnancy ultrasound is an imaging test that uses sound
waves to see how a fetus is developing in the womb. It is also
used to check the female pelvic organs during pregnancy.
How the Test is performed

You will lie down for the procedure. The person performing
the test places a clear, water-based gel on your belly and
pelvis area and then moves a hand-held probe over the area.
The gel helps the probe transmit sound waves. These waves
bounce off the body structures, including the developing
fetus, to create a picture on the ultrasound machine.

In some cases, a pregnancy ultrasound may be done by
placing the probe into the vagina. For information on this
procedure, see transvaginal ultrasound.

This is a sample of a sowed document that represents professional information about
pregnancy from a professional source. The document has a title and contains expert
terminology to describe the topic. On the other hand, we sowed non professional
documents that represent forum or blogs information. This type of documents is
important as well since it may contains the experience of people; in the following

example, the experience of a pregnant seems to be important as she provides
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practical solutions to some health problems. The example shows a text that contains

a set of advices about nutrition habits in pregnancy.

Hi guys

This is my advice to you:

The first trimester is crucial for your baby’s development
and really is the most important nutritionally. During the
first trimester your baby will be developing all its major
organs as well as finger nails, eyebrows and of course a
little beating heart. All of that is made from what you have
eaten! Important nutrients during this time are Folic acid,
B vitamins as well as Essential Omega Oils and Zine.
Your body will also need plenty of [ron as blood volume
increases and the placenta is formed.

After inserting these artificial documents in the collection, we ran the system and
checked the number of retrieved testing documents. This way, we can predict the
recall metric with respect to the experimental threshold. The success of this
experiment depends on the type of sowed documents. We believe that this technique
is able to give us a clear picture about the performance recall of MIR model. The
following table shows the recall metric based on benchmarking experiment at two

different experimental thresholds:
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Table 3.11 - Recall Values at Threshold of 0 and 0.1

Query Recall  at Recall at
threshold=0 Threshold=0.1

Insomnia 100% 100%

Diabetes 100% 80%

Flu 100% 90%

Pregnancy | 100% 80%

HIV 100% 90%

Average 100% 88%

As shown in Table 3.11, the average recall of all queries at threshold value of zero is
100%. This result indicates that the model is able to retrieve every relevant
document even if it is not crawled from specialized sources. Forum and blogs
documents receive lower rank than professional documents. Besides, the average
recall is 88% at threshold value of 0.1. The average recall at high threshold goes
down because documents that receive low similarity have been omitted from the

resulted set.

3.4.3 Comparison with other related models

In this section, we provide a comparison between MIR model and two other models:
vector and cosine similarity based on the co-occurrence of MeSH terms models
(MeSH co-occurrence model); the latter has been implemented to compute paper-
paper similarity in [10]. For this purpose, we used to compare the models

understudy using reference-count analysis, which have been introduced in [93].
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Reference-count is an information retrieval measure to compare the effectiveness of
information retrieval systems based on documents’ ranking. Given a specific
number of top documents retrieved by an information retrieval system, the
evaluation algorithm sums up the ranking differences of these documents in the
results of all other retrieval systems understudy as compared to an ideal ranking; in
this case, the questionnaire’s participants ranking. Thus, each retrieval system

assigned a reference-count score using the following formula:

S, (N =" wod,,) (EQUATION 3.16)

where S; represents the reference-count score of system i with respect to the top N

documents returned by S;. The sub-formula w o(d;) is computed as:

w(d,;)=K-n (EQUATION 3.17)

where K is a constant value that is set to (IV+1). For more details about this method

and the proof of the above equations, see [93].

First, we implemented vector and MeSH co-occurrence models to retrieve
documents from the same collection that have been used in the implementation of
MIR model. Also, we used to provide the same conditions for the implementation of
these models including query expansion and stemming. Then, we ran the system to
retrieve the hit-lists related to the same set of queries that have been included in the
study of the MIR model. The following figures show the hit-lists of the query

‘Diabetes’ that are related to the three models:
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doctitle

American Association Diabetes Educators, & Core Curriculurm For Diabetes B
Information Regarding Diabetes - Diabetes Aricles - ArticleDoctor.com

: What Causes Diabetes? - Diabetes Adicles - AricleDoctar.com

Diabetes Education - Diabetes Articles - ArticleDoctor. com
Exercizes To Control Diabetes - Diabetes Aricles - AnicleDoctor. com
Diabetes Symptom

: Diabetes Types Are Type2, Type 1 And Gestational Diabetes. - Diabetes Articl

Beginning Signs Of Diabetes - Diabetes Aricles - AricleDoctor.com

: Diabetes In Children - Diabetes Adicles - ArticleDoctor.com

Diabetes Related Problems - Diabetes Aricles - AricleDoctor corm

Canine Diabetes |s A Common Diagnosis In Dogs. - Diabetes Aricles - Aricle
American Association Diabetes Educators, & Core Curriculurm For Diabetes
Diabetes Medication

Causes Of Diabetes Mellitus

: Controlling Type |l Diabetes |z Achieving And Maintaining An |deal Body

Diabetes Care

Diabetes Complications
Complications Symptoms Of Diabetes
Ayurvedic Treatments To Diabetes

__|MedlinePlus: Diabetes Type 1

Cinnamon Diabetes Treatment

Figure 3.13 - The First 21 hits of 'Diabetes' Query -MIR Model
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| |American Association Diabetes Educators, A Core Cumriculum For Diabetes Educa
| |Beginning Signs Of Diabetes - Diabetes Articles - ArticleDoctor.com

Diabetes Symptom

Diabetes FHelated Problems - Diabetes Aricles - AricleDoctor.com

Canine Diabetes Is A Common Diagnosis In Dogs. - Diabetes Aricles - ArdicleDoct
Arnarican Association Diabetes Educators, & Core Curriculum For Diabetes

| |Exercises To Control Diabetes - Diabetes Adicles - ArticleDoctar.com
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Diabetes Education - Diahetes Articles - ArticleDoctor. com
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Information Regarding Diabetes - Diabetes Articles - AricleDoctor.com

| |Causes Of Diabetes Mellitus

|| Controlling Type |l Diabetes [s Achieving And Maintaining An |deal Body

Diabetes Care

Diabetes Complications

Complications Symptoms Of Diabetes

Ayurvedic Treatments To Diabetes

| [MedlinePlus: Diabetes Type 1

Cinnamon Diabetes Treatment

Diabetes In Children - Diabetes Articles - ArticleDoctor.com

Figure 3.14 - The First 21 Hits of 'Diabetes' Query -Vector Model
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Figure 3.15 - The First 14 Hits of 'Diabetes' Query -MeSH Co-Occurrence
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Figures 3.13, 3.14 and 3.15 show that the rank of retrieved documents distinct
among the models under discussion; except in some cases. For example, the
document that received a rank 2 using MIR model received a rank 12 in the vector
model and 8 in MeSH co-occurrence model. Table 3.12 summarizes this information
for all queries. Notice that, the documents that have been selected in this test are the
ones which have been selected by the questionnaire’s participants. For example, in
the questionnaire, users have selected {1, 2, 3, 4, 5, 6, and 9} as the best choice for
the query ‘Diabetes’. For every model, we put the rank of the corresponding
documents that have been retrieved by vector and MeSH co-occurrence models. For
example, the hit list {1,2,3,4,5} from proposed model correspond to the set

{1,2,7,6,3} from MeSH co-occurrence model.

Table 3.12 - The list of users’ choices

Query MIR Model Vector Model MeSH co-occurrence
Model

Insomnia | {1,2,3,4,5} {1,6,8,2,11} {1,2,7,6, 3}

Diabetes {1,2,3,4,5,6,9} {1,12,9,10,7,3,21} {1,8,9,5,6, 2,14}

Flu {1,2,3.,4,5,6,7,8} | {4,6,1,2,7,11,9,16} {2,5,1,8,9,10,6,15}

Pregnancy | {1,2,3,4,5,6} {1,4,5,6,9,19} {1,2,6,7,9,12}

HIV {1,2,3,4,5,6,7,8,9,10} | {5,6,1,7,8,10,11,14,13,18} | {1,2,4,6,5,9,10,11,13,14}

Table 3.12 shows the ranking differences among the models under study. In few
cases, some documents receive the same rank in all models such as document 1 in
queries ‘Insomnia’, ‘Diabetes’, and ‘Pregnancy’. While in many cases, the rank

seems to be different among the models. Thus, these data is sufficient to tell us that
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every model provide different ranking for a collection of documents that is relevant

to a specific query.

Next, we used to measure the difference among these ranks using reference-count

measure for the top 10 documents retrieved from every model. After applying the

method, we find the following reference counts for each model.

Table 3.13 - Reference-Count corresponding to the top 10-hits for each query

Query RC(MIR) RC(Vector) RC(MeSH co-
occurrence
model)

Insomnia 40 27 36

Diabetes 47 14 32

Flu 52 32 32

Pregnancy |45 22 29

HIV 55 17 35

Notice that, the higher the value of reference-count is, the better the ranking is in the
first N-hits. From Table 3.13, we can conclude that MIR model provides better
ranking at the top 10 hits while MeSH co-occurrence model receives the second

position and vector model obtains the third one.
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Figure 3.16 - Reference-Counts (Rc) for the Models Understudy

Figure 3.16 shows the correlation among the three models with respect to five
queries. The line with diamond markers represents the reference-count of MIR
model, the line with triangular markers depicts the reference-count of MeSH co-
occurrence model, and the line with square markers represents the reference-count

of traditional vector model.

3.5 Related Work

Modelling the similarity among text entities is a potential area that can affect the
overall effectiveness, in terms of performance, of information retrieval systems.
Rather than focusing on algorithm performance, recent research concentrates on

representing information using different features to improve the retrieval process

[59, 60].
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In the literature, the common approach is to represent documents as a collection of
all individual terms, often referred to as bag-of-words representation. Many studies
[61, 62] show that using sophisticated feature representation does not improve the
effectiveness of retrieval processes for general-purpose retrieval systems but rather

provides for the significant enhancement of domain-specific text.

In traditional models such as the VSM, terms are assumed to be the basic entity in
statistical methods for feature analysis and discrimination. To accomplish high-
precision document retrieval in a domain-specific environment, the development of
more informative features has become a significant area of research in the
information retrieval literature. Methods such as: Bi-grams, trigrams, and n-grams
have been widely used in NLP research areas [63, 64] to construct advanced

features.

In the medical domain, experiments in [65, 66] showed that using medical terms and
medical phrases resulted in better information retrieval performance in comparison
with the classical bag-of-words approach. In this study, we apply multiple features

to analyze the similarity among medical and healthcare documents.

Although medical websites and portals such as SNOMED [67], OMNI [68], and
MEDHUNT [69] offer a useful search engine for medical information, these tools
do not provide consistent responses for medical topics. For instance, OMNI
distinguishes between the queries “Breast cancer” and “Carcinoma of Breast,” while

these queries are synonymous in a medical context. In contrast, our proposed model
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relies on semantic-enrichment to overcome this problem. Semantic enrichment
enhances the retrieval and ranking tasks [70-71] to extract relations that reduce

searching biases.

Similarly, the models used in PubMed [2], WEBMD [3], MEDLINEPLUS [72],
RELEMED [73], ESSIE [74], and WRAPIN [75] rely on structured collection of
documents and fixed data sources. Other semantic search engines such as GOWEB
[76] have been designed for searching heterogeneous clinical databases based on
question answering and ontology enrichment techniques. The semantic searching
technique in GOWEB is targeted to experts in medical domain, while our proposed
model targeted to non-professional users. We applied query expansion using UMLS

(Unified Modelling Language System) [48] to handle this requirement.

Document networks have been implemented to increase the effectiveness of
searching tools. Such networks improve the quality of generated hit-lists, as closely
associated documents seem to be relevant to the same users’ requests [77]. A study
of PubMed query logs shows that users choose article titles with noticeable
frequency, and in fact, they frequently choose the same titles [78]. The information
gathered indicates that around 20% of all specialist sessions comprise one click or
more on a relevant document. Another observation from this study demonstrates that
the most repeated behaviour following selecting a relevant article is another click on
different related article. This behaviour has been noticed on about 40% of the
observations. The study suggests that specifications of document networks provide

an evidence for ranking document according to their topics and increase the
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effectiveness of the searching process. This study motivates us to investigate the

significance of document networks in ranking medical documents.

In TREC-9 [54], participating groups have suggested many approaches to process
the official collection of medical documents; OHSUMED collections [55]. These
approaches can be classified into four categories, namely, query expansion,
threshold adaptation, document profiling, and local context feature selection. Query
expansion is the process of adding relevant concepts to user queries. For example,
the system expands the query ‘“Breast Cancer” with relevant phrases such as
“Carcinoma of Breast.” Threshold adaptation is the process of omitting retrieved
documents with similarity that is less than a specific threshold (or percentage). The
document profiling approach keeps information about a document’s structure, such
as title, abstract, and keywords sections. Finally, context feature selection defines a
vector of features relevant to each topic. In other words, a set of terms is defined as a

representative vector for every topic in the collection.

Okapi and KUN [79] rely on query expansion as well as complex threshold
adaptation to retrieve relevant documents. Unlike the Okapi statistical method of
query expansion, our proposed model expands query terms based on UMLS [48],
which is a specialized source of medical knowledge that generates related concepts

based on MeSH sub-headings.

CMUDIR [80] relies on extracting relevant documents by separating documents

according to their domain using a KNN-like algorithm. A similar method is used in
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IRIT research to separate irrelevant documents using document-profile. Similar to
document profiling, our model extracts information such as titles and keywords as
one feature to model similarity among documents. Unlike CMUDIR and IRIT, our
model is constructed to address different types of documents, including structured
and unstructured documents. In addition, the features used to model the similarity
function in this study are directed at maximizing the retrieval precision as well as the

ranking of relevant documents.

ICDC [81] implements a local context feature selection algorithm to improve
precision. This approach achieves the highest precision and the highest ranking
scores in TREC-9. Our approach is similar to ICDC in terms of using representative
terms. Our model represents documents using medical-only terms as a representative
vector in addition to other features. Unlike the ICDC approach, our technique does
not rely on representing information for every topic, because we assume that topics

are not known in advance.

Finally, KELSI (Knowledge-Enhanced Latent Semantic Indexing) [56] implements
latent semantic analysis to enhance query matching performance. KELSI used to
construct term-document vectors to apply singular value decomposition. In addition,
the method attaches relevant MeSH concepts as vector to the augmented matrix for
the purpose of analyzing the semantic relations among terms in different documents.
Our method, in this dissertation, is similar to KELSI in terms of indexed-concept

and query expansions.
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3.6 Discussion

Our experimental results showed that the MIR model provides effective
performance in terms of recall, precision, and topical ranking. The results
demonstrate that the MIR model achieved high average precision and high precision
at different recall levels. The following table shows the improvement achieved by

MIR model over different runs in TREC-9.

Table 3.14 - Improvement Achieved by MIR over top TREC-runs

Average Improvement R-Precision Improvement
Precision
CMUDIR 0.2016 + 37.56 % 0.2544 + 33.30%
Mer9 0.2131 + 36.41% 0.2887 + 29.87 %
Ok9 0.3538 + 22.34% 0.2712 + 31.62%
KUN 0.3640 +21.32% 0.2228 + 36.46 %
S2RN 0.4629 + 11.43% 0.3477 + 23.97 %

In addition, the questionnaire-based test showed that the topical-ranking task in the
defined network performs quite well, because most of the participants indicate that

the relationship among successive retrieved documents is “Strong.”

The enhancement achieved by implementing MIR model over other runs submitted
to TREC filtering-track resulted from the expansion of concepts through UMLS

metathesaurus. We used to expand the medical concepts in order to build the
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document semantic network and expand user query. Furthermore, the direct
expansion of concepts shows better performance as compared with latent semantic

analysis; KELSI.

3.7 Conclusion

In this Chapter, we presented a model for retrieving medical and health information
to be used in a search engine by both medical and non-medical users. To assess its
effectiveness, we have implemented and evaluated the model in terms of recall,
precision, and ranking metrics. For this purpose, we performed two experiments to
measure the performance of the proposed model. The first experiment measured the
retrieval performance in terms of recall/precision. The second experiment
concentrated on measuring the ranking task, according to user judgment, based on

semantic document networking to rank documents according to their topics.

We can summarize the results on average performance as follows.

1. In our experiment on the TREC collection, the model achieved a higher average

precision and R-Precision as compared with the top five runs in TREC-9.

2. MIR achieved higher interpolated average precision as compared with KELSI on

58 OHSUMED queries out of 63.

3. The first 10 results satisfied the requests of professional. Furthermore, 92% of
professional users assess the relationship among successive retrieved documents

as 'Strong'.
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4. The Average precision reported by professional users for the first 10 retrieved
documents is 97.48%, for the first 20 retrieved documents is 94.88%, and the

average precision of all retrieved documents is 91.54%

5. The value of average recall metric at threshold value of zero is 100%. This value
reflects the fact that the model is able to retrieve all relevant documents in the

collection. The value of average recall metric at threshold value of 0.1 is 88%.

Indeed, the proposed model is based on the vector model, as it represents documents
using vectors. However, it includes more semantic features directed to the medical

domain. These features are evaluated using medical domain semantic relations.

These results indicate that the proposed model is effective and a good alternative to

classical models to retrieve and rank medical and health information.
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Chapter 4

ROLEX-SP: RULE-BASED CATEGORIZATION OF

MEDICAL DOCUMENTS

Due to the rapid growth of free text documents available in digital form, efficient
techniques of automatic categorization are of great importance. In this Chapter, we
present an efficient rule-based method for categorizing free text documents. The
contributions of this research are the formation of lexical syntactic patterns as basic
classification features, a categorization framework that address the problem of
classifying free text with minimal label description, and an efficient learning
algorithm in terms of time complexity and F-measure. The framework of ROLEX-
SP concentrates on capturing the correct classes of text as well as reducing

classification errors.

We performed experiments in order to evaluate the ROLES-SP and assess our work
as compared to state-of-the-art categorization techniques. The results indicate that

ROLEX-SP outperforms other methods in terms of micro averaged F-measure.
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Furthermore, the improvement of ROLEX-SP over other methods is statistically
significant. Thus, the observed differences between ROLEX-SP and other methods

reflect a real difference; not due to chance

4.1 Rules of Lexical Syntactic Patterns

The learning algorithm of ROLEX-SP generates rules such that: given a

category ¢, € C , a positive pattern p. € P,” associates with category ci , and a set of
negative patterns P (P~ NP" =¢), where P"is the set of negative patterns

associated to a specific category and PTis the set of all positive patterns, the

classifier H ; of categoryci is identified as a collection of rules. We used the rule’s

representation in [82] as follows:

¢, pred, —(p,ed)r—(p,ed)A.A—(p, €d) (EQUATION 4.1)

If a positive example p occurs in document d and none of the following negative
patterns appear ind , the classifier assigns document d under category ci . Unlike the

semantic of the rules in [82], the restriction(P~ N P’ = @) imposed on the set of

negative patterns to guarantee that a document might be categorized under more
than one category; negative patterns are prevented from undoing the effect of other

categories’ positive ones.
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4.2 ROLEX-SP Framework

In this section, we explain the theoretical basis of constructing a lexical-based
classifier associated with a specific category. The goal is to show the algorithms to
automate the inference process of lexical syntactic patterns and the conversion of

these patterns into classifier’s rules.

The proposed framework relies on dividing the corpus of documents into 3-sets:
training set (TS) occupies 50% of the corpus; validation set (VS) occupies 25% of

the corpus; and testing set represents 25% of the corpus.

Domain Training Set Validation Set
Lexicon

I cme l Induction Phase |

4

f Rl Validation He
; "1 Phase

Rules

Lo N ted List
Discrimination et

Parser

'—Sel of Calegories LSP Rule
Generator Generator

e e

Figure 4.1- The framework of ROLEX-SP
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A lexicon, in this context, is a set of formalized entries and their correspondent
related concepts; such as synonyms, antonyms, or co-existing concepts. The
lexicon’s entries are lexical concepts that represent key or distinguished concepts to
a specific category of information. Specifically, the definition of ROLEX-SP
framework provides no restriction on the size or the way to construct a lexicon. One
might define the lexicon for a specific domain; such as shopping, or a more
comprehensive lexicon to include concepts of medical domain; such as MeSH

lexicon.

Categories description is another important technique to construct a lexicon such as
MeSH description of medical categories [48]. In many cases, such description might
not be available. For example, in medical domain, one might tend to classify
documents using categories like: symptoms, diagnosis, treatments, and medications.
ROLEX-SP is able to construct classifiers to these categories using little information

such as: category name, synonyms, and co-existing concepts.

The automatic inference framework of ROLEX-SP consists of two phases: induction
and validation. The induction phase is responsible to learn both positive and
negative patterns. Furthermore, it delivers a list of rules sorted according to their
accuracy. While the function of validation phase is to validate the resulted features

using the validation set of documents.
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4.3 Induction Algorithms

In this section, we describe the induction algorithm to extract rules from the set of
training documents. The description includes the algorithm’s instructions and the

mathematical basis of converting patterns into rules.

4.3.1 LSP Generator

LSP generator is responsible to extract positive lexical syntactic patterns from a
labeled set of documents (training set). In order to define its functionality, first, we

define the semantic structure of a lexical pattern as follows:

Pattern — {NP}", m2>1

{NP} — { pre — Modifier}{ Head — Noun}{ post — Modifier}
{Head — Noun} — { POS}"{Lexicon Entry}"{POS}", n=>0
{ pre — Modifier} — {POS}"{Lexicon Entry}"{POS}"

{ post — Modifier} — {POS}"{Lexicon Entry}"{POS}"

Figure 4.2 - Semantic of Lexical Syntactic Patterns

where NP is a noun phrase and POS is a part of speech tag. Given a set of domain
concepts, LSP is the output of parsing a given chunk of text and locating domain
concepts. When the parser locate a noun-phrase contains a domain concepts, the
program, then, store this phrase as a set of part-of-speech tags and domain-concepts.
For example, “A progressive degenerative disease of the brain that causes Loss of

Cognitive activities”. Assume that the concepts {brain, loss, cognitive, and
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activities} are lexicon entries. The LSP module converts this statement into the

following pattern:

Head — Noun — NN ="Brain"
Post — Modifier — {NN ="loss"}{JJ ="Cognitive" }{ NN =" Activity"}

Figure 4.3 - Example of a Lexical Syntactic Patterrn

where NN tag refers to a noun concept and JJ tag refers to an adjective one.

The output of this module is a set of patterns P* ={P., P,

1oL coseees

P}, where P is a set
of positive patterns extracted from documents relevant to category ci . Notice that,

LSP can detect the relation d; € ¢, from the labeled training set (ideal classification).
Moreover, the module is responsible to deliver the setP™ ={F ,P, ... P }in
which(P~ N P" =¢@)holds. The following algorithm shows the instructions to

implement LSP module.
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LSP Generator

Goal: to extract positive and negative lexical syntactic patterns from
the set TS
Input: Lexicon, TS, C.

— Lexicon: Domain lexicon that contains domain concepts

— TS: the set of labeled training set of documents

— C:theset C ={c,,c,,..c, } of categories wherek > 1.

Output: P*, P~
— P"={P],P,---, P, } A set of positive patterns relevant to all

cl?

categories.
- P ={P,P,,---,P } A set of negative patterns relevant to all

categories.
Method: Apply the following instructions

Begin

1 P ={},P" ={}

2 For each cie C

3 For each d € TSc

4 P = parse(d, Lexicon(ct))
5 For each pe P

. _{ﬂmm(p,ci)/ Reovers (P)s gy ers (P) > 0}
6 accuracy(p,ci) =
0 » Meovers (P) =0
if accuracy(p,ci) > Othen

Pi=PiAp
! Elseif n,,, ., =0;An,,, >0then

P =F Ap
8 Next p
9 Next d
10 Next ci
11 return( P*,P"7)
End
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Patterns are extracted according to the existence of category lexicons. The function
parse is responsible to extract the set P of noun-phrases, from a given document,

that contains lexicon concepts relevant to a specific category (Line 4).

To select a set of patterns among large number of generated patterns, we chose the

accuracy metric as a goodness function of extracted patterns. Given a pattern p and

a documents collection D, e CxD; a set of documents associated to a specific
category, let n_,. (p)be the number of documents that can be identified by
(covered by) pattern p; andn_, . (p,ci)be the number of documents that correctly

classified by pattern p under category ci :

accuracy(p,ci)=n,,,..(p.ci)/n.,,. (p) (EQUATION 4.2)

The accuracy of every pattern in the set P is computed with respect to a given
categoryci (Line 6). In this context, accuracy reflects the capability of a given

pattern to retrieve documents relevant to a specific category.

Line 7, if-statement, is intended to discriminate useful patterns; positive patterns
with accuracy exceed Zero. In addition, if a pattern does not exist in relevant

documents to category ci (i.e. n =0)but occurs in some documents of other

correct

categories (i.e. n > (), then the pattern is considered as negative one. In other

covers

words, a negative pattern is a pattern that occurs in other categories but not capable

to recognize category documents.
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4.3.2 Rule Generator

Rule Generator module receives the sets P*,P”; sets of positive and negative
patterns, filter-out common patterns in P"and P~ (such that P~ N P" = ¢ holds),

and generate a set of rules for each category ci such that:

R, ={R.,Ry,-~-.R} (EQUATION 4.3)

k
where w = ZI P lis the number of all generated positive patterns. The algorithm
i=1

generates rules of the form

R:c,«<p-ed, —(p,ed)r—(p,ed)n..A(p,, €d) (EQUATION 4.4)

This formula is expressed as follows: if the positive pattern p;, occurs in

documentd and none of the negative patterns, which have defined with respect to

category ci , the classifier will assign document d under category ci .

101



The filtering task is required to allow assigning a document to more than one
category. For instance, the negative patterns of a specific category will not affect the

impact of other categories’ positive-patterns.

Notice that, in each rule only one single-positive pattern holds. And, every rule
under a specific category shares the same set of negative patterns. Negative patterns
are constraints on the category type, thus, negative patterns must not occur in any of

categories documents in order to be classified under that category.

4.4 Validation Phase

The main goal of this phase is to validate the rules induced through induction-phase

and produce a classifier H ;. A text classifier, in this context, is the “best” set of

rules that represent a specific category.

Definition 1 (Representative Set RS): given a set of rules sorted according to their

accuracy, RS is the set of rules of the form

c—pled, —(p,ed)r—(p,ed)r---Ar=(p, €d), (EQUATION 4.5)

where M is the number of negative patterns in category C and RS have the highest

coverage metric.
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Given a rule R and a set of documents D, € Cx D ; a set of documents belong to a

specific category, letn (R,ci)be the number of documents covered by R under

covers

category ci , and| D, Ibe the number of documents in D _ :

coverage(R,ci) =n

(R,ci)/ 1D, | (EQUATION 4.6)

covers

We define the validation phase as an optimization problem: given
k

R.,,*R,}whereR ={R1,R2,---,Rw}andw=ZIP; |, the algorithm is
i=1

responsible to produce the set RS, ={R,,R,,---R_},where x<wand RS, < R, of

ci?

rules such that: Coverage(RS ;) 1is the maximum.

Definition 2 (Redundant Rule): a rule R; is a redundant rule if one of the following

conditions holds:
1. (Vi)3F)):R, =R, ANi# ]

2. (Vi)(F)j): Coverage(R;) < Coverage(R,) Ni # |

Validating rules requires pruning (removing) redundant rules; preventing rule-over-
fitting. Putting aside redundant rules purify the resulted rules with general and

effective ones.
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Learning Process

* Goal: learn the best classifier to represent categories in C

e Input: Lexicon,TS,C
*  Output: H,

* Method: Apply the following instructions

Begin
—  mmmeea- Induction Phase-------
» LSP_ Genrator(Lexicon,TS,C,P*,P")
* R = Rule _Generator(P",P")
— - Validation--------------
= H ={}
= Foreachcie C
= RS, ={}
* Foreach R € R,
Coverage(R ,ci)=n_,, (R \R,)/|D_ |
If Coverage(R ,ci) 2 Threshold Then
RS, =RS_, AR
Else skip //Remove Redundant Rules//
= NextR,
= H_=RS,
" Hc = Hc A Hci
= Nextci
End
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4.5 Time Complexity

The time required to construct a classifier for a specific category of documents is
computed as the sum of the time complexity required for induction and validation

phases.

Proposition 1. Algorithm LSP generator learns positive and negative patterns in
time O(ng*) where n is the average number of noun-phrases with lexicon terms in

the training set and g =I 7S |is the size the training set (number of documents).

Proof. We observed that |7Sclis bounded byg=ITSI|. ICI, the number of

categories, is bounded to a small constant value c¢. The function Parse (Line 4)

requires time O(n), since it needs to scan every noun-phrase in the training set. In
addition, the formula accuracy (Line 6) requires time O(q) to find the correct and

the cover sets. The For-Loop (Lines 5-8) requires time O(ng) since P is bounded to
n. The For-Loop (Lines 3-9) requires time O(ng + ng>) which is bounded to O(ng?) .
Finally, the outer For-Loop (Lines 2-10) requires time O(cng’) which is bounded

to O(ng*) because c is a small constant.

Proposition 2. The Rule-Generator algorithm generates rules associated with all

categories in time O(n) where n is the average number of patterns in the training set.

Proof. We observed that the sets P and P~ are bounded to n. The algorithm needs to

construct a rule for every positive patternO(n)and filter-out common pattern
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in P"andP~ O(n) . The time required by Rule-Generator algorithm is O(2n) which is

bounded toO(n).

Proposition 3. The Induction phase induces classification rules in time O(ng”)

Proof. The time required to extract patterns and generate rules is O(n + ng”) which

is bounded to O(ng”).

Proposition 4. The Validation phase validates classification rules in time O(n”).

Proof. The number of rules| R, |is bounded to n since every rule represents a

positive pattern in P*. The formula Coverage requires time ¢ to scan for the number
of documents covered by a specific rule. Thus, time complexity for the inner-loop

isO(ng) .

Proposition 5. The Learning process, which consists of Induction and Validation,

requires polynomial time O(ng”) .

Proof. The time required to run the learning process is the sum of the time required

by induction and validation phases O(ng”)+ O(ng)which is bounded toO(ng”);

since ng® >> nq holds.

4.6 Running Example

In this section, we provide an example of how ROLEX-SP induces patterns from a

training set of documents. To simplify the idea, assume that the training set consists
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of two categories: Alzheimer and Dementia. Also, assume that every category
consists of two documents. Furthermore, assume that the following table represents

the medical domain lexicon created to serve the needs of explaining this example.

Table 4.1 Lexicon of Medical Terms

Term UMLS ID Category ID
Cause C0678227 Co1
Diseases C0012634 Co1
Impairment C2598156 Co1
Cognitive C1516691 Co1
Alzheimer C0002395 Co1
Problem C0033213 Co1
Memory C0025260 Co1
Mild C1270972 Co1
Damage C1883709 C02
Brain C0006104 Co02
Diseases C0012634 C02
Dementia C0497327 Co02
Memory Loss C0751295 C02
Symptom C1457887 C02

The terms in Table 4.1 are medical terms and the UMLS concept identifier is used to
retrieve synonyms and related terms. Moreover, the last column represents to which
category a concept is related. According to the pattern definition, a pattern is a noun-
phrase with lexical terms. The tool will scan the text documents and extract noun-

phrases. Every noun phrase that contains a lexicon’s term will be considered and
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evaluated as a pattern, either positive or negative. In this example, we will show the

positive and negative patterns extracted from the following documents.

Document | (CO1)

Some  people  with  memory
problems have a condition called
mild cognitive impairment (MCI).
People with this condition have
more  memory problems than

normal for people their age.

Document 2 (CO1)

People  with  mild cognitive
impairment. compared with those
without MCI, oo on to develop

memory problems.

Document 3 (C0O2)
Memory loss is a common
symptom of dementia.
Many different diseases can
cause dementia. including

Alzheimer's disease.

Document 4 (C02)
People with dementia have
serious problems with two
functions.

or more  brain

such  as  memory and

language.

The terms in bold format indicate domain terms; medical terms. The goal behind this
example is to extract positive and negative patterns for category CO1 only. In other
words, we want to construct patterns that identify the category “Alzheimer” using

training set of two categories: Alzheimer and Dementia.
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The learning algorithm starts by scanning documents in the first category “CO1” for
the purpose of extracting positive patterns. When a noun-phrase that contains lexical
terms of category “Alzheimer” is detected, the algorithm replaces noun-phrase tags
with equivalent domain concepts. In this example, the following patterns will be

extracted from the first document.

P1: Memory/NN problems/NNS mild/JJ cognitive/JJ impairment/NN

P2: Memory/NN problems/NNS

where NN indicates noun concept, NNS indicates plural noun, and JJ indicates

adjective term.

Since both of these patterns are able to identify other documents under category
(CO1) and they cover no other document in other categories, the tool will consider

these patterns as positive patterns.

Then, the algorithm will precede finding patterns that hold lexical terms of COl.
After scanning the document in CO1, the algorithm will detect the following pattern

which contains the term “Alzheimer” (a key concept of CO1).

P3: diseases/NNS cause/VB dementia/NN Alzheimer/NNP disease/NN ]

where NN indicates noun concept, VB indicates verb, and NNP indicates proper

noun.
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Pattern P3 contains key concept of category CO1 but appears in a different category.
Thus, P3 is a Negative pattern of category CO1. Note that, pattern P3 cover no other

document in CO2 which implies that it is not a candidate positive pattern of CO2.

4.7 Experiments and Results Analysis

In this section, we describe the experiments of applying ROLEX-SP. We provide a
description of the benchmark to be used in the experiment, the preprocessing tasks,
and the performance metric to be used in order to measure the effectiveness of the

proposed framework.

4.7.1 Benchmark Corpus

The OHSUMED test collection [55] (See appendix B) represents a portion of the
MEDLINE medical database. In this experiment, we used the categorization corpus
that consists of 20,000 documents from the OHSUMED collection released on 1991.

The collection consists of the 23 Medical Subject Headings (MeSH).

Table 4.2 - Top 5-Frequent OHSUMED categories

Category Name Category ID Size (#doc.)
Pathological Conditions Cc23 3952
Neoplasms c o4 2630
Cardiovascular Diseases Ccl14 2550
Nervous System Diseases cC10 1562
Disorders of Environmental Origin C21 1263
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4.7.2 Pre and Post processing

In order to create the domain lexicon, we used the MeSH description of medical
categories [48]. MeSH provides detailed description of each category in addition to
sub-categories of medical information. Furthermore, it provides a list of key-

concepts relevant to medical classes of knowledge.

Then, we followed the learning algorithm to extract positive and negative rules.
During the experiments, the learning algorithm extracts 7823 rules from the training
set (i.e. average of 340 per category). Figure 4.4 and 4.5 show examples of positive

and negative patterns extracted during experiments.

Head =

“arteriosclarosis”

Pre="Accalerated”

Post="Cardiac™

Head = “Disaasa”

Figure 4.4 - Positive Pattern of Category C14 “Cardiovascular Diseases”
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Q Post="dysfunction”
| w

Figure 4.5 - Negative Pattern of Category C14 " Cardiovascular Diseases"

Pra="pulmacnary”

4.7.3 Performance Metric

The effectiveness of the proposed categorization method was measured in terms of
recall, precision and F-measure. The standard micro-averaged precision and recall is

used in order to obtain the performance over a set of categories.

uPr=>Y1TP 1/ (ITP. |+ FP,|, (EQUATION 4.7)
ceC ceC

uRe=>ITP. I/ TP, I+|FN,| (EQUATION 4.8)
ceC ceC

where |TP. lis the number of correctly categorized documents in the testing set
under category c, | FP, |is the number of incorrectly categorized documents under

category c, and | FN_ |is the number of documents in the testing set which were not
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classified under category ¢ but should have been. The micro-averaged F-measure is

defined as follows:

F, = uPrx uRe/(1— o) uPr+ ot Re (EQUATION 4.9)

where & € [0,1].

The parameter « enumerates the relative degree of significance given to precision
and recall. We choose & =0.5 to give equal importance for both recall and

precision.

4.7.4 Experimental Results

In this section, we provide the results from implementing ROLEX-SP on
OHSUMED collection [55]. We conducted experiments to measure the performance
of the proposed method in terms of F-measure. Furthermore, another experiment has
been conducted to measure the effect of the number of rules and the number of

documents per category on the resulted performance.
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4.7.4.1 Performance

In order to evaluate the performance of ROLEX-SP, we start with analyzing our data
set for the purpose of choosing the best threshold on the coverage metric.
Apparently, the question arises here is: how to choose the threshold value in the

validation phase to produce a good performance in terms of recall and precision.

Our observations indicate that the distribution of terms frequencies in OHSUMED
collection varies in non-normal form. In other words, some terms appear frequently
in a category while many terms receive low frequency. Figure 4.6 shows the
distribution of term-frequencies within category 14 (The distributions of all

categories are available in Appendix B)

Category 14

4000
3500
3000
2500
2000
1500
1000

500
KT S F TR PO FYRTTY 1) LA PP RO Y ST TIR  ETY A
1 1233 2465 3697 4929 6161 7393 8625 9857
Term ID

Frequency

Figure 4.6 -The Distribution of Term-Frequency in Category 14
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Figure 4.7 shows the maximum term frequency for each category in the collection.
Notice that, the minimum term frequency is 1 for all categories. The histogram

shows the variation of the maximum term frequencies among different categories.

Max Frequency (Per Category)

4500
4000 -
3500
3000 -
2500
2000 -
1500 -
1000

500 -

Term Frequency

12345678 91011121314151617181920212223
Category ID

Figure 4.7 Maximum Term Frequency Per Category

A threshold value is used to evaluate the coverage metric for the purpose of
selecting a representative set of rules; set of rules that maximize recall and precision.
For instance, category 14 consists of 2550 documents. A rule that correctly classifies
5 documents in this category receives 0.0002 coverage value. Therefore, because of
the distributions of term-frequencies within categories and among different
categories vary in non-normal form, we chose low threshold values of 0.0, 0.0005,

and 0.001.
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The micro-averaged F-measure related to every fold is reported in Table 4.3 with
respect to different threshold values. In cross-validation, the dataset is partitioned
into k mutually exclusive subsets; in this case k=5. For each iteration, one fold is

considered as a testing set and the remaining ones serve as training sets.

Table 4.3 - The Results of The 5-Fold Cross Validation

u F-Measure u F-Measure u F-Measure

Threshold=0.0  Threshold=0.0005 Threshold=0.001
Fold 1 73.38 70.08 51.72
Fold 2 73.31 69.10 53.64
Fold 3 72.43 69.14 51.05
Fold 4 73.05 68.87 53.52
Fold 5 72.63 69.81 53.77
Average F-Measure 72.96 69.40 52.74
Average Recall 78.43 67.36 47.45
Average Precision 68.2 71.56 59.37

Table 4.3 shows that the performance measures reported for each fold are close to
each other. This result is normal when the dataset consists of homogenous data
(documents) and the size of folds (sub-datasets) is exactly equal. The average micro-
averaged F-measure reported in this experiment at threshold value of 0.0 is 72.96%,
threshold value of 0.0005 is 69.4, and threshold value of 0.001 is 52.74.
Furthermore, our findings show that at threshold value of 0.0 the average F-measure
and average recall measure is higher than those reported for other threshold values.

Moreover, the best precision achieved at threshold value of 0.0005.
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The results in Table 4.3 indicate that the threshold correlate negatively with the
average recall; the higher the threshold value the lower the average recall is. This
situation resulted from ignoring positive rules that achieved low coverage as
compared with the experimental threshold. Thus, the number of correctly classified

documents decreases.

On the other hand, we noticed that the average precision value at threshold value of
0.0 is less than the average recall, while the average precision becomes higher than
the average recall when the threshold value is greater than 0.0. This result indicates
that using a threshold value greater than 0.0 decreases the number of misclassified

documents as compared to the total number of documents covered by rules.
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4.7.4.2 Sensitivity Analysis

In this section, we analyze the performance of ROLEX-SP to measure how the
number of rules affects the performance in terms of F-score. The purpose is to
explain how the learning and categorization methods are affected by these

parameters.

Table 4.4 shows the performance of ROLEX-SP as a function of the number of rules
(refer to fold 1). The Table shows the performance on 10 N% intervals; where N is

the percentage of rules.

Table 4.4 — The Effect of the Number of Rules on F-measure
10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
F-measure 12.1 17.51 23 27.12 3492 4198 5876 67.15 72.61 73.38

The results indicate that the higher is the number of rules, the higher is the
performance is in terms of F-measure. Notice that, during the learning process,
every redundant rule is removed. Furthermore, the effect of the rules depends
heavily on the lexicon entries since concepts in the lexicon must be descriptive to
the domain. The experiment conducted in this research relies on specialized lexicon

of medical concepts (MeSH).

In order to analyze the effect of category size on the overall performance of the
categorization method, we compute the F-measure for each category (macro F-

measure) in separate and report the performance of the 5 most frequent categories in
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Table 4.5. The results show that the size of the category does not affect the

performance of ROLEX-SP.

Table 4.5 - Average F-Measure for Five Selected MeSH Categories at threshold=0.0 (macro F-

measure)
Category #doc F-Measure #rules #negative
C23 3952 61.81 510 73
Cl4 2630 86.17 463 57
Co4 2550 74.94 441 67
C10 1562 67.35 397 62
Co6 1263 70.09 391 43

4.7.4.3 Performance Comparison

In this section, the performance of 5-algorithms is reported in Table 4.6. The goal is
to compare our proposed method with state-of-the-art induction algorithms: Naive
Bayes (NB), C4.5, Ripper, and Poly-SVM, in addition to OLEX. The micro-
averaged F-measure scores have been computed on OHSUMED by each algorithm
on every cross-validation fold. Notice that, we compared our method with other

algorithm at threshold value of 0.0.
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NB
Foldl 62.00
Fold2 62.37
Fold3 62.97
Fold4 62.79
Fold5 62.40
Avg pu-F 6251

Table 4.6 - F-measure on Each Fold [82]

C4.5

58.84
58.67
59.15
58.68
59.01
58.87

Ripper
60.79
59.84
59.78
60.15
60.51
60.21

Poly-SVM  Olex

66.19
65.24
66.59
66.21
65.93
66.03

66.46
65.97
66.34
65.30
66.35
66.08

ROLEX-SP

73.38
73.31
72.43
73.05
72.63
72.96

The results indicate that ROLEX-SP outperforms other methods. The application of
lexical syntactic based rules reduces misclassified documents. Traditional term and
phrase-based features perform well in enhancing the recall measure by increasing
the number of correctly classified documents. LSP, on the other hand, increases
recall metric by producing relaxed rules by filtering out redundant ones. Also, it
reduces classification errors resulted from the presence of category’s terms or

phrases in irrelevant documents.

Most important, the strong definition of our lexicon (MeSH) plays a significant role

in producing the patterns. MeSH facilitates capturing key concepts and allows

ROLEX-SP to generate category-specific patterns.
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4.8 Related Work

In this Chapter, we defined the learning algorithm of rule-based text categorization

according to the description of the inductive logic programming (ILP) [83]. Similar

to ILP, we aimed to implement two types of features to identify classes; positive and

negative features. Positive features represent patterns of knowledge that accurately

identify classes. While negative features represent patterns that appear in the text but

refer to some other classes.

We defined the text categorization problem, according to the learning description of

the inductive logic programming, as follows: given

1.

A  finite set Cof independent categories of the form

{c,,c,,....,c, }wherek >1, meaning that there is more than one defined

category and the classification results of a category do not affect the

classification results of other categories.
A set D={d,.d,,..,d,}of text  documents such  that
V())A(ScCAlSI=v):d; e S wherel<v<kandl< j< N, meaning that

a document might belong to more than one category; S is a subset of one or

more categories.

A set P;of positive patterns consisting of ground logical facts of the

form p), e D, such that(p,edAde D,;)=deci; a positive pattern
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under category ci that occurs in the subset D, which represent a set of

documents that belong to category ci .

4. A set P~ of negative facts; patterns that appear in a document but does not

refer to category ci .

construct a classifier H , that is consistent with all positive and negative patterns. In

other words, the classifier is a set of rules to predict a category or set of categories of
a given documents based on the presence or absence of some patterns in that

documents.

Given background knowledge, a set of positive examples, and a set of negative
examples, a classifier is required to assign a text-document to a set of categories if
the positive rules occur in a document but not negative ones. To address the multi-
class classification of documents, we extend the definition of positive and negative
examples in ILP by restricting the definition of negative patterns to be independent
from positive ones of other categories. Our proposed learning process satisfies the
learning properties in [84] of ILP. Furthermore, our learning algorithm is PAC-
learnable [85]; a category C is efficiently PAC-learnable if there is a learning

algorithm runs in time polynomial.

In [82], the learning algorithm generates rules such that: given a categoryc, € C, a
positive pattern p’; € P," associate with categoryci, and a set of negative

patterns P (P~ N P* =¢), where P is the set of all negative patterns and P is the
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set of positive patterns, the classifier H ; of categoryci is defined as a set of rules.

We used the rule’s representation in [82] as follows:

¢, —pied —(p.edr=(p,ed)Ar.An=(p. ed) (EQUATION 4.10)

If a positive example p_ occurs in document d and none of the negative patterns
occur ind , the classifier assigns document d under category ci . Unlike the semantic

of the rules in [82], the restriction(P~ N P* =¢) imposed on the set of negative

patterns to guarantee that a document might be categorized under more than one
category; negative patterns are prevented from undoing the effect of other

categories’ positive ones.

In the following subsections, we provide a description of similar method and
techniques in the literature. The description include similarities between these

techniques and ROLEX-SP

4.8.1 OLEX

OLEX [82] is a rule-based learning method based on d-terms as a feature to
distinguish text categories. In OLEX, the classification features have selected as
discriminative terms; positive and negative. For instance, negative terms, in OLEX,
are defined as constraints on a category but these terms might be positive to another

category. Therefore, the description of OLEX does not provide clear evidence about
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how OLEX deals with this situation. ROLEX-SP, on the other hand, addresses this
problem by learning an independent set of negative patterns; independent from

positive ones. In addition, ROLEX-SP learning process is more efficient than OLEX

in terms of time complexity; O(ng”) as compared to O(ng’) .

4.8.2 SWAP

SWAP-1 [14] is a rule-based induction method to construct classifiers using a
dictionary of related terms or phrases. The basic idea of SWAP-1 is to find a set of
attributes to represent one class of knowledge. Defining a dictionary of terms and
phrases makes SWAP-1 modifiable technique; adapting different terminologies
relevant to different domains. Unlike SWAP-1, ROLEX-SP is intended to solve
multi-class categorization problem by learning the intersection area among different

categories rather than extracting attributes to increase the distance between classes.

4.8.3 Sequential Covering Algorithms

RIPPER [15], CN2 and AQ [24] are sequential covering algorithms that learn rules
directly from the training set without having to create a decision tree for post-
induction. Classification features are generated by discriminating association rules
using coverage metric. Our proposed method is similar to rule-based sequential
algorithms in that it learns rules through an induction learning algorithm based on

coverage and accuracy metrics.
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In the sequential induction of rules, each time a rule is learned and the tuples
covered by the rule are removed, and the process repeats on the remaining tuples.
Our proposed method groups the rules according to their relation to categories, then,
removes tuples learned by a rule for a subset of the training data Dc. The definition
of the vocabulary (lexicon) allows ROLEX-SP to generate more accurate rules in

comparison with RIPPER, CN2, and AQ.

4.8.4 Decision-Tree Induction Algorithms

ID3 decision tree [86], ID6NB [87], and C4.5 [88] are algorithms that construct a
decision tree from the training set in order to induce rules. Each node in the tree
represents a test on an attribute. DT induction algorithms are widely used to induce
relations among datasets. In [89] and [90], results showed the problems of using
keyword-based features to classify text documents. In addition, the experiments in
[90] indicated that the more information provided about the context the more
accuracy achieved in classification. The goal of constructing lexicon, in ROLEX-SP,
is to provide background knowledge to the learner, which reduces misclassified
documents. The application of rule-based lexical syntactic patterns require minimal
description of class labels; making the lexicon more dynamic to adapt different

aspects of user and application requirements.

Furthermore, our method extracts rules without any post-induction phase. For

example, C4.5 algorithm is used to build a decision-tree in order to induce the rules.
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Our direct induction method provides more relaxed set of rules in terms of coverage

criterion resulted in better performance in categorizing free text-documents.

4.8.5 ASPECT-BASED Classification

In [91], the aspect-based multi-class categorization technique requires learning a set
of intermediate aspect variables that encode properties of the labels. The
classification problem is defined as a structured learning problem with constraints
on assignments to aspect variables. Unlike this technique, ROLEX-SP induced rules
without intermediate phase of optimization (post-optimization). Moreover, our
technique relies on negative text patterns rather than penalty variables to reduce

misclassified documents.

4.9 Discussion

Our experimental results showed that ROLEX-SP framework is an effective method
to categorize free-text documents. In addition, we showed that ROLEX-SP
constructed classifiers that are efficient in terms of standard F-measure and time
complexity. The results demonstrate that ROLEX-SP achieved higher average F-
measure in compare with state-of-the-art methods. The following table shows the

improvement achieved by ROLEX-SP over other methods.

126



Table 4.7 - Improvement Achieved by ROLEX-SP

Method Average F-measure Improvement
NB 62.51% + 10.45%
C4.5 58.87% + 14.09%
Ripper 60.21% + 12.75%
Poly SVM 66.03% + 6.93%
OLEX 66.08% + 6.88%

ROLEX-SP is the first method to apply lexical-syntactic patterns as a feature to
represent free text. The application of LSP as basis for constructing rules resulted in
better performance in compare with other methods. Furthermore, the use of lexical
syntactic patterns reduces classification errors resulted from the existence of a
domain concept (term-based frequency). Negative patterns have been constructed to

address this issue.

ROLEX-SP learning algorithm is efficient in terms of learning general rules and
time complexity. The rules generated by ROLEX-SP are filtered (see definition 2) to
include highly-coverage rules; handle redundancy issue. Also, we showed in section

3.5 that the time complexity of ROLEX-SP is O(ng”), which is better than many

rule-based learning methods such as OLEX and RIPPER.

The improvement of ROLEX-SP over other methods is statistically significant.
Thus, the observed differences between ROLEX-SP and other methods reflect a real
difference; not due to chance. Table 4.8 summarizes the confidence intervals

resulted from applying paired t-test to compare ROLEX-SP with other methods.
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Table 4.8 - Statistical Student’s Paired t-Test (95% Confidence Intervals and 4-degree of

freedom)
NB [9.54 -11.37]
C4.5 [13.34 -14.84]
Ripper [12.13 -13.35]
Poly-SVM [5.92 -7.93]
OLEX [6 -7.75]

Finally, although ROLEX-SP achieved higher performance, we believe that the
strong definition of MeSH (lexicon) categories plays a significant role in these
enhancements. Thus, the definition of the lexicon, which is an integral part of
ROLEX-SP framework, is a major limitation; making ROLEX-SP not applicable on

domains where categories were not defined by subject headings.

4.10 Conclusion

In this Chapter, we presented a framework for categorizing free text documents. The
contributions of this research are the formation of lexical syntactic patterns from
domain lexicon to solve multi-class classification problem, a categorization
framework that addresses the problem of classifying free text with minimal label
description, and an efficient learning algorithm in terms of time complexity and F-

measure to induce categorization rules.
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We performed experiments for the purpose of evaluating the proposed framework
and compare it with well known algorithms in the literature. The results indicated
that ROLEX-SP outperform other methods in terms of micro averaged F-measure.
Also, the improvement achieved by ROLEX-SP is statistically significant. The use
of lexical syntactic patterns, both positive and negative, contributes on increasing

the accuracy of ROLEX-SP over other methods.

In addition, we also provided a sensitivity analysis to the performance of ROLEX-
SP to measure how the number of rules affects the performance of our method. The
results indicated that ROLEX-SP affected by the number of rules positively. On the
other hand, our observations during experiments indicated that the number of

documents in the training set is not correlated to the overall performance.

The results indicated that ROLEX-SP is a good alternative as compared with other

text categorization methods if there would exists a vocabulary of concepts that

defined to describe categories in a domain specific environment.
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CHAPTER 5

CONCLUSION

This dissertation presents a model to construct document semantic network for the
purpose of enhancing the retrieval and ranking of medical documents. Furthermore,
it presents a text categorization framework based on lexical syntactic patterns. In
this Chapter, theoretical and technical contributions of this study are presented.
Next, we present the limitations of the study in terms of design and implementation.

The Chapter, then, concludes and recommends further research.

5.1 Summary of Work

In this dissertation, we have explored the effect of applying multiple semantic
features in a mathematical similarity model to retrieve and rank domain specific
knowledge, specifically medical domain. Moreover, we studied the impact of
applying lexical syntactic patterns to categorize medical documents with minimal

label description.
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In Chapter 3, we described our methodology to formulate the similarity model that
combines three features. Also, we provided detailed design description and
implementation issues to realize the proposed model. In addition, we explained in

detail two experiments to evaluate the proposed model.

In the first experiment, we applied our model to OHSUMED collection. Then, we
compared the ranking and retrieval performance of MIR model with the results
reported in TREC-9 and the results of KELSI method. In the second experiment, we
used to evaluate the proposed model using a collection of full text documents. We
distributed a questionnaire to two groups of users in order to measure ranking,

recall, and precision metrics.

In Chapter 4, we explained the theoretical and mathematical basis of a rule-based
categorization method to classify medical documents. Furthermore, we proposed the
application of lexical syntactic patterns as a classification feature to categorize
medical documents with minimal labels. Also, we explained the experiment to
evaluate our method and compare the results with well known and similar methods

in the field of rule-based categorization.

5.2 Research Contribution

The contributions of this research in the field of ranking and categorizing medical

documents can be summarized as follows:

= A similarity model that combines multiple semantic features to model the

relationships among documents containing medical and healthcare information.

131



The purpose is to overcome the frequency anomaly of traditional methods and
retrieve more accurate results by shrinking the hit-list via reduction of the
maximum number of relevant documents, which results in high precision.

A system that facilitates medical and non-medical searching by expanding user
queries with related concepts through the use of a specialized medical lexicon
and a metathesaurus. The system then attaches user queries to a network of
documents and computes similarity based on a set of predefined semantic
features.

A ranking method that sorts highly relevant documents toward the top of the hit-
list. The ranking task is implemented on top of a semantic document network
created to rank documents according to their topics.

A technique to automatically formulate lexical syntactic patterns as basic
classification features for medical documents

A categorization framework that addresses the problem of categorizing free text
with minimal label description with efficient learning algorithm in terms of time

complexity and F-measure to induce categorization rules

5.3 Comments on Results

Our experimental results demonstrate the effectiveness of MIR model in terms of

recall, precision and topical ranking. In the first experiment, we compared our

results with top-five systems reported in TREC-9. The comparison highlights that

MIR model outperforms other systems in terms of precision and R-precision. Also,

we performed experiment to measure the interpolated precision per query. The goal
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behind this experiment is to compare our proposed method with KELSI
(Knowledge-Enhanced Latent Semantic Indexing). The experimental findings
demonstrate the effectiveness of MIR by achieving higher interpolated precision on

58 queries (out of 63).

In the second experiment, we analyzed the questionnaire’s data and reported the
results in terms of recall, precision, and ranking assessment. The results indicate that
the proposed model is effective and a good alternative to classical models to retrieve

and rank medical and health information.

We achieved a significant improvement over other retrieval methods because MIR
model relies on concept and query expansion using MeSH concepts. Furthermore,
concept expansion with related MeSH terms plays an important part in constructing

the semantic network of documents to enhance the ranking of retrieved documents

In the second phase of this dissertation, we performed an experiment to evaluate the
performance of ROLEX-SP as a categorization framework for domain specific
knowledge. The experiment concentrate on categorizing medical documents based
on lexical syntactic patterns features. The results indicate that ROLEX-SP performs
well in comparison with existing methods on short-text documents with minimal

label description.

ROLEX-SP received significant performance as compared with state-of-the-art and
related methods because of the strong definition of domain lexicon; MeSH lexicon.

Equally important, the application of lexical syntactic patterns, as classification
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features, reduces the number of misclassified text documents and, therefore,

enhances the overall performance of ROLEX-SP

5.4 Limitation and Future Work

There are some restrictions and limitations that need to be taking into account in this

context.

1. The proposed model is not normalized, meaning that it is not restricted to a
maximum bound. This limitation may affect the understandability of the
similarity values.

2. The system produces different rank for queries that belong to the same topic
but contain different non-medical terms. The reason behind this anomaly is
that MIR model considers only medical terms as the basic representative
feature to medical text documents.

3. The semantic parameters in the model are restricted to include the title and
address. We believe that including more medical-specific parameters such as
medical grammars will increase the performance and the effectiveness of our
technique.

4. During experiments, we have observed that the proposed model performs
better with long-text in terms of precision and ranking. Although the MIR
model shows good results with short-text collections (i.e., OHSUMED), we
believe that the model can demonstrate better precision metrics, much like

the one in the questionnaire-based experiment.
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5. The effectiveness of ROLEX-SP is dependent on the noun phrase extractor
algorithm since the process of constructing lexical syntactic patterns is
totally depend on noun phrases.

6. The performance of ROLEX-SP is positively correlated to the predefined
vocabulary (lexicon); ROLEX-SP is intended to categorize domain specific
knowledge in which classes of information are described by a set of key

concepts.

Similar to [5], in the future we plan to measure the impact of cognitive biases on the
searching task and relevance rankings. DEBIASING strategies, such as question-
answering user interface, might be applied to reduce such biases that, in turn,

enhance the overall performance of the proposed system.

Another future direction is the application of lexical syntactic patterns on the
categorization of multi-lingual text and other domains of knowledge. In this
direction, we would like to extend ROLEX-SP vocabulary to categorize medical

documents written in different languages.
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APPENDICES

APPENDIX A: SAMPLE OF OHSUMED COLLECTION

Infectious arthritis
Any patient who presents with an acute monarticular arthritis, especially a new
asymmetric effusion with underlying joint disease. should be suspected of
having a bacterial process. Because synovial fluid findings (leukocyte counts
and glucose) may not be predictive of infection. bacteriologic analysis by smear
and culture s necessary in the evaluation of any new synovial effusion.

A chronic monarticular process is highly likely to be infectious also. but
mycobacterial or fungal etiologies frequently require appropriate culture of
synovial tissue in addition to processing fluid. Acute polyarticular syndromes are
seen as manifestations of disseminated gonococcal infections (DGI) and certain
viral infections in adults.

Diagnostic clues include historic and physical findings (exposure history and
type of rash). The major pathogen in adulis remains Staphylococcus aureus. so
initial therapy is directed at this organism unless urinary tract infection is present
also. Proper recommended therapy for DGI is ceftriaxone because penicillin-
resistant strains are present in many urban canters. Early recognition and
treatment of bacterial arthritis may prevent poor outcome, particularly in elderly
patients or those with underlying joint diseases.

For chronic mycobacterial or fungal infections, surgery may need o be
combined with medical management.
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An unusual manifestaticon of Paget's disease of bkone: spinal
epidural hematoma presenting as acute cauda equina syndrome.

Neurologic sequelas o©of Paget's disease of bene include
involvement cof the spinal cord or cauda equina due toc mechanical
compression by enlarged wertebrae, ischemia caused by a spinal
artery, steal syndrome or neoplasm.

We describe a patient with Paget's disease of bone who
presented with acute cauda equina syndrome due to a spinal
epidural hematoma.

Clinicians need to recocgnize this entity =since surgical
intervention may result in a favorable outcome.

Prospective payment system and impairment at discharge.The
"quicker-and-sicker’™ story revisited

Since the introduction of the prospective payment system (PPS),
anecdotal evidence has accumulated that patients are leaving the
hospital "guicker and sicker." We developed walid measures of
discharge impairment and measured these levels in a naticonally
representative sample of patients with cne of five conditicns
prior to and following the PPS implementation.

Instability at discharge (important clinical probklems usually
first occurring prior toc discharge) predicted the likelihood of
postdischarge deaths.

At 90 days postdischarge, 16% of patients discharged unstable
were dead wv= 10% of patients discharged =stable.

After the PPS Iintroducticn, instability increased primarily
among patients discharged home.

Prior to the PPFS, 10% of patients discharged home were
unstable; after the PPS was implemented, 15% were discharged
unstable, a 43% relative change.

Efforts to meonitcr the effect of this increase in discharge
instability on health should be implemented.
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APPENDIX B: THE DISTRIBUTION OF TERM-FREQUENCIES

IN OHSUMED COLLECTION

Category 1
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APPENDIX C: MESH CATEGORIES OF MEDICAL

KNOWLEDGE

Category ID

Category Description

COol Bacterial Infections and Mycoses
co2 Virus Diseases

O3 Parasitic Diseases

o4 Neoplasms

Cos Musculoskeletal Diseases

CO6 Digestive System Diseases
co7 Stomatognathic Diseases

CO8 Respiratory Tract Diseases
coo Otorhinolaryngologic Diseases
Cl0 Nervous System Diseases

Cll Eye Diseases

C12 Male Urogenital Diseases
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Female Urogenital Diseases and Pregnancy

Cl3 , .
Complications
Cl4 Cardiovascular Diseases
Cl15 Hemic and Lymphatic Diseases
s Congenital. Hereditary. and Neonatal Diseases
Clo - . L
and Abnormalities
Cl17 Skin and Connective Tissue Diseases
CIE Nutritional and Metabolic Diseases
Cl19 Endocrine System Diseases
C20 Immune System Diseases
C21 Disorders of Environmental Origin
C22 Animal Diseases
C23 Pathological Conditions. Signs and Symptoms
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