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ABSTRACT 

 

TECHNOLOGY ACCEPTANCE: A META-ANALYSIS 

OF THE THEORETICAL MODELS 

 

SEVİM, Anıl 

M.S., Department of Information Systems 

Supervisor: Assoc. Prof. Dr. Sevgi ÖZKAN YILDIRIM 

 

February 2015, 149 Pages 

 

Technology Acceptance Model (TAM) has been among the most pervasive models 

which attempted to elucidate the dynamics of technology acceptance. The constructs 

of both TAM and its operative successors including TAM2, TAM3 and UTAUT 

(Unified Theory of Acceptance and Use of Technology) have been tested through 

several primary studies, however, the question is that there exists a limited number 

of secondary studies which aim the assessment of construct relationship variation 

among those primary studies. Through conducting a validated search on six digital 

libraries and online databases as the main sources of past empirical studies, this study 

performed a set of random-effects meta-analyses on 12 construct relationships of the 

TAM, UTAUT, and variants. 84 primary studies which comprise an aggregate sample 

size of 27387 were selected and meta-analyzed. The effect sizes were dispersed in each 

of the meta-analyses. With respect to the effect of perceived usefulness on behavioral 

intention to use, a significant (alpha = 0.1) difference was observed between the 

mandatory users of the technology and those who use the technologies voluntarily.  

Keywords: Technology Acceptance Model, Meta-Analysis, Publication Bias, 

Moderator Analysis, Information Systems 
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ÖZ 

 

TEKNOLOJİ KABULÜ: KURAMSAL MODELLER ÜZERİNE 

BİR META-ANALİZ ÇALIŞMASI 

 

SEVİM, Anıl 

Yüksek Lisans, Bilişim Sistemleri Bölümü 

Tez Yöneticisi: Doç. Dr. Sevgi ÖZKAN YILDIRIM 

 

Şubat 2015, 149 Sayfa 

 

Teknoloji Kabul Modeli (TAM) teknoloji kabulündeki etmenlerin açıklanmasında en 

çok başvurulan kuramsal modellerden biri olagelmiştir. Teknoloji Kabul Modeli ve 

onun TAM2, TAM3 ve UTAUT (Birleştirilmiş Teknoloji Kabul ve Kullanım Modeli) 

gibi ardıllarına ait bileşenler ve bileşenler arası ilişkisel yapıların çok sayıda birincil 

çalışmayla test edilmiş olduğu görülmektedir. Diğer yandan bir başka gözlem, bu 

çalışmaların model bileşenleriyle bileşenler arası ilişkilere yönelik bulgularının ne 

ölçüde farklılık gösterdiğini saptamaya odaklanan ikincil çalışmaların sınırlı sayıda 

olduğudur. Altı sayısal kütüphane ve veri tabanında doğrulanmış yöntemlere dayalı 

bir araştırma gerçekleştiren bu çalışma, TAM, UTAUT ve bunları temel alan kuramsal 

modellerden alınan 12 yapı ilişkisini inceleyen bir grup rassal etkiler meta-analizi 

uygulamıştır. Toplam 27387 elemanlı bir örneklem büyüklüğü olan 84 birincil çalışma 

meta-analizde kullanılmıştır. Çalışma etki büyüklükleri her bir meta-analizde 

dağınık konumdadır. Algılanan yararlılığın davranışsal kullanım niyeti üzerindeki 

etkisi bakımından teknolojiyi zorunlu olarak kullanan kişiler ile gönüllü olarak 

kullanan kişiler arasında anlamlı (alfa = 0,1) bir fark olduğu saptanmıştır. 

Anahtar Kelimeler: Teknoloji Kabul Modeli, Meta-Analiz, Yayın Yanlılığı, 

Düzenleyici Etkisi, Bilişim Sistemleri 
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CHAPTER 1 
 

 

INTRODUCTION 
 

 

 

This part provides a demonstration of the motivation behind this study (i.e. Section 

1.1), and continues with the presentation of the outline of the thesis in Section 1.2. 

 

1.1. Motivation and Background 
 

Technology Acceptance Model (TAM) has been among the most pervasive models 

which attempted to elucidate the dynamics of technology acceptance. The constructs 

of both TAM and its operative successors including TAM2, TAM3, UTAUT (Unified 

Theory of Acceptance and Use of Technology), and UTAUT2 have been tested 

through several primary studies, however, the question is that there exists a limited 

number of secondary studies which aim the assessment of construct relationship 

strength variation among those primary studies. Through conducting a validated 

search on six digital libraries and online databases as the main sources of past 

empirical studies which embodied input data, this study aims to perform a 

quantitative meta-analysis of the TAM as well as its revisions and successors with 

respect to shared or preselected construct relationships. The objective of the meta-

analytic assessment is to derive the effect sizes from each member of the defined set 

of past primary studies, and to find out whether the associative findings of these 

studies vary significantly, insomuch that some upgrades and/or extensions to 

relationships might be proposed. 
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1.2. Research Questions  
 

Both TAM and UTAUT as well as their variants have plenty of pairwise relationships 

as their constructs are considered, and conducting meta-analyses for each and every 

relationship require more than one in-depth study in order to be effective and 

elucidative. What is more, the further tests including the examination of the 

moderating effects (e.g. sample demographics etc.), publication bias etc. make such 

systematic reviews even more exhaustive. Therefore, in order to embody the scope of 

this study, a set of research questions has been identified and these are listed in Table 

1.1 below.  

 

Table 1.1 Research questions of the study 

No  Research Question  

1a What is the predictive ability of perceived usefulness of a technology on attitude toward its 

use?  

1b To what extent does the predictive ability of perceived usefulness of a technology on attitude 

toward its use vary among studies?  

2a What is the predictive ability of perceived usefulness of a technology on behavioral intention 

to use?  

2b To what extent does the predictive ability of perceived usefulness of a technology on 

behavioral intention to use vary among studies?  

2c Does the predictive ability of perceived usefulness of a technology on behavioral intention 

to use vary by voluntariness of use?  

3a  What is the predictive ability of perceived ease of use of a technology on attitude toward its 

use?  

3b To what extent does the predictive ability of perceived ease of use of a technology on attitude 

toward its use vary among studies?  

4a What is the predictive ability of perceived ease of use of a technology on behavioral intention 

to use?  

4b To what extent does the predictive ability of perceived ease of use of a technology on 

behavioral intention to use vary among studies?  

4c Does the published predictive ability finding of perceived ease of use of a technology on 

behavioral intention to use vary by the type of publication (i.e. journal articles and 

conference proceedings)?  
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5a Table 1.1 (cont.) What is the predictive ability of perceived ease of use of a technology on 

perceived usefulness?  

5b To what extent does the predictive ability of perceived ease of use of a technology on 

perceived usefulness vary among studies?  

5c Does the predictive ability of perceived ease of use of a technology on perceived usefulness 

vary by the occupation (i.e. student, non-student, and mixed/unknown) of the survey 

participants?  

6a What is the predictive ability of behavioral intention to use of a technology on actual use?  

6b To what extent does the predictive ability of behavioral intention to use of a technology on 

perceived usefulness vary among studies?  

7a What is the predictive ability of subjective norm on behavioral intention to use of a 

technology?  

7b To what extent does the predictive ability of subjective norm on behavioral intention to use 

of a technology vary among studies?  

8a What is the predictive ability of subjective norm on perceived usefulness of a technology?  

8b To what extent does the predictive ability of subjective norm on perceived usefulness of a 

technology vary among studies?  

9a What is the predictive ability of performance expectancy on behavioral intention to use of a 

technology?  

9b To what extent does the predictive ability of performance expectancy on behavioral intention 

to use of a technology vary among studies?  

10a What is the predictive ability of effort expectancy on behavioral intention to use of a 

technology?  

10b To what extent does the predictive ability of effort expectancy on behavioral intention to use 

of a technology vary among studies?  

11a What is the predictive ability of social influence on behavioral intention to use of a 

technology?  

11b To what extent does the predictive ability of social influence on behavioral intention to use 

of a technology vary among studies?  

12a What is the predictive ability of facilitating conditions on actual use of a technology?  

12b To what extent does the predictive ability of facilitating conditions on actual use of a 

technology vary among studies?  

 

As can be seen in Table 1.1 above, the study attempts to gather findings on twenty 

seven identified research questions in total, and it suggests future studies in Section 

6.2, for example, meta-analyses on the other unexamined pairwise relationships of 
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the models, and also meta-analyses on the existing pairwise relationships above 

regarding which this study has relatively small samples. 

  

1.3. Thesis Outline 
 

Chapter 1 introduces the thesis subject by presenting the motivation behind the study 

and the background of interest in Section 1.1, specifies the research questions in 

Section 1.2, and provides an outline of the entire thesis report in this section, i.e. 

Section 1.3. 

 

Chapter 2 presents a bilateral review of literature related to the method of “meta-

analysis” and the theoretical models on “technology acceptance” domain in Section 

2.1 and Section 2.2, respectively. Following these two sections, Section 2.3 provides a 

classified look at a set of predecessor meta-analytic efforts on technology acceptance.    

 

Chapter 3 clarifies the research design pursued in this thesis: Section 3.1 explains the 

way of defining sources which embodied the input needed for the study; Section 3.2 

gives information about what strategy was used to utilize these sources effectively; 

Section 3.3 presents the criteria used during information retrieval and study selection 

for meta-analysis; Section 3.4 provides the basis for how effect sizes were obtained 

and/or deduced from the studies subject to meta-analysis, and demonstrates how the 

choice was made between the fixed-effect and random-effects meta-analysis models; 

and Section 3.5, as a transition part to the data analysis, makes an introduction to the 

data extraction process by presenting the study level coding protocol of the meta-

analysis. 

 

Chapter 4 is framed by the core meta-analysis study. Section 4.1, as an umbrella 

section following the Data Analysis title, comprises information about the effect size 

level coding protocol (Section 4.1.1), the characteristics of the selected primary studies 
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in terms of data and context (Section 4.1.2), and the core synthesis processes which 

focus on the relationships  of the theoretical models  (Section 4.1.3).  

 

Chapter 5 provides the results of the study and discusses the results in analytical way: 

Section 5.1 takes a collective look at Section 4.1.3’s meta-analysis results through the 

examination of the heterogeneity in Section 5.1.1, the moderator analysis in Section 

5.1.2, and the investigation of the publication bias in Section 5.1.3. 

 

Chapter 6 provides the findings of the study at a glance as well as how they can be 

interpreted with respect to defined research questions in Section 6.1, and suggests 

paths for further systematic review studies in the field of technology acceptance in 

Section 6.2.    
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CHAPTER 2 
 

 

LITERATURE REVIEW 
 

 

 

In this chapter, Section 2.1.1 introduces the method of meta-analysis by making 

definitions and describing the areas of use of meta-analysis. Section 2.1.2 introduces 

the term “effect size”; Section 2.1.3 mentions the critical points of view on meta-

analysis; and the text introduces the theoretical models on technology acceptance in 

Section 2.2. In the following section, i.e. Section 2.3, the past meta-analysis studies 

which focus on the domain of technology acceptance are explained.  

 

2.1. A Review of the Concept “Meta-Analysis” 
  

This section brings a general view to meta-analysis by defining it and exhibiting the 

uses of it; introducing the “effect size” as a core statistic which constitutes the input 

for a meta-analysis study; and summarizing the diverging points of view on the meta-

analysis concept, respectively.   

 

2.1.1. What is Meta-Analysis for? 

 

Meta-analysis refers to the method, or the set of techniques, which combines and 

evaluates the empirical findings summary of two or more primary studies so as to 

find answer(s) to prespecified research question(s). The word “prespecified” seemed 

appropriate because meta-analysis, as Lipsey and Wilson [1] emphasized, requires 

the researcher to identify the point of interest in order to justify the criteria employed 

during the inclusion and exclusion processes of the reviewed studies.  
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Cooper [2] counts the introduction of meta-analysis as the third greatest advance 

which influenced the research synthesis; the other two are the growth in research and 

the rapidly increasing computerization of retrieval systems. The importance 

attributed to meta-analysis is, to a large extent, because the growth in research 

synchronically required some standard for the summation and interpretation of the 

study findings, and the approach of “narrative review” could not fill this gap which 

was subsequently filled by meta-analysis as a quantitative practice. According to 

Borenstein et al., the limitations that narrative reviews had including subjectivity, 

diversity in selection criteria, unsystematic evaluation of studies, lack of 

transparency, inability to review the big data etc. made meta-analysis a substantial 

substitute for narrative review in various disciplines [3].          

 

Meta-analysis, as a term, was first used (actually, coined) by Glass [4] in 1976 in an 

attempt to characterize the method conducted during the study of Smith and Glass 

[5] which investigated the effectiveness of psychotherapy. They did this by 

aggregating a massive set of empirical findings which could be used to obtain “effect 

sizes” directly or indirectly from the articles of the related literature. In fact, according 

to Rosenthal and DiMatteo [6], even though not denominated a “meta-analysis”, the 

first meta-analysis was conducted by Pearson [7] in 1904 and aimed at finding answer 

to a research question in the field of medicine by clustering several correlation 

coefficients from the previous studies. Indeed, as the literature grew rapidly, the 

fields of medicine such as epidemiology, pharmacology etc. needed and utilized the 

meta-analysis practices much more frequently. Some researchers suggested that this 

popularity partially arisen from the fact that the huge information generated from the 

studies of such disciplines required methods for the synthesis of this information [6]. 

One other probable factor is that the studies such as clinical trials, considering the 

costs and per se conditions (e.g. accessibility to a limited number of respondents for 

a very specific research problem), led to relatively smaller sample sizes. Everitt [8] 

states that this arises the need for an attempt to derive empirical evidences which are 
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more powerful statistically and better in terms of precision. Inevitably, since other 

disciplines appreciate such gains of meta-analysis, too, the usage of the method 

diffused into other fields of research such as psychology, education, business, and 

into several branches of behavioral and social sciences in the course of time. For 

instance, in parallel within the scope of this study, Section 2.2.4 touches generally on 

the prior meta-analyses which were conducted regarding the technology acceptance 

domain. 

 

2.1.2. The Core Statistic: Effect Size 

 

A selected primary study is mainly represented by its effect size in a meta-analysis. 

Cohen [9] defined the term “effect size” as the extent to which the null hypothesis of 

the study is rejected. Cooper [2] stated that an agreed indication of effect size, that is, 

the value which is specifically addressed with one of the metrics such as magnitude of 

difference, relationship strength etc., is essential for getting response to “how much?” 

question.  

 

Among several (e.g. odds ratio, standardized mean difference etc.), one appropriate 

metric for this study, and also for a significant part of studies which investigates 

technology acceptance, is r-index, i.e. the Pearson product-moment correlation 

coefficient. The appropriateness of correlation coefficient as a metric arises from, for 

instance, that studies on acceptance models address the relationships among 

constructs in the form of continuous variables; e.g. the relationship between the 

intention to use and actual usage. The r value of such a relationship constitutes the 

effect size, and the magnitude of this value indicates whether the relationship is 

strong, in fact, whether the effect size is small or large.     

 

Some primary studies might not present the effect size values that can be directly 

used in meta-analysis, and even so, the needed effect size values can still be estimated 

by using some other empirical data (e.g. t-test value) of these studies. Additionally, 
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in order to ensure the normalization of values distribution, r-index values can be 

converted to z-scores prior to meta-analysis.  

 

Independent from the attempts of direct collection, indirect estimation and 

conversion of effect size values of each single study, one essential step and goal of 

meta-analysis is the integration and averaging of these effect sizes to obtain a 

summary effect size. The weighting of the effect sizes during the averaging process is 

based on the samples sizes of each primary study as a generally accepted practice [2]. 

Besides, as the summary effect is reported, the value is presented with the p-value 

and a precision measure [3]. The phases of individual effect sizes collection and the 

approaches used to achieve the summary effect size for this study is described in 

Section 3.4 and Section 4.1.                     

 

2.1.3. Critical Points of View on Meta-Analysis 

 

The validity of the meta-analysis practices were questioned by several researchers at 

the same time that these practices are gaining acceptance and becoming widespread 

among various disciplines.  

 

Combining the findings of studies which are different in respect to populations, 

variables etc. was referred to with a quite well-known analogy of “mixing apples and 

oranges”, according to Sharpe [10]. Borenstein et al. [3] state that the basis of the 

criticism was that the study differences are being overlooked during the process of 

summary effect determination, and respond to this criticism with the counter-

argument that meta-analysis may be trying to ask a question about the broader 

subject, that is, fruit. Furthermore, Moayyedi [11] emphasizes the positive side of this 

criticized combining practice in such a way that the researcher does not only reach a 

combined summary effect by this way but also gathers deeper information by 

investigating the heterogeneity among findings. Differently from the “fruit scope” 

counter-argument, Tamim [12] also expresses a meta-analysis practice as mixing only 

apples but with different characteristics: e.g. taste, color, etc.       
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The proverbial “garbage in – garbage out” axiom has been used as another statement 

to question the validity of meta-analysis by Eysenck [13]. The usage of the term 

implied that a combined effect size cannot be credited as long as it is derived from the 

primary studies which have questionable methodological quality. In fact, “garbage in 

– garbage out” criticism importantly draws attention to the problematic meta-analytic 

attempts where an intensely inclusive approach (i.e. propensity to include as much 

studies as possible with less strict selection criteria) is used for study selection. On the 

other hand, as meta-analysis methods became parts of several fields of scientific 

research and made progress, this criticism was set aside to address more of the early 

Glassian meta-analyses. For instance, as a successor approach, the “study effect meta-

analysis” is based on the rigorous selection of studies which have some specified 

methodological quality [12].  Moreover, standards and influent frameworks such as 

Valentine and Cooper’s [14] Study Design and Implementation Assessment Device, 

also known as Study DIAD, were introduced to systematize the assurance of the 

targeted input quality. In any case, a well-planned meta-analysis tries to obtain 

findings which are beyond a single combined effect size, e.g. the interpretation of 

dispersion, and even low quality studies can be included and utilized as long as their 

quality levels are specified.        

 

Another important drawback for meta-analysis is discussed under the term of “file 

drawer problem” of Rosenthal [15], who remarked the omitted effect of studies which 

are kept in the file drawers, that is, not published. As a factor involving any type of 

research synthesis and irrespective of being qualitative or quantitative, file drawer 

problem implies a bias in the combined effect with the presupposition of that studies 

with relatively significant findings tend to be published while those with insignificant 

findings remain unpublished. Indeed, when one considers the finite number of 

channels of publication and distribution, especially during the pre-internet era, it is 

not unjustifiable to assume that, ceteris paribus, the primary study with low statistical 

significance has a lower chance of being reported and published, hence, a lower 
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chance of being detected and selected for meta-analysis. Such drawback of selection 

leads to publication bias since the entire set of studies (i.e. published and 

unpublished) which is relevant to the specified research question is not included in 

the selection pool. To make an analogy, just as excluding the negative and/or 

unexpected results from a primary research is not appropriate, excluding the 

unpublished, hence, possibly and hypothetically insignificant, studies makes a meta-

analysis biased and less defensible. Ideally, the best way to avert publication bias is 

to check all the drawers in addition to published journals, but this is usually not 

possible in practical terms. Therefore, artificial but effective instruments are 

developed to determine the existence of publication bias in a meta-analysis and to 

estimate the impact of this bias on the summary effect, and these instruments were 

utilized in our study, as well (see Section 5.1.3). In this sense, the file drawer problem 

has not been an insoluble obstacle for meta-analysts.                 

 

In the last instance, the criticisms, some major of which were mentioned above, have 

contributed to the validation progress of meta-analysis methods. Meta-analysis needs 

to be compared to its alternatives such as narrative reviews in order to be evaluated 

justly, and the fact is that most critical remarks of meta-analysis are also true of 

narrative reviews. That is, the aforementioned criticisms are usually not exclusive to 

meta-analysis and they do not eliminate the necessity of its applications in science. 

  

2.2. Theoretical Models on Technology Acceptance 
 

Schepers and Wetzels [16] remarks that with the purpose of improvement in the 

utilization of information technologies, both researchers and organizations made 

attempts to identify the factors of technology acceptance. This section makes a 

summation of the theoretical models which are built to understand the dynamics of 

user acceptance of technology by firstly introducing the Technology Acceptance Model 

(abbreviated as TAM) of Davis [17], and its successors, TAM2 of Venkatesh and Davis 

[18], and TAM3 of Venkatesh and Bala [19], respectively. Following the summation 
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of TAM and its two chronological and contextual variants, another influential 

acceptance model of Venkatesh et al. [20], i.e. Unified Theory of Acceptance and Use of 

Technology (abbreviated as UTAUT) is introduced with its recent variant, UTAUT2 of 

Venkatesh et al. [21], as well.    

  

2.2.1. Davis’ TAM: An Evolution through TRA 

 

Technology Acceptance Model (TAM) was proposed by Davis [17] in 1989. In fact, 

regarding its initial development, the model can date back to Davis’ doctoral 

dissertation [22]. TAM derived its roots from the Theory of Reasoned Action (TRA) 

of Fishbein and Ajzen [23], which suggests that the attitude towards behavior and 

subjective norm (abbreviated as SN) act on the behavioral intention, and that the 

behavioral intention is what drives the actual behavior. TAM embraced these 

theoretical links to elucidate the mechanism of technology acceptance, hence, 

concretized the mechanism with the technology-specific construct-relationship 

structure presented in Figure 2.1. 

 

 

Figure 2.1 Technology Acceptance Model (TAM) of Davis [17] 

 

After conducting a longitudinal study with 107 students who are in the MBA 

program, Venkatesh and Davis [24] reached a conclusion which led to the removal of 

attitude toward use (ATT) construct from the original TAM. The revision stemmed from 

the finding of that ATT could only partially mediate perceived ease of use (PEU) and 

Chandio [25] states that perceived usefulness (PU), and that a structure with three 



   

14 

 

constructs, i.e. PU, PEU, and intention to use (BI), was more powerful regarding the 

prediction and explanation of user behavior. The revised model is illustrated in 

Figure 2.2.   

 

 

Figure 2.2 The revised Technology Acceptance Model (TAM) of Davis et al. [26] 

 

The two characteristic constructs of TAM are perceived usefulness and perceived ease of 

use; the former of which is abbreviated as PU and the latter of which is abbreviated 

as PEU in this study.  Davis [17] defines PU as the extent to which the user perceives 

the technology in question as an improving factor of his or her performance on the 

job, and PEU as the extent to which the user perceives the technology in question as 

effortless to use. What is noteworthy in the model is that the so-called “external 

variables” which consisted of a group of factors and were elaborated in subsequent 

model revisions were all mediated by PU and PEU with regard to their impacts on 

actual usage (U). Moreover, PU is also affected by PEU itself, as well, and this is 

because TAM suggests that, ceteris paribus, the more effortless the user perceives the 

use of a system, the more useful the system is perceived to be.  

 

TAM, as a robust predictor of user acceptance, has been one of the most influential 

models not only in the technology acceptance domain but also in the overall IS 

literature throughout the years. The well-known article in which Davis [17] 

introduces TAM was cited more than three thousand times in Web of Knowledge, a 

recognized academic citation indexing platform provided by Thomson Reuters, and 

this is an influence which few scientific studies could attain.     
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2.2.1.1. TAM2 

In 2000, Davis’ TAM were added particular determinants of PU and BI, and the 

proposed model was referred to as TAM2 by Venkatesh and Davis [18]. This extended 

model replaced the single general construct, i.e. external variables, of TAM by two 

sets of determinants, one of which is named social influence processes and the second 

of which is named cognitive influence processes. The first set included subjective norm, 

image, and voluntariness and the second set included job relevance, output quality, 

and result demonstrability as extensions. Besides, PEU of TAM was also incorporated 

into the set of cognitive influence processes. TAM2 can be seen in Figure 2.3.   

 

Figure 2.3 The extended Technology Acceptance Model (TAM2) of Venkatesh and Davis [18] 

 

As seen from Figure 2.3, in TAM2, voluntariness was posited as a moderator which 

acts on the effect of subjective norm on BI. In addition, experience was proposed as 

an attenuating moderator for the effect of subjective norm on both BI and PU. 

 

The work in which TAM2 is proposed was comprised of four studies with three 

empirical tests at different time periods, and these studies had a total sample size of 

156. Findings of Venkatesh and Davis [18] pointed out that both social influence 

processes and cognitive instrumental processes had impact on user acceptance, and 
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that a variance around 34 percent-52 percent for BI could be explained by means of 

TAM2.        

2.2.1.2. TAM3 

Venkatesh and Bala [19] extended the question of user acceptance of technology into 

a managerial decision making and organizational acceptance context by proposing a 

theoretical framework (see Figure 2.4) based on prior TAM research, and developed 

TAM3 by combining a revised TAM2 with additional determinants of PEU proposed 

in [25]. 

 

 

Figure 2.4 The theoretical framework developed by Venkatesh and Bala [19] 

 

Figure 2.4 depicts the categories of determinants (i.e. individual differences, system 

characteristics, social influence, and facilitating conditions) of PEU and PU in the 

proposed framework. Each category covered specific determinants which were 

illustrated then as the constructs of TAM3 (see Figure 2.5).      

 

TAM3, as seen in Figure 2.5, introduces computer self-efficacy (abbreviated as CSE), 

perceptions of external control (abbreviated as PEC), computer anxiety (abbreviated as 

CANX), and computer playfulness (abbreviated as CPLAY) constructs as “anchors” (i.e. 

starting points to make early judgments about PEU), all of which were indicated as 

the determinants of PEU previously in [25]. Two of the system characteristics 
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determinants, i.e. perceived enjoyment (abbreviated as ENJ) and objective usability, were 

defined as “adjustment” (from early judgment) constructs of TAM3 on PEU. This 

“anchor-adjustment” labeling addressed to the well-known decision making process 

concept of anchoring and adjustment which was proposed by Tversky and 

Kahneman [26].  

 

 

Figure 2.5 Technology Acceptance Model 3 (TAM3) of Venkatesh and Bala [19] 

 

Differently from TAM2, TAM3 accepted output quality as a moderator which 

enhances the effect of job relevance on PU. Next, in contrast to the limited moderating 

effect of experience in TAM2, TAM3 posited that experience moderates not only the 
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influences of subjective norm on PU and BI, but also moderates the influences of PEU 

on PU and BI, and the computer anxiety, computer playfulness, perceived enjoyment, 

and objective usability determinants of PEU, as well.  

 

2.2.2. Unified Theory of Acceptance and Use of Technology 

 

Venkatesh et al. [20] proposed a unified model which is called the Unified Theory of 

Acceptance and Use of Technology (UTAUT) in their study of 2003. The model, as its 

name implies, unified eight models by integrating elements from each. The set of 

models was comprised of the Technology Acceptance Model (TAM) of Davis [17] as 

well as the extended Technology Acceptance Model (TAM2) of Venkatesh and Davis 

[18], the Theory of Reasoned Action (TRA) of Fishbein and Ajzen [23], the 

Motivational Model (MM) of Vallerand [27], the Theory of Planned Behavior (TPB) of 

Ajzen [28] which is actually an extension of TRA,   the Combined TAM and TPB (C-

TAM-TPB) of Taylor and Todd [29], the Model of PC Utilization (MPCU) of 

Thompson et al. [30] which is actually derived from the Theory of Interpersonal 

Behavior of Triandis [31], the Innovation Diffusion Theory of Rogers [32], and the 

Social Cognitive Theory of Bandura [33] which was subsequently extended to 

computer use context by Compeau and Higgins [34]. Regarding users’ behavioral 

intention to use, the explained variance was some 17-53 percent via the use of these 

models, and UTAUT was found to be performing better than any of these single 

models with an explained variance (adjusted R2) of 70 percent according to the study 

of [20].  UTAUT is depicted in Figure 2.6. 
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Figure 2.6 Unified Theory of Acceptance and Use of Technology (UTAUT) of Venkatesh et al. [20] 

 

The unified model, as seen in Figure 2.6, consists of four constructs which have effects 

on behavioral intention to use or directly on use behavior. These constructs are 

labeled performance expectancy (abbreviated as PE; referred to as the extent to which 

the technology will bring benefits to specified activities), effort expectancy (abbreviated 

as EE; referred to as the extent of ease with respect to the use of that technology), social 

influence (abbreviated as SI; referred to as the extent to which the user perceives her 

social circle thinks she should use that technology), and facilitating conditions 

(abbreviated as FC; referred to as the extent to which the user believes the conditions 

that facilitate the use of that technology exists) [20]. Dwivedi et al. [35] draw attention 

to the analogousness of performance expectancy and effort expectancy constructs of 

UTAUT to perceived usefulness and perceived ease of use constructs of TAM, 

respectively, in terms of what they express. 

 

What differentiates the FC construct in the model is that it directly affects on the use 

behavior under the moderating influences of age and experience while the other three 

affect on the behavioral intention to use. Among these three, regarding their 

associations with behavioral intention to use, the effect of PE is moderated by gender 

and age, the effect of EE is moderated by gender, age, and experience, and the effect 

of SI is moderated by all the moderating variables (i.e. gender, age, experience, and 

voluntariness of use) specified.  
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2.2.2.1. UTAUT2 

Nine years later, UTAUT2, a context-based revision of the original UTAUT model, 

was presented by Venkatesh et al. [21], and the originators demonstrated one 

important distinguishing feature of the new research model by its extension from an 

“organizational” context to a “consumer” context. The UTAUT2 structure is provided 

in Figure 2.7.  

 

 

Figure 2.7 The extended Unified Theory of Acceptance and Use of Technology (UTAUT2) of Venkatesh 

et al. [21] 

 

In the UTAUT2 model, additional constructs, i.e. hedonic motivation (abbreviated as 

HM), price value (abbreviated as PV), and habit (abbreviated as HT), were introduced 

as the new predictors of behavioral intention to use. Besides, habit had an effect on 

use behavior directly, as well. Unlike its predecessor, the UTAUT2 model removed 

the moderating effect of voluntariness completely while shifting the effects of the 

remaining moderators (i.e. gender, age, and experience) away from the originally 
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proposed constructs (i.e. PE, EE, SI, and FC) towards HM, PV, and HT. Considering 

its newer context, in general terms, the UTAUT2 model differed in a way that it 

comprised consumers’ “cost” concerns which are not actually some criteria for office 

workers, for instance. In fact, such consumer (hence, voluntary user per se) perspective 

of the successor model led became the root cause of the removal of voluntariness 

moderator.  

 

One other notable revision in the model was the proposal of gender as the moderating 

factor on facilitating conditions and BI relationship.  Through all these revisions, 

Venkatesh et al. [21] state that the newer model could explain the variance in BI better 

(74 percent instead of 56 percent).  

 

2.3. Meta-Analysis Efforts on Technology Acceptance 
 

A number of meta-analysis studies were conducted in attempt to find out the 

predictive and explanatory power of the theoretical models on technology 

acceptance, of which a vast scale is TAM and its variants. It is notable that most of 

these efforts handled the models from different dimensions and with different meta-

analytic procedures even in case of identical model and similar primary study group 

selection: For example, King and He [36] based their analysis on core TAM constructs 

and the investigation of the moderating effects of user and usage types by applying 

Hedges and Olkin [37] procedures while Turner et al. [38] focused on the influences 

on actual use by employing the vote-counting procedures. Stated in other words, 

rather than being repetitious meta-analysis attempts, almost all of these studies have 

been distinctive and complementary for the understanding of technology acceptance. 

 

Table 2.1 lists a group of influent meta-analyses conducted previously. Considering 

the scope of this study, studies on TAM variants and UTAUT were summarized in 

the list.           
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Table 2.1 Prior meta-analyses conducted on TAM and UTAUT 
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26
 Meta-analysis 

of TAM 

constructs 

INCLUDE - 

Empirical studies 

that apply TAM / 

INCLUDE - Studies 

report sample sizes 

/ INCLUDE - 

Studies report TAM 

correlation 

coefficients or 

values that can be 

converted to 

correlations / 

INCLUDE - Studies 

are published after 

1989 

PU 

PEU 

TA 

Hedges 

and 

Olkin / 

Hunter 

and 

Schmidt 

*** PU-TA and PEU-PU 

relationships are strong / 

PEU-TA relationship is 

weak 

L
e

g
ri

s
 e

t 
a

l.
 [

4
4

] 

20
03

 

T
A

M
 

22
 Meta-analysis 

of TAM 

constructs 

INCLUDE - 

Empirical studies 

that apply TAM / 

INCLUDE - 

Protection of the 

integrity of TAM / 

INCLUDE - 

Clarification of the 

research 

methodology / 

INCLUDE -

Availability and 

completeness of the 

research results 

PU 

PEU 

ATT 

BI 

U 

*** *** In TAM models, 

significant factors are not 

totally included / TAM 

needs to include social 

and organizational 

processes for more 

predictive power 

 PU: perceived usefulness; PEU: perceived ease of use; ATT: attitude toward use; BI: intention to use; TRU: Trust; U: 

actual use; SN: subjective norm; TA: technology acceptance 

 ***: The relevant information is either not manifested explicitly or not a part of the study. 

 

Table 2.1 summarizes the studies regarding some of their general properties, i.e. the 

number of primary studies meta-analyzed, the subject of the analysis, criteria used 

for study selection, model constructs investigated, procedures employed, usage of 

corrected or uncorrected correlation coefficients, and some part of study findings.    
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One among the ten meta-analyses, i.e. the study of Dwivedi et al. [35], is based on 

UTAUT constructs. This aspect, in fact, is not inconsistent with the fact that fewer 

studies were conducted in attempt to review (meta-analytically or narratively) the 

validity and robustness of UTAUT and of the other models on technology acceptance. 
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CHAPTER 3 
 

 

RESEARCH METHODOLOGY 
 

 

 

Chapter 3 elaborates the research methodology process. In Section 3.1 the sources are 

defined; in Section 3.2 the search strategy is explained; Section 3.3 clarifies the 

inclusion and exclusion criteria, Section 3.4 describes the rationale behind the choices 

of type of effect size and the meta-analytic model, and Section 3.5 provides the 

preliminary data extraction steps.  

 

3.1. Defining the Sources 
 

In order to compile the required input for the meta-analysis, a comprehensive 

preliminary search study was conducted by determining and utilizing six digital 

libraries / online databases as the main sources: IEEE Xplore (published by the 

Institute of Electrical and Electronics Engineers), ScienceDirect (published by Elsevier 

B. V.), Web of Science (published at Web of Knowledge portal and by Thomson 

Reuters), JSTOR (published by ITHAKA Publications), ACM Digital Library 

(published by the Association for Computing Machinery and owned by ACM, Inc.), 

and CiteSeerX (former CiteSeer, published by the College of Information Sciences and 

Technology, The Pennsylvania State University). Google Scholar, as a bibliographic 

database and a search engine, was added as the seventh component into the set with 

the motivation of that its citation indexing feature could serve the work by directing 

the researcher to other external commercial databases in which additional relevant 

studies can be found. In addition, the Middle East Technical University (METU) 

Library student membership has been used for the access to Springer eBook 
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Collections (which included conference proceedings collections published by 

Springer Science+Business Media) purchased by the library.  

 

3.1.1. Utilized Software Tools  

 

Because of the subscription-based access models of the selected digital libraries 

(except Google Scholar) and in order to gain access to the full texts of the studies,  

METU Library Off-Campus Web Caching Service was used as a proxy server.  

 

As a comprehensive and systematic research synthesis which included the review of 

a large set of citations, the meta-analysis study required a tool to enable the overall 

management, categorization, elimination, record, and storage in compliance with the 

systematic nature of the study. RefWorks Web Based Bibliographic Management 

Software (developed by RefWorks-COS, ProQuest, LLC), as a browser based solution, 

satisfied this need during the literature review, coding, and study selection phases, 

and its functional integration with the major digital libraries such as IEEE Xplore and 

ScienceDirect was used to export citations directly to RefWorks database.  

 

Zotero Standalone (version 3.0.11.1; developed by the Center for History and New 

Media, George Mason University) was used as an intermediary bibliography 

organizer for the other digital libraries (e.g. Web of Science) which does not provide 

the direct export function of RefWorks. During the study, the citations were saved 

(and also backed up) to Zotero Standalone with the suitable file format, and again 

exported into RefWorks in order to form a whole, single literature of the study.  

 

Zotero Connector (version 3.0.8.1) add-on for Google Chrome browser was used to 

save the citations listed in Google Scholar results directly from the browser to Zotero 

Standalone in one standardized format. 

 

Microsoft Excel (version 14.0.6129.5000) component of Microsoft Office Standard 2010 

was used to create the study level and effect size level coding schemes of the meta-
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analysis, to store the raw coding protocol data of the primary studies, to form the 

model construct decomposition structure, and to tabulate the output of the search 

processes. 

 

Comprehensive Meta-Analysis (version 2.2.064; developed by Biostat, Inc.; 

abbreviated as CMA) was used to process the aggregate effect size data derived from 

the primary studies. Without complications that could have arisen, the data were 

computed, converted (when required), and combined into the same analysis with the 

assistance of the software. Besides, the statistical testing processes including the 

publication bias investigation and moderator analysis, and the graphical 

representation of the data have also been run with this tool.       

 

3.2. Search Strategy 
 

While shaping the search strategy, the approach that Turner et al. used for their study 

of 2010 [38] was adopted. The systematic literature review of Turner et al. operated a 

search flow which started from the identification of the search terms and the Boolean 

strings one by one. The flow proceeded with the determination of the sources, 

validation of the search, source sharing of the reviewers, and documentation as well 

as the management of the search results. In our study, as a slight difference, the source 

determination was made prior to this search flow, and the source sharing step was 

eliminated.  

 

3.2.1. Identification of the Search Statements 

 

As a beginning, the search terms to be used in the determined sources (i.e. digital 

libraries) were identified. Since the main objective was to obtain the quantitative 

construct relationship findings of the chosen theoretical models on technology 

acceptance, the core set included the terms “empirical”, “Technology Acceptance 

Model”, “TAM”, and “UTAUT”. The expansion of the abbreviation UTAUT, i.e. 
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“Unified Theory of Acceptance and Use of Technology”, was not included into this 

set because of its infrequent usage in texts. Gradually, more search terms (e.g. 

“Correlation Matrix”, “Perceived Ease of Use”, “User Acceptance” etc.) with different 

string formulations were used, and a total set of 26 term elements was established as 

can be seen in Table 3.1.   

 

Table 3.1 Search terms and strings formulation (excerpt from Appendix D) 

No Group Search Term Search Set Library 

Code 

Library* 

1 a Measurement (a1 OR a2 OR a3) AND 

(b4) 

01 

02 

03 

04 

05 

 

06 

07 

IEEE Xplore 

ScienceDirect 

Web of Science 

JSTOR 

ACM Digital 

Library 

Google Scholar 

CiteSeerX 

2 a Measure (a1 OR a2 OR a3) AND 

(c5 OR c6 OR n23 OR 

n24 OR o25 OR p26) 

  

3 a Empirical (a1 OR a2 OR a3) AND 

(d7 OR d8 OR d9) 

  

4 b Technology 

Acceptance 

Model 

(a1 OR a2 OR a3) AND 

(e10) 

  

5 c TAM Revision (a1 OR a2 OR a3) AND 

(j17 OR j18 OR k19) 

AND (l20) 

  

6 c TAM Variant (a1 OR a2 OR a3) AND 

(j17 OR j18 OR k19) 

AND (m21 OR m22) 

  

… … … …   

26 p TAM2 -   

*A total of twelve search sets were queried on each of these seven digital libraries. 

 

Table 3.1 presents an excerpt from the complete formulation table (see Appendix D) 

of search terms and strings for the study. The relevant terms were enumerated and 
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grouped on the condition that the synonymous, similar, and/or contextually close 

terms are coupled together in the same group; e.g. “measurement”, “measure”, and 

“empirical” are coupled together in Group a as “a1”, “a2”, and “a3”, respectively.  

 

Next, with the help of the Boolean operators, representational search strings were 

formed in order to be used as queries in the advanced search (e.g. JSTOR) or expert 

search (e.g. IEEE Xplore) pages of the digital libraries; e.g. “(a1 OR a2 OR a3) AND 

(e10)” as the representation of “(‘Measurement’ or ‘Measure’ or ‘Empirical’) and  

(‘TAM Constructs’)”. 

 

Finally, the serial codes which constituted the fifth column of Table 3.1 were given to 

each digital library (e.g. 01 for IEEE Xplore) for enhanced directory traceability. This 

structure is explained in Section 3.2.3.   

       

3.2.2. Validation of the Search 

 

To validate the search strategy, the effectiveness of the search was assessed by 

comparing the search output to the selected primary studies of two preceding meta-

analyses as benchmarks: Turner et al.’s study of 2010 [38], and Schepers and Wetzels’ 

study of 2007 [16]. The more recent studies were eliminated considering the relatively 

fewer number of citations they had, and higher number of citations was considered 

as a positive admissibility factor in benchmark selection. Turner et al. (2010) and 

Schepers and Wetzels (2007) were cited 33 times and 162 times, respectively, in 

SciVerse Scopus1. These citation levels supported the selection of the benchmarks. 

Among their “studies used in meta-analysis” lists, the first 30 publications of each 

were taken as subsets and compared to the search results of this study. 25 of the first 

30 publications which included studies subject to the meta-analysis of Turner et al., 

and 18 of the first 30 publications which included studies subject to the meta-analysis 

                                                      
1 SciVerse Scopus, as a service owned by Elsevier B. V., is one of the major bibliographic databases on 
the Internet which contains the records of a wide range of journals from different disciplines.  It is stated 
that Scopus is the world’s largest abstract and citation database of peer-reviewed literature [45].  
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of Schepers and Wetzels were found existing in our stored and categorized search 

results. The missing studies observed in the test, rather than being interpreted as 

mismatches, were interpreted as an effect of the enriched literature regarding the 

three-year and six-year gap between these benchmark studies and our study. In other 

words, this meta-analysis study consists of some more recent (later than 2007 and 

2010) primary studies.   

 

3.2.3. Documentation and Management of the Search Results 

 

A set of standardized search parameters was formed independently from the digital 

libraries. These parameters were listed with descriptions in Table 3.2. 

 

Table 3.2 Search parameters applied commonly among digital libraries 

Search Parameter Description  

Search in It defines in what elements of a publication the query is made: e.g., full 

text, meta data, abstract, title etc. 

Returned results for It specifies which publications the returned results contain: e.g. all content, 

subscribed/accessible content only etc. 

Content type It specifies which content types are included: e.g. articles, proceedings 

papers etc. 

Topic It defines whether the topics are narrowed: e.g. “narrow by general topics 

for engineers” etc. 

Subject It specifies whether the subjects/categories is filtered to some specific 

group: e.g. “narrow by computer science” etc.   

Sort by It defines what sorting criteria is used: e.g. relevance, author etc. 

Publication It defines whether the results is filtered to some specific publications: e.g. 

“exclude Energy Policy” etc. 

 

The full matrix for each digital library and for each parameter described in Table 3.2 

is provided in Appendix E. Table 3.3 exemplifies one row of this full matrix as an 

excerpt from Appendix E.  
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Table 3.3 Search parameters by library (excerpt from Appendix E) 

Library / 

Parameter 

IEEE 

Xplore 

ScienceDirect Web of 

Science 

JSTOR ACM 

Digital 

Library 

Google 

Scholar 

CiteSeerX 

Search in Search 

in: 

Meta 

Data 

and 

Full 

Text 

Search in: Full 

Text and 

Abstract 

Search 

in: 

Topic 

(TS) and 

Title 

(TI) 

Search 

in: Full 

Text 

Search 

in: Full 

Text 

Search 

in: ALL 

Search in: 

Full Text 

 

As a preparation to the subsequent study selection phases, a minor literature was 

created with the search results of the search queries listed in Table 3.1. Each search 

query was identified with a search set number, and they were applied to each digital 

library one by one. Appendix F presents the tabulated form of these results. As an 

excerpt, Table 3.4 shows a two libraries-two queries part from the search results 

matrix of Appendix F.  

 

Table 3.4 Filtered search results (excerpt from Appendix F) 

Search Set No Query IEEE Xplore ScienceDirect 

1 ("Measurement" OR 

"Measure" OR 

"Empirical") AND 

("Technology 

Acceptance Model") 

Conf. Pub: 1397                             

Journals & Magazines: 

97               Early Access 

Articles: 1     Standards: 

0                          Total: 

1495 (200) 

Conf. Pub: 0                             

Journals: 1738               

Early Access Articles: 0     

Standards: 0                          

Total: 1738 (197) 

2 ("Measurement" OR 

"Measure" OR 

"Empirical") AND 

("TAM Revision" OR 

"TAM Variant" OR 

"Unified Theory of 

Acceptance and Use of 

Technology" OR 

"UTAUT" OR 

"Consumer  

Conf. Pub: 356                              

Journals & Magazines: 

13               Early Access 

Articles: 0                 

Standards: 0                          

Total: 369 (71) 

 

 

 

 

Conf. Pub: 0                             

Journals: 308               

Early Access Articles: 0     

Standards: 0                          

Total: 308 (65) 
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Table 3.4 (cont.) 

Acceptance of 

Technology" OR 

"TAM2") 

 

… 

… 

  TOTAL 

(after duplication 

filter): 483 

TOTAL 

(after duplication 

filter): 512 

TOTAL 

(after 

aggregate 

duplication 

filter) 

 481 488 

TOTAL  

(after manual 

elimination) 

 328 397 

 

According to the data presented in Table 3.4, the query with search set number 1 

returned 1397 conference proceedings, 97 journals and/or magazines, and 1 early 

access article in IEEE Xplore database. The total was 1495. As a procedure, and by 

taking the fact the search results were sorted on a relevance basis, the first 200 results 

were added to the RefWorks database in case of excessive (i.e. larger than 200) query 

returns. The statement “(200)” next to total value refers to the application of this 

procedure. Such flow was executed for each digital library and for 12 query sets, and 

the search output was mitigated iteratively.  

 

First iteration of elimination was made to remove the duplicate records of studies. 

RefWorks was able to complete this automatically: For instance, after the library 

based duplication filtering, the number of total results was diminished to 483 for IEEE 

Xplore as can be seen in Table 3.4. A second iteration of duplication filtering was 

made for the whole set of digital libraries; this attempt lowered the value of IEEE 

Xplore to 481. A third manual elimination step made this value finally 328. That is, 

the minor literature of this thesis study included a total of 328 publications from IEEE 

Xplore.       
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The search results (which are tabulated in detail in Appendix F) were recorded, 

stored, and managed in RefWorks Web Based Bibliographic Management Software. 

The citations were grouped into hierarchical directories, hence, could be traced 

conveniently. Figure 3.1 shows a general view of this directory structure.   

 

 

Figure 3.1 A general hierarchical directory structure in RefWorks 

 

As seen from Figure 3.1, the minor literature of the thesis study included a total of 

1611 publications under the directory named “00_Literature_(Filtered)”. 328 of them 

were from IEEE Xplore, and again, these total 328 studies were grouped under 

subdirectories on a search set number basis.  
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3.3. Inclusion and Exclusion Criteria 
 

Borenstein et al. [3] points out that starting out with a massive volume of literature is 

not an unusual practice for researchers who conduct systematic literature reviews, 

and after applying a set of inclusion and exclusion criteria, this volume gets much 

more contracted. A meta-analysis study, as a type of systematic review, needs to have 

its inclusion and exclusion criteria, too.  

 

Lipsey and Wilson [1] emphasized that the way the studies are selected should be 

open and unambiguous for a meta-analysis to be qualified as “good” (necessary but 

not sufficient). Herein, while defining such criteria, it is important for the researcher 

to decide on whether to aim collecting as much studies as possible or collecting 

studies which are as methodologically credible as possible. In [1], these two 

approaches are mentioned as “more inclusive” and “less inclusive”, and this is a 

tradeoff, in a sense, since the former is accompanied with the risk of being more error-

prone regarding “garbage in-garbage out”, while the latter is accompanied with the 

risk of obtaining a relatively smaller set of studies as well as the exclusion of the 

probably qualified input. Within the context of their debates with Eysenck [13], Glass 

et al. [46] argued that the issue of methodological quality for primary studies should 

be an a posteriori investigation rather than an a priori exclusion factor. What is more, 

Cooper [2], besides suggesting robust schemes and instruments which are aimed to 

be used for the design assessment, also laid stress on the usually subjective and 

questionable nature of methodological quality-based a priori elimination attempts, 

and emphasized the potentially positive effects (e.g. reaching additional information 

for future studies) of the inclusion of the so-called “bad” studies to the systematic 

review. 

 

Taking the foregoing points of view into consideration, this study used an approach 

which is closer to being more inclusive for inclusion decisions and coding scheme 

formatting by primarily looking for the quantitative and objective output in each 
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reviewed study. Accordingly, the inclusion and exclusion criteria were listed as in 

Table 3.5. 

   

Table 3.5 Inclusion and exclusion criteria 

No Feature Decision Code 

1 The study is a primary study. INCLUDE - 

2 The study is available in specified digital libraries. INCLUDE - 

3 The study is published in or after 1989. INCLUDE - 

4 The study reported correlation coefficients (or any other 

quantitative outcomes that can be used to obtain effect sizes) among 

TAM, TAM2, TAM3, and/or UTAUT constructs. 

INCLUDE - 

5 The study reported sample sizes. INCLUDE - 

6 The study applied TAM, TAM2, TAM3, and/or UTAUT. INCLUDE - 

7 The study included any measures of the constructs of the original 

TAM, TAM2, TAM3, and/or UTAUT. 

INCLUDE - 

8 The study used the same data set with some other more exhaustive 

study. 

EXCLUDE [REDN] 

9 The study is based on a narrative review and/or did not include a 

statistical test. 

EXCLUDE [NARR] 

10 The study is only partially accessible. EXCLUDE [UNAV] 

11 The study is irrelevant to the investigation of the technology 

acceptance. 

EXCLUDE [IRRL] 

 

As seen in the last column of Table 3.5, the features expressing cause of exclusion 

were assigned codes. These codes were utilized while filling out the coding schemes 

for each study, and the inclusion features did not need to be assigned codes because 

the absence of any of the exclusion marks meant that study met all the inclusion 

criteria.   
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3.4. Two Problematic Issues of the Analysis: The Effect 

Size and the Error Model 
 

This section provides the rationale behind the choice as well as interpretation of the 

effect size data type which is common to the selected primary studies of the meta-

analysis (see Section 3.4.1). In addition, Section 3.4.2 below elucidates the basis for 

choosing the random-effects meta-analytic model. 

 

3.4.1. Working with the Applicable Effect Sizes 

 

This study is an effect-size based meta-analysis, and it used the standardized 

regression coefficients, i.e. beta coefficients. This approach was pursued despite the 

concomitant risks of it: By and large, TAM-related and UTAUT-related empirical 

studies which were retrieved as the results of the search processes adopted the core 

constructs of these models into their design, hypothesized their own theoretical 

models by integrated some additional original constructs, and provided their survey 

findings which supported or rejected their hypotheses. In other words, among those 

reviewed, few studies used the original models through an “as-is” approach; rather, 

newly introduced, revised, and/or extended constructs attempted to enhance the 

explanatory power of the core TAM and UTAUT. These circumstances posed a threat 

to the validity of a meta-analytic study which seeks to gather the path coefficients of 

the relationships between the model constructs. Indeed, the validity risk of using 

these coefficient values as effect sizes was one of the motivations of Turner et al. [38] 

for preferring to conduct a “vote-counting” meta-analysis instead of an effect-size 

based meta-analysis.  

 

On the other hand, both “categorical” oppositions to “vote-counting” method and 

justifications for the use of “usual” effect-size based meta-analysis exist in the 

literature. Borenstein et al. [3] draw attention to the questionable validity of the vote-

counting method by its very nature: To make it clear, vote-counting bases itself on the 



   

41 

 

synthesis of the p-values from diverse studies, that is, on the comparison of the 

number of studies which have statistically significant findings and the number of 

those which do not have. Besides not even calling this method as a type of meta-

analysis, [3] states that such approach faultily leads to overlooking the statistically 

insignificant studies which include some “effect” to be combined with others. A study 

which finds a considerably strong relationship between two constructs might lack a 

large sample size, i.e. low precision, hence, lack the statistical significance. Vote-

counting eliminates such studies directly whereas an effect-size based meta-analysis 

embraces the data derived from them by combining their effect sizes and the sample 

sizes into the analysis pool. This leads to substantial statistical power as well as quite 

low p-values for the summary effects of the meta-analyses. 

 

Second, the use of beta coefficients for the meta-analysis of models on technology 

acceptance is not something new. As an example, King and He [36] utilized both 

correlation coefficients (r values) and path coefficients (beta values) while conducting 

their meta-analysis on TAM. [36] justified this by stating that a big part of the TAM 

variants in selected studies were tested with respect to the core TAM. In other words, 

the connections between the core TAM constructs were not lost.   

 

Third, the approach of deriving the beta coefficients from the core part of the 

theoretical models is consistent with the notion of the use of a random-effects model 

which is explained in Section 3.4.2.  

 

3.4.2. Choice of Models: Fixed-Effect or Random-Effects 

 

This study pursued a “random-effects” meta-analytic model. To clarify, the opposite 

of this model, i.e. fixed-effect model, hypothesize that the entire variation in the meta-

analysis takes its source from nothing but the sampling error within each of the 

selected primary studies. That is, the fixed-effect model claims that in case of an ideal 

scenario where these studies have some very high sample sizes, hence exactly zero 
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sampling errors, there would be one and only one, common effect size for them. 

Under fixed-effect meta-analysis, study weighting is made with the objective to 

suppress these within-study sampling errors of the studies; therefore, studies with 

low precision (due to low sample size) get quite low weights whereas those with high 

sample sizes are weighted very high. Fixed-effect model, that is, “one common effect 

size for all” assumption, is mostly used for the meta-analyses of experimental studies 

(e.g. clinical randomized trials) which have relatively more similar (or even identical) 

sample characteristics and external factors.  

 

Contrariwise, random-effects model embraces the presumption that there is no single 

common effect size for the primary studies which are subject to meta-analysis. That 

is to say, even in the case of zero sampling errors, the effect sizes of these studies lie 

somewhere on a specific “distribution” of effects. Therefore, it can be stated that 

someone who adopts the random-effects model in her meta-analysis study accepts 

the fact that the “dispersion” among the effects does not only originate from the 

“within-study” errors but also from the natural dispersion (i.e. tau-squared; denoted 

T2) between the true effects of the studies. Unlike fixed-effect model, random-effects 

model is mostly used for the meta-analyses of studies in humanities, social sciences, 

business etc. Not surprisingly, these fields have study designs which have relatively 

more dispersed sample structures, and they are usually exposed to a relatively 

broader set of external factors. Because of the more similar nature of the study designs 

and proneness to externalities (including the construct diversity), random-effects 

meta-analysis is conducted within this study.   

 

Borenstein et al. [3] demonstrate the computational steps of a random-effects meta-

analysis as follows.  

 

The effect of a selected primary is denoted Yi. The main objective in such a study is 

usually the acquisition of weighted mean value, denoted M*, through the gathered 

effects. The equation for M* is given below.  
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(Equation 3.1) 

 

As seen from Equation 3.1 above, M* is composed of two components, one of which 

is Wi*, the weights assigned to each study. Wi* is simply the reciprocal of V*Yi, i.e. the 

combination of the within-study variance (denoted V*Yi) and the between-studies 

variance (denoted T2). The equations for Wi* and V*Yi are given below. 

 

 

   

(Equation 3.2) 

 
   

(Equation 3.3) 

  

3.5. Preliminary Data Extraction 
 

After a set iterations of automatic filtering, manual search results review, duplicate 

study removal, manual study check and sampling, and employment of the inclusion 

and exclusion criteria, a total of 128 studies were retained, and 84 of which were 

selected for meta-analysis at the final phase. Among those selected, 12 of the studies 

were designed by adopting the UTAUT model. Providing statistics on reliability and 

reporting acceptable levels of reliability for the model constructs were considered. 

The aggregate sample size of these 84 studies is 27387. The studies subject to meta-

analysis are presented in Appendix A.  

 

The organization of the first coding protocol and scheme for the study level 

constituted the essence of the preliminary data extraction, and is described in Section 

3.5.1 below.  

 

The second coding protocol and scheme for the effect size level was isolated from the 

first phase, and was discussed in Chapter 4, i.e. Data Analysis.  
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3.5.1. The Study Level Coding Protocol 

 

Lipsey and Wilson’s [1] coding manuals and example coding form structures were 

highly influenced during the development of both study level and effect size level 

coding protocol schemes. The study level coding protocol scheme is given in 

Appendix B, and this section describes the components of this protocol with one 

applied (i.e. coded for study level) primary study.   

 

The coding protocol scheme was prepared in a matrix form structure in order to ease 

filling in and enhance the traceability. The horizontal axis consisted of three 

complementary elements which are “Descriptor ID”, “Descriptor Code”, and 

“Description” from top to bottom, respectively. Next, the vertical axis constituted the 

supplemental dimension of the matrix which consisted of the multiple options and, 

by status, single and open-ended response fields which corresponded to each 

descriptor at the horizontal axis. Table 3.6 provides an illustrative excerpt for the form 

“SID0001a_(Szajna_1996)”. 

 

Table 3.6 Study level coding protocol (excerpt from Appendix B) for “SID0001a_(Szajma_1996)” 

Descriptor ID SD01 SD02 SD03 SD04 SD05 … 

Descriptor Code 

[S
T

U
D

Y
ID

] 

[A
U

T
H

O
R

] 

[P
U

B
Y

E
A

R
] 

[P
U

B
T

IT
L
E

] 

[P
U

B
T

Y
P

E
] 

…
 

Descriptor 

S
tu

d
y
 I

D
 

A
u

th
o

r 

P
u

b
li

c
a

ti
o

n
 

Y
e

a
r 

T
it

le
 o

f 

P
u

b
li

c
a

ti
o

n
 

T
y
p

e
 o

f 

P
u

b
li

c
a

ti
o

n
 

…
 

SD01Ω. Study ID SID0001a      

SD02Ω. Author  Szajna     

SD03Ω. Year   1996    

SD04Ω. Title 

 

 

 

 

   Empirical 

Evaluation of 

the Revised 
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Table 3.6 (cont.) Technology 

Acceptance 

Model 

SD05a. Book     0  

SD05b. Journal     1  

SD05c. 
Proceedings 

    0  

SD05d. 
Dissertation 

    0  

SD05e. Thesis     0  

SD05f. Technical 
Report 

    0  

SD05g. Other     0  

… … … … … … … 

 

Descriptor ID codification was segmented considering two schemes, i.e. study level 

scheme and effect size level scheme. Study level descriptors were prefixed with the 

initials, “SD”, which refer to the term “study level descriptor”, and numbered 

incrementally; e.g. SD01. 

 

Descriptor code elements were defined as the square-bracketed short expressions of 

the complete descriptor statements: e.g. “[PUBYEAR]” for “Publication Year”. 

  

Descriptors became the core elements of the study level coding protocol, and the 

scheme consisted of 15 descriptors in total. The first five of the descriptors were 

presented in Table 3.6, and the whole set of descriptors with corresponding 

Descriptor ID and Descriptor Code values are shown in Table 3.7. 

 

Table 3.7 List of study level coding protocol descriptors  

Descriptor ID Descriptor Code Descriptor 

SD01 [STUDYID] Study ID 

SD02 [AUTHOR] Author 

SD03 [PUBYEAR] Publication Year 

SD04 [PUBTITLE] Title of Publication 

SD05 [PUBTYPE] Type of Publication 

SD06 [SGENDER] Gender of Sample [g] 



   

46 

 

Table 3.7 (cont.) 

SD07 [SMAGE] Mean age of Sample [a] 

SD08 [SOCCUPY] Occupation of Sample 

SD09 [SCULTURE] Culture Context of Sample 

SD10 [SXP] Prior Experience of Sample [e] 

SD11 [SSIZE] Sample Size 

SD12 [ISCONTXT] Technology Context 

SD13 [ISVOLUN] Technology Voluntariness [v] 

SD14 [MODEL] Acceptance Model Studied 

SD15 [CNSTRCTS] Pairwise Constructs Studied 

 

As seen from the example form “SID0001a_(Szajna_1996)” presented in Table 3.6, the 

first descriptor, i.e. Study ID (SD01), intersects with option “SD01Ω. Study ID”. The 

capital omega symbol which exists in the options codification of vertical axis refers to 

that the related descriptor have one open-ended correspondence: e.g. “SID0001a” for 

Study ID. If the response of the descriptor is multiple-choice, then the alphabetical “a, 

b, c, …” sequence was used to codify the options: e.g. as possible responses to the 

Type of Publication (SD05) descriptor, options “SD05a. Book”, “SD05b. Journal”, 

“SD05c. Proceedings” etc. were defined. The correct option(s) was marked with value 

“1”, and the other irrelevant options for SD05 were marked with values “0” (see Table 

3.6). Also, the cells with responses which are not “0” were highlighted with a darker 

fill color. For example, in the form “SID0001a_(Szajna_1996)”, “SD05b. Journal” 

option was marked with value “1” while the remaining Type of Publication (SD05) 

options were filled in with “0” values, and the corresponding cell was highlighted 

with gray.  

  

The study of Szajna [47] was reviewed at the study level with the assist of the study 

level coding form named “SID0001a_(Szajna_1996)”. The first part of the name is the 

“Study ID” value (response to descriptor SD01), actually, i.e. SID0001a. The prefix 

“SID“ refers to “study identification”, “0001” refers to the incremental method of 

enumeration for each single independent study, and the postfix “a” refers to that this 

study (which starts with ‘SID0001…’) has more than one outcome (or time-point) that 
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should be uncoupled from one another. This exemplified “SID0001…” study had pre-

and-post-implementation stages, i.e. two time-points, in fact: One is based on a 

sample group which is inexperienced, and the other one is based on the sample group 

which is experienced with the information system at issue [47]. Therefore, although 

they are reported in the same independent study, these are handled as two sets of 

non-independent data, and the former was coded as “SID0001a” while the latter was 

coded as “SID0001b” in two separate forms. The other multiple outcome presences 

which are not identified by a descriptor of the study level coding form (e.g. two 

different BI-U outcomes for self-reported use and computed actual use in our 

example, hence, four BI-U correlations in total) were represented in the Effect Size ID 

instead of Study ID (see Section 4.1.1).  

 

Considering multiple outcomes or time-points as independent studies is problematic 

because this would lead to higher weighting of such studies in comparison to those 

with one outcome or time-point, and because accepting the non-independent data of 

the same sample set as independent would overestimate the precision of the 

summary effect [3]. This is why multiple time-points should be integrated into meta-

analysis by generating a synthetic effect size as the mean of these correlated time-

point effect sizes and a variance of this mean.     
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CHAPTER 4 
 

 

DATA ANALYSIS 
 

 

 

Data analysis starts with the main heading which comprises the steps of the meta-

analyses of relationships within models, that is, Section 4.1 and its subsections.  

 

4.1. Meta-Analysis 
 

The core part, that is, the meta-analysis part of the study continues with step-by-step 

subsections. Based on their contents, these subsections are lined up as The Effect Size 

Level Coding Protocol (i.e. Section 4.1.1), The Characteristics of the Studies (i.e. 

Section 4.1.2), and The Core Meta-Analyses of the Model Relationships (i.e. Section 

4.1.3).   

 

4.1.1. The Effect Size Level Coding Protocol 

 

The benefits (actually, necessities) of splitting the descriptors of the study and the 

empirical findings of that study into two separate categories that Lipsey and Wilson 

[1] stressed led our study to have two protocols of coding:  One is for the study level 

information which was described and presented with full scheme structure in Section 

3.5.1 and in Appendix B, respectively, and one is for the effect size information which 

is the subject of this section and of Appendix C.  

 

The effect size level coding protocol of our meta-analysis was developed under the 

guidance of [1], too, with two noteworthy specificities: First, as consistent with what 
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[1] stated, in our coding structure, each study with a unique study level coding form 

and a unique Study ID (e.g. SID0001a) could correspond to several effect size level 

coding forms (e.g. 15a14aSID0001a, 15d14aSID0001a etc.) each of which embodied 

Study ID value as supplementary identifier besides Effect Size ID. This multiplicity 

was driven by the diverse pairwise construct relationships of the technology 

acceptance models which were investigated by the same study. Second, rather than 

selecting and deriving a single unit of effect size for each of the studies, the raw 

empirical data which can be converted subsequently for the computation of the 

preferred effect size statistic were submitted into the forms. This approach was used 

in order to gather data from each study faster, and to calculate the standardized 

values of each collectively through the instrument of Comprehensive Meta-Analysis 

software and/or manual operations (e.g. conversion from standardized regression 

coefficients to correlation coefficients). Hereby, the effect size level coding protocol 

was developed as presented in Appendix C, and Table 4.1 provides an excerpt from 

the full scheme by exemplifying the effect size level coding form “15a14aSID0001a”. 

 

Table 4.1 Effect size level coding protocol (excerpt from Appendix C) for “15a14aSID0001a”  

Descriptor ID SD01 ED01 ED02 ED03 ED04 … 

Descriptor Code 

[S
T

U
D

Y
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] 
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ID
] 
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…
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…
 

SD01Ω. Study ID SID0001a      

ED01Ω. Effect Size ID  15a14aSID0001a     

ED02Ω. Pairwise Construct   PEU-PU    

ED03a. Correlation and Sample Size    1   

ED03b. Correlation and Standard 

Error 
   0   

ED03c. Correlation and Variance    0   

ED03d. Standardized Regression 

Coefficient (Beta Value) and Sample 

Size 

   0   
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Table 4.1 (cont.) 
ED03e. Standardized Regression 
Coefficient (Beta Value) and 
Standard Error 

   0   

ED03f. Standardized Regression 
Coefficient (Beta Value) and 

Variance 

   0   

ED03g. Fisher's Z and Sample Size    0   

ED03h. Fisher's Z and Standard 

Error 
   0   

ED03i. Fisher's Z and Variance    0   

ED03j. Correlation and t-Value    0   

ED03k. t-Value and Sample Size for 
Correlation 

   0   

ED03l. p-Value and Sample Size for 
Correlation 

   0   

ED03m. Raw Difference in Means 
in and Confidence Limits 
(independent groups) 

   0   

ED03n. Raw Difference in Means 
and Standard Error (independent 

groups) 

   0   

ED03o. Raw Difference in Means 

and Variance (independent groups) 
   0   

ED03p. Cohen's d and Confidence 

Limit 
   0   

ED03r. Cohen's d and Standard 

Error 
   0   

ED03s. Cohen's d and Variance    0   

ED03t. Hedges' g and Confidence 

Limit 
   0   

ED03u. Hedges' g and Standard 

Error 
   0   

ED03v. Hedges' g and Variance    0   

ED03w. Raw Mean Difference and 

Confidence Limit (paired study) 
   0   

ED03x. Raw Mean Difference and 

Standard Error (paired study) 
   0   

ED03y. Raw Mean Difference and 

Variance (paired study) 
   0   

ED03z. Mean, SD, and Sample Size 

in Each Group 
   0   

ED03aa. Difference in Means, 

Common SD, and Sample Size 
   0   

ED03ab. Cohen's d and Sample 

Size 
   0   

ED03ac. Means, Sample Size, and 

t-Value 
   0   

ED03ad. Difference in Means, 

Sample Size, and t-Value 
   0   

ED03ae. Sample Size and t-Value    0   

ED03af. Means, Sample Size, and 

p-Value 
   0   

ED03ag. Difference in Means, 

Sample Size, and p-Value 
   0   

ED03ah. Sample Size and p-Value    0   

ED03ai. Means, SD Pre and Post, 
N, in Each Group, Pre/Post 
Correlation 

   0   

ED03aj. Means, SD Difference, N, 
in Each Group, Pre/Post Correlation 

   0   

ED03ak. Means Pre and Post in 
Each Group, t within Groups, N 

   0   

ED03al. Means Pre and Post in 
Each Group, p within Groups, N 

   0   

ED03am. Means Pre and Post in 
Each Group, F for Difference 

Between Changes, N 
 

 

   0   
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Table 4.1 (cont.) 
ED03an. Mean Change, SD Pre and 
Post, N, in Each Group, Pre/Post  
Correlation 

   0   

ED03ao. Mean Change, SD 
Difference, N, in Each Group, 

Pre/Post Correlation 

   0   

ED03ap. Mean Change in Each 

Group, t within Groups, N 
   0   

ED03ar. Mean Change in Each 

Group, p within Groups, N 
   0   

ED03as. Mean Change in Each 

Group, F for Difference Between 
Changes, N 

   0   

ED03at. F for Difference Between 
Changes, N 

   0   

ED03au. Mean Difference, SD of 
Difference, and Sample Size 

   0   

ED03av. Means, SD Pre, SD Post, 
Pre/Post Correlation, and Sample 

Size 

   0   

ED03aw. Means, Sample Size, and 

Paired t-Value 
   0   

ED03ax. Means, Sample Size, and 

Paired p-Value 
   0   

ED03ay. Mean Difference, Sample 

Size, and t-Value 
   0   

ED03az. Mean Difference, Sample 

Size, and p-Value 
   0   

ED03ba. Sample Size and t-Value 
from Paired t-Test 

   0   

ED03bb. Sample Size and p-Value 
from Paired t-Test 

   0   

ED04Ω. Page Number     89  

… … … … … … … 

 

As can be seen in Table 4.1, the effect size coding scheme contains both study 

descriptors (e.g. SD01) and effect size descriptors since the study descriptors were 

used to refer to the unique study that the effect size level coding form is associated 

with. Effect size ID of the indigenous descriptors were prefixed with the initials, 

“ED”, which refer to the term “effect size level descriptor”, and numbered 

incrementally; e.g. ED01.   

 

As equivalent to the study level coding protocol in terms of codification, descriptor 

code elements were defined as the square-bracketed short expressions of the complete 

descriptor statements: e.g. “[PAIRWISE]” for “Pairwise Construct ”. 

  

Both the specified study and the entire effect size descriptors became the core 

elements of the effect size level coding protocol, and the scheme consisted of 13 

descriptors in total including the two exogenous (study level) descriptors. The first 

five of the descriptors were presented in Table 4.1, and the whole set of descriptors 
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with corresponding Descriptor ID and Descriptor Code values are shown in Table 

4.2. The corresponding options which extend from ED03a to ED03bb for the 

descriptor Type of Effect Size (ED03) were influenced from the proposed data formats 

of Comprehensive Meta-Analysis software. Effect size types which were based on 

standardized regression coefficients (i.e. beta values) were put into the set 

additionally, and these were coded as ED03d, ED03e, and ED03f (see Table 4.1 and 

Appendix C).  

 

Table 4.2 List of effect size level coding protocol descriptors 

Descriptor ID Descriptor Code Descriptor 

SD01 [STUDYID] Study ID 

ED01 [ESID] Effect Size ID 

ED02 [PAIRWISE] Pairwise Construct 

ED03 [ESTYPE] Type of Effect Size 

ED04 [PAGENUM] Page Number of Effect Size 

SD11 [SSIZE] Sample Size 

ED05 [MEAN] Mean(s) 

ED06 [STDEV] Standard Deviation(s) 

ED07 [TVALUE] t-Value 

ED08 [FVALUE] F-Value 

ED09 [CHISQVAL] Chi-Square Value 

ED10 [ES] Technology Context 

ED11 [CONFESC] Technology Voluntariness [v] 

 

Not differently from the study level coding form example, in Table 4.1, the capital 

omega symbol refers to that the related descriptor have one open-ended 

correspondence: e.g. “15a14aSID0001a” for Effect Size ID. If the response of the 

descriptor is multiple-choice, then the alphabetical “a, b, c, …” sequence was used. 

The correct option(s) was marked with value “1”, and the other irrelevant options for 

ED03 were marked with values “0” (see Table 4.1).  

  

One among several effect size level coding forms which belongs to the study of Szajna 

[47] was named “15a14aSID0001a”. The first part of the name, i.e. “15a”, refers to the 



   

54 

 

corresponding option “SD15a. PEU-PU” of the Pairwise Constructs Studied (SD15) 

descriptor which comes from the study level coding form of the specified study. The 

second part of the name, i.e. “14a”, refers to the corresponding option “SD14a. TAM” 

of the Acceptance Model Studied (SD14) descriptor which comes from the same study 

level coding form. The last part of the name, i.e. “SID0001a”, is actually the identity 

of the associated study. “SID0001” part of it represents a single independent study. 

The “-a, -b, -c, …” postfix denotes the outcome (e.g. time-points) which is identified 

by a descriptor of the study level coding form. For instance, two time-points (i.e. pre-

implementation and post-implementation stages) in the study are also identified by 

value changes in SD10 (Prior Experience of Sample) descriptor, hence, two study level 

forms are identified as “SID0001a” and “SID000b”. These led to “15a14aSID0001a” 

and “15a14aSID0001b” codifications for the related effect sizes of this study. Next, if 

a study has further different outcomes which are not identified by a descriptor of the 

study level coding form (e.g. BI-UA and BI-US outcomes for computed actual use and 

self-reported use), these outcomes are represented with an additional “-1, -2, -3, …” 

postfix following “-a, -b, -c, …”. For example, “15e14aSID0001a1” refers to an effect 

size which is for BI-U (15e) relationship of TAM (14a), and it comes from the first 

time-point (-a, i.e. pre-implementation) and first outcome (-1, i.e. computed actual 

use). 

 

Figure 4.1 visually summarizes the logic behind the codification of the effect size level 

coding form names.   

 

  

Figure 4.1 Effect size level coding form naming (exemplifying the form ‘15a14aSID0001a’) 
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The sequence of the decomposed name (which is also the ID of the related effect size) 

in Figure 4.1 aimed easier bulk sorting based on pairwise construct, acceptance 

model, and associated study parameters, respectively.  Highest priority for sorting is 

given to the pairwise construct parameter for convenience.    

 

4.1.2. The Characteristics of the Selected Studies  

 

Similar to any primary study, a meta-analysis study has its specific sample 

characteristics which need elaboration. The sections below present these sample 

characteristics of 84 selected studies in terms of data provided and contextual 

features, respectively.     

4.1.2.1. Data Characteristics 

Table 4.3 provides the sources in which the selected studies were published and the 

number of studies based on publication type. The table enlists the sources which 

consisted of more than one study. 

 

Table 4.3 List of sources which consisted of more than one selected primary study 

Source  # of Studies 

N = 84 

Aggregate N of the Selected Studies = 27387 

Information & Management 6 

System Sciences (HICSS) 5 

Computers in Human Behavior 4 

E -Business and E -Government (ICEE) 3 

Engineering Management, IEEE Transactions 3 

Information Society (i-Society) 3 

Management and Service Science (MASS) 3 

Mobile Business, ICMB 3 

Wireless Communications, Networking and Mobile Computing, WiCom 3 

Computers and Education 2 

Electronic Commerce and Security 2 

Expert Systems with Applications 2 

Government Information Quarterly 2 

International Journal of Medical Informatics 2 

Management Science and Engineering, ICMSE 2 
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Table 4.3 (cont.) 

Technology Management Conference (ITMC), IEEE International 2 

Technology Management for Global Economic Growth (PICMET) 

Table 4.3 (cont.) 

2 

Tourism Management 2 

Conference Proceedings (Total) 48 

Journal Articles (Total) 36 

 

Regarding the selected 84 studies, Table 4.4 below provides statistical data about the 

theoretical model adopted as well as the testing frequency of the relationships of TAM 

and the UTAUT model. 

 

Table 4.4 Data based on the adopted model and the tested relationships 

Construct Relationship Model # of Studies Percentage* 

PEU-PU TAM** 62 86.1 

PEU-ATT TAM** 22 30.6 

PU-ATT  TAM** 24 33.3 

PU-BI  TAM** 54 75.0 

BI-U  TAM** 10 13.9 

BI-U  UTAUT*** 5 41.7 

PEU-BI  TAM** 42 58.3 

SN-PU TAM** 5 6.9 

SN-BI TAM** 13 18.1 

PE-BI UTAUT*** 11 91.7 

EE-BI UTAUT*** 11 91.7 

SI-BI UTAUT*** 11 91.7 

FC-BI UTAUT*** 2 16.7 

FC-U UTAUT*** 5 41.7 

 TAM (Total) 72 85.7 

 UTAUT (Total) 12 14.3 

 TOTAL 84 100 

*Regarding the constructs, percentage refers to the within-group ratio.  

*TAM or any of its variants or revisions (TAM-r, TAM2, and TAM3) was studied. 

**UTAUT or any of its variants or revisions (UTAUT2) was studied. 

 

As can be seen in Table 4.4 above, the most examined construct relationship within 

the selected studies is PEU-PU and with regard to UTAUT, PE-BI, EE-BI, and SI-BI 

relationships are studied equally high. Another interesting point is that few studies 

attempt to explain the links to “actual use”, most probably because of the practical 

and experimental difficulties.  
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4.1.2.2. Contextual Characteristics 

Table 4.5 provides contextual information about the characteristics of the examined 

technologies within the selected studies. The dimensions are the context of the 

technology (i.e. utilitarian, hedonic, or mixed/unknown), survey participant’s 

experience in the relevant technology (i.e. experienced, inexperienced, or 

mixed/unknown), and survey participant’s voluntariness to use the relevant 

technology (i.e. mandatory, voluntary, or mixed/unknown). For example, if the 

sample (that is, the group of survey participants of the selected primary study) of this 

meta-analysis study’s sample (that is, the selected primary study itself) were 

examined from the perspective of how they adopt online shopping, then the study’s 

technology context is marked as “mixed” since such an electronic store technology 

incorporates both utilitarian and hedonic information systems characteristics. 

 

Table 4.5 Contextual characteristics of the examined technologies  

Subject  Characteristics # of Studies 

Technology Context Utilitarian 45* / 8** 

Hedonic 12* / 2** 

Mixed/Unknown 15* / 2** 

Participant’s Experience in Technology Experienced 35* / 5** 

Inexperienced 5* / 1** 

Mixed/Unknown 32* / 6** 

Participant’s Voluntariness to Use Technology Mandatory 10* / 1** 

Voluntary 45* / 8** 

Mixed/Unknown 17* / 3** 

*TAM or any of its variants or revisions (TAM-r, TAM2, and TAM3)  

**UTAUT or any of its variants or revisions (UTAUT2)  

 

As can be seen in Table 4.5 above, utilitarian, experienced, voluntary use dominated 

the other types of use within the selected studies.  

 

Table 4.6 provides contextual information about the general characteristics of the 

survey participants within the selected studies. The dimensions are the gender (i.e. 

female, male, or mixed/unknown), occupation (i.e. student, non-student, or 

mixed/unknown), and culture context (i.e. high-context, low-context, or 
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mixed/unknown). For example, if the sample was obtained among the Taiwanese 

managers, the study was marked as “non-student” and “high-context”. 

 

Table 4.6 Contextual characteristics of the survey participants  

Subject  Characteristics # of Studies 

Participant’s Gender Female 0* / 0** 

Male 0* / 0** 

Mixed/Unknown 72* / 12** 

Participant’s Occupation Student 29* / 3** 

Non-student 16* / 7** 

Mixed/Unknown 27* / 2** 

Participant’s Culture Context High-Context 53* / 7** 

Low-Context 11* / 5** 

Mixed/Unknown 8* / 0** 

*TAM or any of its variants or revisions (TAM-r, TAM2, and TAM3)  

**UTAUT or any of its variants or revisions (UTAUT2)  

 

As can be seen in Table 4.6 above, a big portion of the studies had samples from high-

context cultures, and among 84 studies, only one conducted a gender-based 

technology acceptance study. Since it included both genders, and for convenience, it 

is still classified under the “mixed” category in table.   

 

4.1.3. The Core Meta-Analyses of the Model Relationships 

 

This section presents the meta-analysis results relationship-by-relationship by 

handling the main constructs of the TAM and UTAUT models. Meta-analyses on PU-

ATT and PU-BI, PEU-ATT and PEU-BI, PEU-PU, and BI-U are held respectively, and 

following the depiction of these, the impact of SN on BI and PU as well as the 

summary effects of four UTAUT predictors, i.e. PE, EE, SI, and FC, on behavioral 

intention to use are also presented. 

4.1.3.1. The Predictive Ability of Perceived Usefulness on ATT and BI 

Figure 4.2 below presents the forest plot of this meta-analysis. As can be seen from 

Table 4.4 above, 24 studies on TAM contained a PU-ATT relationship. However, since 

the subgroups within the studies are taken into account on an individual basis with 
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their separate effect sizes, a higher number of effect sizes took place in the meta-

analyses. For instance, a study (i.e. SID0081 in plot) investigated the adoption in two 

groups which differ by voluntariness to use the intranet technology, and contributed 

with two effect sizes (i.e. 25 effect sizes from 24 studies) to the meta-analysis of PU-

ATT which is depicted in Figure 4.2.  

 

 

Figure 4.2 Random-effects meta-analysis of PU-ATT relationship in TAM 

 

By stating the “0.415” value in its last row, the forest plot in Figure 4.2 above 

demonstrates the summary effect of 25 effect sizes from 24 studies for the perceived 

usefulness and attitude towards behavior relationship. Each and every effect size are 

depicted as “trees” in the forest: The location of the rectangle refers to the magnitude 

of the effect size, the size of it refers to the weight assigned to it in the meta-analysis, 

and the horizontal width of it refers to its confidence interval. That is, as the rectangle 
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gets bigger and the confidence interval gets tighter, the estimation of that primary 

study becomes more precise.  

Two observations deserve to be mentioned in the plot provided in Figure 4.2. First, 

the sizes of the rectangles are very similar most probably because of the similar 

sample sizes of the studies as well as the weight-balancing approach of random-

effects model even among studies with very different sample sizes. Second, one can 

see the inclusion of even the statistically insignificant studies into summary effect 

acquisition process; this is an approach that vote-counting method does not pursue.   

Table 4.7 provides the summary statistics of the PU-ATT meta-analysis results below. 

 

Table 4.7 Summary statistics of the PU-ATT meta-analysis results 

# of Studies = 25 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.415 0.379 

Lower limit 0.313 0.360 

Upper limit 0.506 0.398 

Test of Null         

(2-Tail) 

Z-value 7.398 35.136 

P-value 0.000 0.000 

Heterogeneity Q-value 621.292  

df (Q)  24  

P-value 0.000  

I2 96.137  

Tau-squared T2 0.083  

Standard error 0.033  

Variance 0.001  

T 0.288  

 

In addition to what the plot depicts, Table 4.7 above ensures some valuable insight 

into the results of the random-effects meta-analytic model. Consistent with random-

effects model’s principle of between-studies dispersion which is explained in Section 

3.4.2, the summary statistics provided by CMA software points to the existence of 

variance between true effects with the report of T2. High Q value (in fact, a Q-df value 
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which is bigger than zero) refers to lack of homogeneity among effects, and I2 value 

gives the share of true-effects variance on total variance. These indicators are 

described in Section 4.1.4.  

Since the “attitude towards use” construct was eliminated with TAM-r and the main 

successor, TAM2, several scholars adopted these variants in their studies and 

investigated the direct relationship between PU and BI.  

Figure 4.3 as well as Table 4.8 depicts the results of PU-BI relationship meta-analysis.  
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Figure 4.3 Random-effects meta-analysis of PU-BI relationship in TAM 
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Table 4.8 Summary statistics of the PU-BI meta-analysis results 

# of Studies = 57 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.397 0.315 

Lower limit 0.327 0.301 

Upper limit 0.462 0.329 

Test of Null         

(2-Tail) 

Z-value 10.319 41.124 

P-value 0.000 0.000 

Heterogeneity Q-value 1372.941  

df (Q)  56  

P-value 0.000  

I2 95.921  

Tau-squared T2 0.087  

Standard error 0.026  

Variance 0.001  

T 0.294  

 

Despite its relatively lower effect on BI (when compared to PU-ATT relationship), the 

PU-BI meta-analysis ensures the summary effect of 0.397 with higher precision thanks 

to its larger pool of effects. On the other hand, again, the dispersion is quite higher 

than expected. 

4.1.3.2. The Predictive Ability of Perceived Ease of Use on ATT and BI 

Following the perceived usefulness analysis, perceived of use’s explanatory power is 

examined in Figure 4.4, Table 4.9, Figure 4.5, and Table 4.10, respectively by meta-

analyzing its connection to both ATT and BI.   
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Figure 4.4 Random-effects meta-analysis of PEU-ATT relationship in TAM 

 

Table 4.9 Summary statistics of the PEU-ATT meta-analysis results 

# of Studies = 23 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.350 0.279 

Lower limit 0.266 0.258 

Upper limit 0.429 0.300 

Test of Null         

(2-Tail) 

Z-value 7.689 24.536 

P-value 0.000 0.000 

Heterogeneity Q-value 333.996  

df (Q)  22  

P-value 0.000  

I2 93.413  
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Table 4.9 (cont.) 

Tau-squared T2 0.046  

Standard error 0.019  

Variance 0.000  

T 0.215  
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Figure 4.5 Random-effects meta-analysis of PEU-BI relationship in TAM 
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Table 4.10 Summary statistics of the PEU-BI meta-analysis results 

# of Studies = 45 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.245 0.244 

Lower limit 0.183 0.225 

Upper limit 0.304 0.263 

Test of Null         

(2-Tail) 

Z-value 7.554 24.565 

P-value 0.000 0.000 

Heterogeneity Q-value 424.693  

df (Q)  44  

P-value 0.000  

I2 89.640  

Tau-squared T2 0.041  

Standard error 0.013  

Variance 0.000  

T 0.202  

 

According to the statistics provided in Table 4.10 PEU-BI has remarkably high 

variance, too. However, this time the relationship gets a relatively lower I2 value, i.e. 

89.64 percent, probably due to the existence of studies which have quite low precision, 

hence, some bigger within-study sampling error in total for the PEU-BI effects sizes 

pool.   

4.1.3.3. Perceived Ease of Use and Perceived Usefulness Relationship 

Without the consideration of BI, the most important possible impact in core TAM 

model is the effect of PEU not on BI but on PU. In one sense, PEU has both direct and 

indirect effects on BI thanks to its dual connection. Figure 4.6 provides the summary 

effect while Table 4.11 gives the descriptive statistics for such summary.  
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Figure 4.6 Random-effects meta-analysis of PEU-PU relationship in TAM 
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Table 4.11 Summary statistics of the PEU-PU meta-analysis results 

# of Studies = 67 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.502 0.437 

Lower limit 0.418 0.425 

Upper limit 0.577 0.448 

Test of Null         

(2-Tail) 

Z-value 10.153 65.514 

P-value 0.000 0.000 

Heterogeneity Q-value 3653.262  

df (Q)  66  

P-value 0.000  

I2 98.193  

Tau-squared T2 0.190  

Standard error 0.052  

Variance 0.003  

T 0.436  
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4.1.3.4. The Influence of BI on Actual Use 

As a relatively less investigated construct relationship, the effect of behavioral 

intention to use on actual use of technology is compiled through the empirical 

findings of 10 primary studies, and this synthesis is depicted in Figure 4.7 and Table 

4.12. 

 

 

Figure 4.7 Random-effects meta-analysis of BI-U relationship in TAM 

 

Table 4.12 Summary statistics of the BI-U meta-analysis results  

# of Studies = 10 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.576 0.569 

Lower limit 0.475 0.536 

Upper limit 0.662 0.600 

Test of Null         

(2-Tail) 

Z-value 9.179 26.704 

P-value 0.000 0.000 
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Table 4.12 (cont.) 

Heterogeneity Q-value 70.676  

df (Q)  9  

P-value 0.000  

I2 87.266  

Tau-squared T2 0.042  

Standard error 0.026  

Variance 0.001  

T 0.205  

 

As can be seen in Table 4.12 above, and with the inclusion of quite few effect sizes (i.e. 

10), the BI-U relationship could attain a very high summary effect at 0.576, and a 

relatively lower true-effects variation ratio (i.e. I2 = 87.27 percent) was observed, as 

well. 

4.1.3.5. Effects of the Subsequent TAM Construct: Subjective Norm 

In spite of the fact that few primary studies provided effect sizes for the influences of 

SN on BI and PU, and the synthesis of these might lead to relatively weaker 

deductions, the study still attempts to meta-analyze the combined effects of the 

subjective norm. The results are provided in Figure 4.8, Table 4.13, Figure 4.9, and 

Table 4.14, respectively.  
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Figure 4.8 Random-effects meta-analysis of SN-BI relationship in TAM 

 

Table 4.13 Summary statistics of the SN-BI meta-analysis results 

# of Studies = 13 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.222 0.216 

Lower limit 0.144 0.177 

Upper limit 0.297 0.255 

Test of Null         

(2-Tail) 

Z-value 5.473 10.429 

P-value 0.000 0.000 

Heterogeneity Q-value 43.987  

df (Q)  12  

P-value 0.000  

I2 72.719  

Tau-squared T2 0.016  

Standard error 0.009  
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Table 4.13 (cont.) 

Variance 0.000  

T 0.125  

 

According to Figure 4.8 and Table 4.13 above, SN-BI relationship presented 

remarkably low summary effect; on the other hand, the low effect is accompanied 

with relatively lower share of between-studies dispersion on the total dispersion (i.e. 

I2 = 72.72 percent). 

  

  

Figure 4.9 Random-effects meta-analysis of SN-PU relationship in TAM 

 

Table 4.14 Summary statistics of the SN-PU meta-analysis results 

# of Studies = 5 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.302 0.299 

Lower limit 0.213 0.248 

Upper limit 0.386 0.349 

Test of Null         

(2-Tail) 

Z-value 6.384 10.829 

P-value 0.000 0.000 
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Table 4.14 (cont.) 

Heterogeneity Q-value 11.324  

df (Q)  4  

P-value 0.023  

I2 64.678  

Tau-squared T2 0.008  

Standard error 0.008  

Variance 0.000  

T 0.087  

 

As the smallest-sized meta-analysis, and interestingly, the SN-PU relationship 

achieved the lowest total dispersion (i.e. Q = 11.324 with p-value far from zero) as 

well as the lowest variance between the true effects (i.e. I2 = 64.68 percent). 

4.1.3.6. UTAUT's Explanatory Constructs for BI and U 

By providing Figure 4.10, Table 4.15, Figure 4.11, Table 4.16, Figure 4.12, Table 4.17, 

Figure 4.13, and Table 4.18 below, and regarding the behavioral intention to use as 

well as the use behavior for FC, this section demonstrates the predicting power of the 

UTAUT model’s PE, EE, SI, and FC constructs. 
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Figure 4.10 Random-effects meta-analysis of PE-BI relationship in the UTAUT model 

 

Table 4.15 Summary statistics of the PE-BI meta-analysis results 

# of Studies = 11 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.612 0.513 

Lower limit 0.058 0.493 

Upper limit 0.878 0.533 

Test of Null         

(2-Tail) 

Z-value 2.134 40.613 

P-value 0.000 0.000 

Heterogeneity Q-value 5331.867  

df (Q)  10  

P-value 0.033  

I2 99.812  

Tau-squared T2 1.221  

Standard error 0.684  

Variance 0.468  

T 1.105  
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The most noteworthy observation on the PE-BI meta-analysis is that, under random-

effects model, the summary effect result gives a dramatically wide confidence interval 

(i.e. lower-upper limits are at 0.058-0.878). Indeed, the very wide horizon of the 

diamond which represents the summary effect in Figure 4.10, and the p-value which 

uncharacteristically approximates to 0.05 are the complementary indicators of low 

significance. This result arises probably from the outlier coefficients, e.g. SID0293 

which converges to 1.  

 

 

Figure 4.11 Random-effects meta-analysis of EE-BI relationship in the UTAUT model 

 

Table 4.16 Summary statistics of the EE-BI meta-analysis results  

# of Studies = 11 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.208 0.198 

Lower limit 0.126 0.171 

Upper limit 0.287 0.224 
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Table 4.16 (cont.) 

Test of Null         

(2-Tail) 

Z-value 4.894 14.156 

P-value 0.000 0.000 

Heterogeneity Q-value 76.469  

df (Q)  10  

P-value 0.000  

I2 86.923  

Tau-squared T2 0.016  

Standard error 0.010  

Variance 0.000  

T 0.126  

 

 

Figure 4.12 Random-effects meta-analysis of SI-BI relationship in the UTAUT model 
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Table 4.17 Summary statistics of the SI-BI meta-analysis results 

# of Studies = 11 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.158 0.109 

Lower limit 0.072 0.082 

Upper limit 0.242 0.137 

Test of Null         

(2-Tail) 

Z-value 3.577 7.762 

P-value 0.000 0.000 

Heterogeneity Q-value 81.904  

df (Q)  10  

P-value 0.000  

I2 87.791  

Tau-squared T2 0.017  

Standard error 0.011  

Variance 0.000  

T 0.131  

 

 

Figure 4.13 Random-effects meta-analysis of FC-U relationship in the UTAUT model 
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Table 4.18 Summary statistics of the FC-U meta-analysis results  

# of Studies = 5 Random-Effects Fixed-Effect 

Effect Size and 

95% Interval 

Point estimate 0.361 0.109 

Lower limit 0.225 0.082 

Upper limit 0.484 0.137 

Test of Null         

(2-Tail) 

Z-value 4.964 7.762 

P-value 0.000 0.000 

Heterogeneity Q-value 38.443  

df (Q)  4  

P-value 0.000  

I2 89.584  

Tau-squared T2 0.025  

Standard error 0.023  

Variance 0.001  

T 0.158  

 

As can be seen from Table 4.18 above, the meta-analysis of the construct relationships 

which constitute the UTAUT model, and particularly FC-U relationship with five 

effect sized combined, lack reaching the quantities of effect sizes that TAM-related 

study set provided. Under any circumstances, a persistent approach is pursued 

during this study by conducting each and every verifiable meta-analysis. The 

motivation was the emphasis of Borenstein et al. [3] on that one can employ a meta-

analysis as soon as she obtains “two” studies since even two studies provide effect 

estimates with higher precision. 
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CHAPTER 5 
 

 

RESULTS AND DISCUSSION 
 

 

 

This chapter provides an overall look at the results of the meta-analyses conducted. 

Besides, the investigations on moderator analysis and publication bias are made 

under Section 5.1.2 and 5.1.3, respectively.  

 

5.1. A Collective Look at the Meta-Analysis Results 
 

Table 5.2 in Section 5.1.2 constitutes a concise source to get the essence of the 12 meta-

analyses within the study, and Table 5.1 presents a trimmed version (without Q-

values) of it below.   

Not surprisingly, the relationships among the core TAM constructs, i.e. PU, PEU, and 

BI, achieved the highest point estimate values. However, the effects of PU and PEU 

on attitude toward use seemed more explanatory in comparison to PU-BI and PEU-

BI relationships. This may arise the question of whether TAM-r and successor 

variants of TAM suffer from the absence of the mediator effect of ATT for a better 

explanatory power.   

 

Table 5.1 Summary of the point estimate findings  

Construct 

Relationship 

Point Estimate k I2 

PU-ATT 0.415 25 96.137 

PU-BI 0.397 57 95.291 

PEU-ATT 0.350 23 93.413 
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Table 5.1 (cont.) 

PEU-BI 0.245 45 89.640 

PEU-PU 0.502 67 98.193 

BI-U 0.576 10 87.266 

SN-BI 0.222 13 72.719 

SN-PU 0.302 5 64.678 

PE-BI (UTAUT) 0.612 11 99.812 

EE-BI (UTAUT) 0.208 11 86.923 

SI-BI (UTAUT) 0.158 11 87.791 

FC-U (UTAUT) 0.361 5 89.584 

 

Among the examined construct relationships of the UTAUT model, performance 

expectancy shows a notably higher point estimate. Nevertheless, because of the low 

sample sizes, hence, low precision, one should not categorically approve the 

superiority of any of these UTAUT constructs.  

 

5.1.1.  Examination of the Heterogeneity 

 

This section attempts to offer some instructions to look better at the heterogeneity 

observed in the meta-analyses which are conducted and reported under Section 4.1.3.  

5.1.1.1. The Indicators of the Variation 

As described in brief under Section 3.4.2, random-effects model presupposes that 

there already exist some high or low variation between the true effects of the selected 

primary studies of the domain. This variance is denoted tau-squared or T2, and is one 

of two components of the “total variance” in random-effects meta-analysis. The 

second component is the within-studies variation due to the very nature of the 

studies. The descriptive tables (from Table 4.7 to Table 4.18) of the meta-analyses 

conducted in Section 4.1.3 address to a critical information which can clarify the 

distinction between these two components: I2 in percentage terms, rather than an 

unstandardized unit, T2, describes how much of the total variance belongs to T2. 
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Second, one other critical statistic that these tables presented is the Q-value. Q aims 

to distinguish the excess dispersion from the total dispersion, that is, from itself. 

Borenstein et al. [3] demonstrates Q as below.  

 

 

   

 

(Equation 5.1) 

 

 

In Equation 5.1, k refers to the number of studies, Wi represents the study weight (see 

Equation 3.2), Yi represents the effect size of the study, and M refers to the summary 

effect. The fact is that one can compute the I2 ratio of the study by using the Q and k 

values directly as follows: 

     

(Equation 5.2) 

 

 

Degrees of freedom, i.e. df, is simply k minus 1. Thus, by elucidating the connections 

between each statistic, it is clearer to construe the heterogeneity findings that Section 

4.1.3 tables provided.    

5.1.1.2. The Supportive Finding for the Meta-Analytic Model 

From the specific perspective of heterogeneity, it can be inferred that the effect sizes 

which are derived from the TAM and UTAUT model studies dispersed insomuch that 

it could not be explained solely by the within-study sampling errors. For instance, for 

the meta-analysis on PEU-PU relationship, Table 4.11 gives the Q-value of 3653.26, 

and the I2 is given as 98.19 percent. Such a high Q-value (which is much larger than 

df) points out a heterogeneity between the true effect sizes of the studies. What is 
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more, an I2 at 98.19 percent refers to that almost whole part of the total variance 

belongs to T2, i.e., the true variance between-studies. 

Therefore, such significant heterogeneity findings validate the choice made in the 

preliminary phase of the study, that is, “random-effects” model.      

 

5.1.2. Moderator Analysis 

 

As a first step, Table 5.2 presents a summary of the findings of meta-analyses that are 

presented in Section 4.1.3.  

 

Table 5.2 Summary of the findings of Section 4.1.3  

Construct 

Relationship 

Point Estimate Q-Value k I2 

PU-ATT 0.415 621.292 25 96.137 

PU-BI 0.397 1372.941 57 95.291 

PEU-ATT 0.350 333.996 23 93.413 

PEU-BI 0.245 424.693 45 89.640 

PEU-PU 0.502 3653.262 67 98.193 

BI-U 0.576 70.676 10 87.266 

SN-BI 0.222 43.987 13 72.719 

SN-PU 0.302 11.324 5 64.678 

PE-BI 0.612 5331.867 11 99.812 

EE-BI 0.208 76.469 11 86.923 

SI-BI 0.158 81.904 11 87.791 

FC-U 0.361 38.443 5 89.584 

 

Because the study clearly puts forward the high variation among effects until this 

point, some further examination can be made in order to discover some possible 

moderating effects with regard to such remarkable dispersion of the effects.  



   

85 

 

5.1.2.1. Moderating Effect of the Sample Demographics 

In order to conduct a more effective moderating effect discovery, it makes sense to 

prioritize the meta-analysis based on their number of studies. This is because the 

larger the study effects pool is, the more diverse types of moderators and bigger 

moderator sets one can find. Therefore, and because each and every construct 

relationship shows heterogeneity in the study, the meta-analyses with the highest 

number of studies, i.e. PEU-PU, PU-BI, and PEU-BI, were selected for moderator 

analysis.  

Figure 5.1 and Table 5.3 below demonstrate the results of the meta-analysis which is 

conducted by grouping the studies by each of their survey participants’ occupation.  
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Figure 5.1 Random-effects meta-analysis of PEU-PU relationship – grouped by occupation 
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Table 5.3 Summary statistics of the PEU-PU relationship – grouped by occupation 

  1-Student 1-Non-

student 

3-Mixed / 

Unknown 

Total 

Between 

Overall 

# of Studies  28 16 23 - 67 

Effect Size 

and 95% 

Interval 

Point 

estimate 

0.474 0.487 0.544 - 0.492 

Lower limit 0.365 0.345 0.374 - 0.417 

Upper limit 0.570 0.607 0.679 - 0.560 

Heterogeneity Q-value - - - 0.538 - 

df (Q)  - - - 2 - 

P-value - - - 0.764 - 

 

Regarding the forest plot in Figure 5.1, no significant pattern and/or estimate gap can 

be observed. What is more, the heterogeneity testing in Table 5.3 cannot reject the null 

hypothesis that heterogeneity does not exist between groups. Q minus df is smaller 

than zero.   

5.1.2.2. Moderating Effect of the Technology Characteristics 

As a next step, the meta-analysis on PU-BI relationship is examined based on groups 

of studies which differ in terms of technology characteristics. Figure 5.2 and Table 5.4 

present the results of this examination.  
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Figure 5.2 Random-effects meta-analysis of PU-BI relationship – grouped by voluntariness 
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Table 5.4 Summary statistics of the PU-BI relationship – grouped by voluntariness 

  1-Mandatory 2-Voluntary 3-Mixed / 

Unknown 

Total 

Between 

Overall 

# of Studies  28 16 23 - 57 

Effect Size 

and 95% 

Interval 

Point 

estimate 

0.483 0.396 0.340 - 0.417 

Lower 

limit 

0.405 0.301 0.232 - 0.364 

Upper 

limit 

0.555 0.484 0.439 - 0.467 

Heterogeneity Q-value - - - 5.243 - 

df (Q)  - - - 2 - 

P-value - - - 0.073 - 

 

This time, by considering both the descriptive statistics of Table 5.4 and the forest plot 

structure of Figure 5.2, one can observe some slight heterogeneity between the 

groups. Q-value is 5.243 (df = 2), and the p-value is close to 0.05. Indeed, the forest 

plot also shows that the summary effect of the studies which addressed to mandatory 

use of technology is located at the right side of the scale with a notably high Z-value. 

5.1.2.3. An Uncommonly Examined Moderator: Publication Type 

As a final step in moderating effects discovery, an uncommonly examined moderator, 

the publication type (i.e. journal articles and conference proceedings in our study), is 

handled in order to explain at least some part of the total dispersion of PEU-BI 

relationship meta-analysis. Figure 5.3 and Table 5.5 provides the results of the 

grouped meta-analysis. 
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Figure 5.3 Random-effects meta-analysis of PEU-BI relationship – grouped by publication type 
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Table 5.5 Summary statistics of the PEU-BI relationship – grouped by publication type  

  2-Journal 3-Proceedings Total 

Between 

Overall 

# of Studies  15 30 - 45 

Effect Size and 

95% Interval 

Point estimate 0.234 0.254 - 0.242 

Lower limit 0.169 0.167 - 0.190 

Upper limit 0.298 0.337 - 0.292 

Heterogeneity Q-value - - 0.133 - 

df (Q)  - - 1 - 

P-value - - 0.715 - 

 

The results of publication type based moderator analysis lead to very slight change 

in favor of proceedings according to Table 5.5. One noticeable difference in the forest 

plot is the existence of some outliers inside the proceedings group.   

 

5.1.3. Investigation of the Publication Bias 

 

As Borenstein et al. [3] point out, it is revealed that studies with higher effect sizes are 

more likely to be included in publications than those which have weaker effect sizes. 

In fact, studies which are not published do not need to have weak effect sizes; they 

might be in preparation stage, the author might intentionally avoid publishing her 

work (e.g. confidential business reports etc.), the meta-analyst might not have access 

to some libraries which actually have several different studies, and so forth. That is 

to say, the absence of some inaccessible studies might pose a bias threat for the meta-

analysis study. Taking the fact that studies with low effect sizes are more likely to be 

kept in the “file-drawer”, a set of tests have been developed to determine the existence 

of a possible publication bias in the meta-analysis study,  the origin of the effect, and 

the impact of a possible bias. The following subsections employ the relevant part of 

these tests to our study, respectively.  
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5.1.3.1. Determining the Existence of a Possible Publication Bias 

One easy but effective method to determine the existence of a possible publication 

bias is using a funnel plot diagram which is introduced by Light and Pillemer [48]. 

Higgins and Green [49] defines it as a scatter diagram which combines the effect size 

data of the studies and their sample size or precision. The plot take its name from its 

funnel-like form. Its principle of use grounds on the assumption of that effects 

disperse symmetrically around the mean effect due to “random” sampling error [3]. 

Otherwise, that is, if the symmetry is only observable on the top side of the plot (i.e. 

low standard error) and the bottom side high-error studies are skewed to the “higher 

effect” side on the horizontal line, then the possibility of a publication bias can be 

considered. Actually, such asymmetry at the bottom is interpreted as the more 

frequent publication of low-precision studies which have “higher” effect sizes. 

CMA software enables to draw funnel plot diagrams for the recognition of a possible 

bias pattern, and the plots of the three largest meta-analyses of this study are 

represented in Figure 5.4 below.    
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Figure 5.4 Funnel plots of meta-analyses on PEU-PU, PU-BI, and PEU-BI relationships 
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Remarkably, the observation through Figure 5.4 is that the primary studies are 

scattered on the very top of the funnels for each of the meta-analyses. In other words, 

the samples comprise very few studies which have high standard errors, hence, low 

precisions. In fact, this can also be attributed to the large-sample nature of the social 

sciences as compared with clinical studies. However, although asymmetric bottom 

clusters are not seen on these plots, we can still discover some agglomerations at one 

side of the top parts of the funnels. For instance the scatter of PEU-BI seems more 

asymmetrical than the other two. 

5.1.3.2. Determining the Origin of the Effect: Fail-Safe N Testing 

Through the meta-analyses, the study did not only revealed high dispersion among 

primary studies but also obtained considerably high effect sizes, as well. The point 

estimate of PEU-PU at 0.502, and PU-BI relationship’s point estimate of 0.397 are two 

examples to these high summary effects. Following a visual look at the possibility of 

publication, one can also attempt to explore whether the computed summary effect 

actually originates from the publication bias. For such exploration attempts, 

Rosenthal [15] introduced the fail-safe N test which aims finding the adequate number 

of dummy studies with zero effects in order to nullify the effect of the meta-analysis 

study. To illustrate, if a meta-analysis study which has only tens of primary studies 

as its sample required thousands of dummy studies with zero effect, then it can be 

concluded that such effect does not simply arise from a publication bias. 

As a more flexible approach, Orwin [50] introduced his newer fail-safe N test which 

distinguishes itself from its predecessor in a way that a custom non-zero effect value 

could be assigned to the dummy studies.  

Table 5.6 below describes the results of the classic fail-safe N test for each of the three 

meta-analyses; i.e. PEU-PU, PU-BI, and PEU-BI.    
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Table 5.6 Rosenthal’s Fail-safe N testing for meta-analyses on PEU-PU, PU-BI, and PEU-BI  

 PEU-PU PU-BI PEU-BI 

Z-value for Observed Studies 65.56210 43.38462 22.24196 

p-value for Observed Studies 0.00 0.00 0.00 

Alpha 0.05 0.05 0.05 

Tails 2.00 2.00 2.00 

Z for Alpha 1.95996 1.95996 1.95996 

Number of Observed Studies 67 57 45 

Required Number of Missing 

Studies for p-value > Alpha  

74903 27872 5751 

 

Table 5.6 shows that each of the meta-analyses requires the inclusion of thousands of 

zero-effect missing studies in order to make the p-value greater than alpha. Such 

finding of classic fail-safe N may be satisfying only to some extent: Borenstein et al. 

[3] underlines that fail-safe N testing bases itself on the combination of the p-values 

of the studies, and that those p-values test different null hypotheses, thus, should not 

be combined. Therefore, the study needs a further step which determines the 

“impact” of a possible publication bias, and Section 5.1.3.3 provides basis for this.  

5.1.3.3. Determining the Impact of Bias: Trim and Fill Testing  

Duval and Tweedie’s trim and fill testing helps the determination of a publication 

bias impact [51]. Again, by using the funnel plots which are explained under Section 

5.1.3.1, this test first removes the small studies with very high effect sizes until the 

plot view becomes symmetric, and then adds these studies back into the plot with its 

imputed mirror study on the opposite side.  

Trim and fill testing did not suggest filling a possible left hand side gap of studies in 

the main three meta-analyses of the study, that is, PEU-PU, PU-BI, and PEU-BI. This 

is because the studies pursued a random-effects model, and they do not indicate 

visible asymmetry in their funnel plots. 
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CHAPTER 6 
 

 

CONCLUSION 
 

 

  

This part, by consisting of Section 6.1, enlists the findings of the study results from a 

relatively broader perspective. The encapsulated findings are provided in order to 

suggest paths for further research in Section 6.2, especially studies which focus on the 

technology acceptance domain, and are in forms of systematic reviews. 

 

6.1. What the Findings Point Out 
 

Table 6.1 below summarizes the findings that are obtained through the meta-analyses 

conducted within the study. The findings are summarized in line with the identified 

research questions which are provided first in Section 1.2.  

 

Table 6.1 Summary of the findings on research questions 

No  Research Question  Finding 

1a What is the predictive ability of perceived usefulness 

(PU) of a technology on attitude toward its use (ATT)?  

moderate effect magnitude**** 

1b To what extent does the predictive ability of perceived 

usefulness (PU) of a technology on attitude toward its 

use (ATT) vary among studies?  

high variation**** 

2a What is the predictive ability of perceived usefulness 

(PU) of a technology on behavioral intention to use (BI)?  

moderate effect magnitude**** 

2b To what extent does the predictive ability of perceived 

usefulness (PU) of a technology on behavioral intention 

to use (BI) vary among studies?  

high variation**** 
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2c Table 6.1 (cont.) Does the predictive ability of perceived 

usefulness (PU) of a technology on behavioral intention 

to use (BI) vary by voluntariness of use?  

yes (significant*; p=0.073) 

3a  What is the predictive ability of perceived ease of use 

(PEU) of a technology on attitude toward its use (ATT)?  

moderate effect magnitude**** 

3b To what extent does the predictive ability of perceived 

ease of use (PEU) of a technology on attitude toward its 

use (ATT) vary among studies?  

high variation**** 

4a What is the predictive ability of perceived ease of use 

(PEU) of a technology on behavioral intention to use 

(BI)?  

low effect magnitude**** 

4b To what extent does the predictive ability of perceived 

ease of use (PEU) of a technology on behavioral 

intention to use (BI) vary among studies?  

high variation**** 

4c Does the published predictive ability finding of 

perceived ease of use (PEU) of a technology on 

behavioral intention to use (BI) vary by the type of 

publication (i.e. journal articles and conference 

proceedings)?  

no (insignificant; p=0.715)   

5a What is the predictive ability of perceived ease of use 

(PEU) of a technology on perceived usefulness (PU)?  

high effect magnitude**** 

5b To what extent does the predictive ability of perceived 

ease of use (PEU) of a technology on perceived 

usefulness (PU) vary among studies?  

high variation**** 

5c Does the predictive ability of perceived ease of use 

(PEU) of a technology on perceived usefulness (PU) 

vary by the occupation (i.e. student, non-student, and 

mixed/unknown) of the survey participants?  

no (insignificant; p=0.764)   

6a What is the predictive ability of behavioral intention to 

use (BI) of a technology on actual use (U)?  

high effect magnitude**** 

6b To what extent does the predictive ability of behavioral 

intention to use (BI) of a technology on perceived 

usefulness (PU) vary among studies?  

high variation**** 

7a What is the predictive ability of subjective norm (SN) on 

behavioral intention to use (BI) of a technology?  

low effect magnitude**** 
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7b Table 6.1 (cont.) To what extent does the predictive 

ability of subjective norm (SN) on behavioral intention 

to use (BI) of a technology vary among studies?  

at least moderate variation**** 

8a What is the predictive ability of subjective norm (SN) on 

perceived usefulness (PU) of a technology?  

moderate effect magnitude**** 

8b To what extent does the predictive ability of subjective 

norm (SN) on perceived usefulness (PU) of a technology 

vary among studies?  

at least moderate variation** 

9a (UTAUT) What is the predictive ability of performance 

expectancy (PE) on behavioral intention to use (BI) of a 

technology?  

high effect magnitude**** 

9b (UTAUT) To what extent does the predictive ability of 

performance expectancy (PE) on behavioral intention to 

use (BI) of a technology vary among studies?  

high variation** 

10a (UTAUT) What is the predictive ability of effort 

expectancy (EE) on behavioral intention to use (BI) of a 

technology?  

low effect magnitude**** 

10b (UTAUT) To what extent does the predictive ability of 

effort expectancy (EE) on behavioral intention to use 

(BI) of a technology vary among studies?  

high variation**** 

11a (UTAUT) What is the predictive ability of social 

influence (SI) on behavioral intention to use (BI) of a 

technology?  

low effect magnitude**** 

11b (UTAUT) To what extent does the predictive ability of 

social influence (SI) on behavioral intention to use (BI) 

of a technology vary among studies?  

high variation**** 

12a (UTAUT) What is the predictive ability of facilitating 

conditions (FC) on actual use (U) of a technology?  

moderate effect magnitude**** 

12b (UTAUT) To what extent does the predictive ability of 

facilitating conditions (FC) on actual use (U) of a 

technology vary among studies?  

high variation**** 

*p<0.1; **p<0.05; ***p<0.01; ****p<0.001  

 

Besides utilizing the “Q-value minus df is bigger than zero” lookup for the detection 

of heterogeneity which are demonstrated in Section 4 and Section 5, Table 6.1 above 
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interprets the levels of variation by also considering the tentative I2 value 

categorization which are suggested by Higgins et al. [52]. According to [52], I2 values 

which are at 25 percent, 50 percent, and 75 percent can be denoted as low, moderate 

and high, respectively. Similarly, regarding the categorization of the correlation 

values as effect magnitudes, Cohen [9] suggested a low-to-high sequence for 0.1, 0.3, 

and 0.5 values. This suggestion is also utilized.  

The findings obtained through meta-analyses on twelve construct relationships of 

TAM and the UTAUT model provided three main insights in terms of study topic 

and the research method. 

First and foremost, the use type of the technology, that is, the voluntary use versus 

the mandatory use, could explain the variation among perceived usefulness and the 

behavioral intention to use constructs to some valuable extent. Such finding can be 

interpreted in a way that the business-related technologies, by their very nature, are 

designed and developed to ensure measurable benefits (e.g. improved productivity 

on a specific task etc.) to the users as well as the organizations. Considering the fact 

that mandatory use of a technology is usually something about business or school, it 

is not surprising to observe people who behave result-oriented, hence, value the 

usefulness more in their mandatory use of technology.  

Second, the primary studies built remarkably dispersed sets of samples, and among 

twelve construct relationships, there was no exception. Such general existence of 

heterogeneity became a supportive element of the preliminary choice of “random-

effects” meta-analytic model, and despite the high dispersion between the true effects 

of the studies, the study which conducted random-effects meta-analysis could 

combine the effect sizes effectively, attain summary effects for each of the construct 

relationships of the models, and led to more powerful and precise outcomes in 

comparison to separate primary studies.  

Third, several potential moderators (including gender, age, occupation, culture 

context, prior experience of use, technology context in terms of utilitarian and hedonic 
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use, and voluntariness to use) have been identified and a subset of them have been 

examined during the process of study reviews. Furthermore, the preliminary research 

stage of the study found out that only few primary studies provided the mean age 

value of their survey participants; rather, some diverse predefined sets of age 

intervals are used in order to group the participants by age. This unstandardized 

approach of the primary studies constituted a barrier to the examination of the 

moderating effect of age. Under any circumstances, the potentially moderating 

elements identified above as well as those which have not been explored yet might 

explain the excess variation among the primary study effects sizes.    

 

6.2. Implications for Future Work 
 

As also remarked in Section 1.2, TAM and UTAUT models and their variants need to 

be meta-analyzed further with respect to two main dimensions: First, future studies 

may attempt to explore the strengths of construct relationships that were not handled 

within the meta-analyses of this study; e.g. the predictive ability of perceived 

enjoyment on perceived ease of use (i.e. a relationship introduced by TAM3), the 

predictive ability of hedonic motivation on behavioral intention to use (i.e. a 

relationship introduced by the UTAUT2 model), and the predictive ability of habit on 

actual use (i.e. again, a relationship introduced by the UTAUT2 model). That is, in the 

time to come, the newer pairwise relationships of more recent TAM and UTAUT 

variants may be systematically reviewed in terms of predictive ability and variation 

among study effect sizes. Second, further systematic reviews may aim to measure the 

strength and variation of construct relationships that were handled within the meta-

analyses of this study, but with relatively small set of collected primary studies; e.g. 

BI-U relationship of TAM, SN-PU relationship of TAM, FC-U relationship of the 

UTAUT model etc.    
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Besides, in a future work, a similar set of construct relationships may also be 

examined through conducting some different study design approaches meta-anaysis 

techniques: e.g. psychometric meta-analysis.  

As can be seen in Table 6.1, the meta-analyses on almost all construct relationships 

revealed high heterogeneity, i.e. high variation among the effect sizes of primary 

studies. In order to discover the possible causes of such significant dispersion, further 

meta-analysis studies which focus on the moderating effects more comprehensively 

and one-by-one may be conducted. 

Finally, the researchers of the domain of technology acceptance may choose to work 

with the other theoretical models which also try to elaborate the technology 

acceptance phenomena. They can do this through conducting meta-analyses on the 

construct relationships of completely different models in future studies. 
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APPENDICES 
 

 

Appendix A: Studies Subject to Meta-Analysis 
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ED03af. Means, Sample 
Size, and p-Value 

             

ED03ag. Difference in 
Means, Sample Size, and 

p-Value 

             

ED03ah. Sample Size and 

p-Value 
             

ED03ai. Means, SD Pre 

and Post, N, in Each 
Group, Pre/Post 

Correlation 

             

ED03aj. Means, SD 

Difference, N, in Each 
Group, Pre/Post 
Correlation 

             

ED03ak. Means Pre and 
Post in Each Group, t 

within Groups, N 

             

ED03al. Means Pre and 

Post in Each Group, p 
within Groups, N 

             

ED03am. Means Pre and 
Post in Each Group, F for 

Difference Between 
Changes, N 
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Appendix C  (cont.) 
ED03an. Mean Change, 
SD Pre and Post, N, in 
Each Group, Pre/Post 

Correlation 

             

ED03ao. Mean Change, 

SD Difference, N, in Each 
Group, Pre/Post 

Correlation 

             

ED03ap. Mean Change in 

Each Group, t within 
Groups, N 

             

ED03ar. Mean Change in 
Each Group, p within 
Groups, N 

             

ED03as. Mean Change in 
Each Group, F for 

Difference Between 
Changes, N 

             

ED03at. F for Difference 
Between Changes, N 

             

ED03au. Mean Difference, 
SD of Difference, and 

Sample Size 

             

ED03av. Means, SD Pre, 

SD Post, Pre/Post 
Correlation, and Sample 
Size 

             

ED03aw. Means, Sample 
Size, and Paired t-Value 

             

ED03ax. Means, Sample 
Size, and Paired p-Value 

             

ED03ay. Mean Difference, 
Sample Size, and t-Value 

             

ED03az. Mean Difference, 
Sample Size, and p-Value 

             

ED03ba. Sample Size and 
t-Value from Paired t-Test 

             

ED03bb. Sample Size and 
p-Value from Paired t-Test 

             

ED04Ω. Page Number              

SD11Ω. Sample Size              

ED05Ω. Mean(s) 
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Appendix C  (cont.) 
ED06Ω. Standard 
Deviation(s) 

             

ED07Ω. t-Value              

ED08Ω. F-Value              

ED09Ω. Chi-Square Value              

ED010Ω. Effect Size              

ED011a. Sufficient              

ED011b. Insufficient              

ED011c. Unreported              
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Appendix D: Search Terms and Strings Formulation  
 

 

 

No Group Search Term Search Set 
Library 
Code 

Library* 

1 a Measurement (a1 OR a2 OR a3) AND (b4) 01 IEEE Xplore 

2 a Measure 
(a1 OR a2 OR a3) AND (c5 OR c6 OR n23 OR n24 OR o25 OR 

p26) 
02 ScienceDirect 

3 a Empirical (a1 OR a2 OR a3) AND (d7 OR d8 OR d9) 03 Web of Science 

4 b Technology Acceptance Model (a1 OR a2 OR a3) AND (e10) 04 JSTOR 

5 c TAM Revision (a1 OR a2 OR a3) AND (j17 OR j18 OR k19) AND (l20) 05 ACM Digital Library 

6 c TAM Variant (a1 OR a2 OR a3) AND (j17 OR j18 OR k19) AND (m21 OR m22) 06 Google Scholar 

7 d Technology Acceptance (f11 OR g12 OR g13 OR h14 OR h15 OR i16) AND (b4) 07 CiteSeerX 

8 d Acceptance 
(f11 OR g12 OR g13 OR h14 OR h15 OR i16) AND (c5 OR c6 OR 

n23 OR n24 OR o25 OR p26) 
  

9 d User Acceptance 
(f11 OR g12 OR g13 OR h14 OR h15 OR i16) AND (d7 OR d8 OR 

d9) 
  

10 e TAM Constructs (f11 OR g12 OR g13 OR h14 OR h15 OR i16) AND (e10)   

11 f Structural Relationship 
(f11 OR g12 OR g13 OR h14 OR h15 OR i16) AND (j17 OR j18 OR 

k19) AND (l20) 
  

12 g Correlation Coefficient 
(f11 OR g12 OR g13 OR h14 OR h15 OR i16) AND (j17 OR j18 OR 

k19) AND (l20) 
  

13 g Pearson-Moment    

14 h Correlation Matrix    

15 h Correlation Matrices    

16 i Effect Size    

17 J Perceived Ease of Use    
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Appendix 

D  (cont.) 

18 J Ease of Use    

19 k Perceived Usefulness    

20 l Behavioral Intention    

21 m Actual Use    

22 m Actual Usage    

23 n 
Unified Theory of Acceptance 

and Use of Technology 
   

24 n UTAUT    

25 o 
Consumer Acceptance of 

Technology 
   

26 p TAM2    

*A total of twelve search sets were queried on each of these seven digital libraries.  
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Appendix E: Search Parameters by Library 
 

 

 

Library / 
Parameter 

IEEE Xplore ScienceDirect Web of Science JSTOR ACM Digital 
Library 

Google 
Scholar 

CiteSeerX 

Search in Search in: Meta Data 

and Full Text 

Search in: Full Text and 

Abstract 

Search in: Topic (TS) 

and Title (TI) 

Search in: Full 

Text 

Search in: Full 

Text 

Search in: ALL Search in: Full 

Text 

Returned 
results for 

Returned Results 

for: My Subscribed 

Content 

Returned Results for: 

ALL 

Returned Results 

for: ALL 

Returned Results 

for: Only Content I 

Can Access 

Returned 

Results for: ALL 

Returned 

Results for: ALL 

Returned 

Results for: ALL 

Content type Content Type: ALL 

(Conference 

Publications; 

Journals and 

Magazines; 

Standards; Early 

Access Articles) 

Content Type: 

JOURNALS (Article; 

Review Article; Short 

Survey; Short 

Communication) 

Content Type: 

Article; Abstract or 

Published Item; 

Proceedings Paper 

Content Type 

(Item Type): 

Articles 

Content Type: 

Article; 

Proceedings 

Paper 

Content Type: 

ALL 

Content Type: 

ALL 

Topic Topic: FILTERED 

(NARROW BY: 

Computing & 

Processing; 

Communication, 

Networking & 

Broadcasting; 

General Topics for 

Engineers;  

Engineering 

Profession) 

 

 

Topic: FILTERED 

(EXCLUDE: Child; 

Delta; Mental Health; 

Supply Chain; 

Simulated Annealing; 

World Bank; Climate 

Change; Markov Chain; 

Eating Disorder; HIV; 

Theta; Chronic Pain; 

PTSD; Line Auction; 

Perceived Risk; Social 

Support; Social Anxiety; 

Body Image; Emotion 

Topic (Research 

Areas): 

UNFILTERED 

Topic (Discipline 

and/or Publication 

Title): FILTERED 

(NARROW BY: 

Business; Classical 

Studies; 

Development 

Studies; 

Economics; 

Education; 

General Science; 

History of Science 

& Technology; 

Topic: 

UNFILTERED 

Topic: 

UNFILTERED 

Topic: 

UNFILTERED 
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Appendix E  (cont.) Regulation; OCD; 

Transformational 

Leadership; MDS) 

Management & 

Organizational 

Behavior; 

Marketing & 

Advertising; 

Population 

Studies; 

Psychology; 

Sociology) 

Subject Subject: 

UNFILTERED 

Subject: FILTERED 

(NARROW BY: 

Business, Management 

& Accounting; 

Computer Science; 

Engineering; 

Psychology; Social 

Sciences) 

Subject (Web of 

Science Categories): 

UNFILTERED 

Subject: 

UNFILTERED 

Subject: 

UNFILTERED 

Subject: 

UNFILTERED 

Subject: 

UNFILTERED 

Sort by Sort by: 

RELEVANCE 

Sort by: RELEVANCE Sort by: 

RELEVANCE 

Sort by: 

RELEVANCE 

Sort by: 

RELEVANCE 

Sort by: 

RELEVANCE 

Sort by: 

RELEVANCE 

Publication Journal: 

UNFILTERED 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Journal: FILTERED 

(EXCLUDE: Energy 

Policy; Personality and 

Individual Differences; 

European Journal of 

Operational Research; 

Nuclear Engineering 

and Design; Clinical 

Psychology Review; 

International Journal of 

Production Economics; 

Social Science and 

Medicine; World 

Development; Marine 

Policy; Accounting, 

Organizations and 

Society; Accident 

Analysis & Prevention; 

Journal: 

UNFILTERED 

Journal: 

UNFILTERED 

Journal: 

UNFILTERED 

Journal: 

UNFILTERED 

Journal: 

UNFILTERED 
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Appendix E  (cont.) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

International Journal of 

Nursing Studies; Journal 

of Adolescent Health; 

Tourism Management; 

International Journal of 

Hospitality 

Management; Journal of 

Retailing and Consumer 

Services; Automation in 

Construction; Social 

Science & Medicine; 

Behavior Therapy; 

PAIN; Psychiatry 

Research; Journal of 

Anxiety Disorders; 

Journal of Research in 

Personality; Journal of 

Adolescence; Journal of 

School Psychology; 

Journal of 

Psychosomatic Research; 

Journal of Applied 

Developmental 

Psychology; Body 

Image; Journal of the 

American Academy of 

Child & Adolescent 

Psychiatry; Early 

Childhood Research 

Quarterly; Journal of 

Clinical Epidemiology; 

Child Abuse & Neglect; 

Addictive Behaviors; 

Journal of Substance 

Abuse Treatment; 

Comprehensive 

Psychiatry; Psychology 
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Appendix E  (cont.) of Sport and Exercise; 

Journal of Criminal 

Justice; Children and 

Youth Services Review) 
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Appendix F: Filtered Search Results 
 

 

 

Search 
Set No 

Query IEEE Xplore ScienceDirect Web of 
Science 

JSTOR ACM Digital 
Library 

Google 
Scholar 

CiteSeerX  

1 (a1 OR 

a2 OR 

a3) AND 

(b4) 

Conf. Pub: 

1397                             

Journals & 

Magazines: 97               

Early Access 

Articles: 1     

Standards: 0                          

Total: 1495 

(200) 

 

Conf. Pub: 0                             

Journals: 1738               

Early Access 

Articles: 0     

Standards: 0                          

Total: 1738 (197) 

 

Conf. Pub: 142                             

Journals: 419               

Early Access 

Articles: 0     

Standards: 0                          

Total: 552 

(200) 

 

Conf. Pub: 0                             

Journals: 102               

Early Access 

Articles: 0     

Standards: 0                          

Total: 102 

(200) 

 

Conf. Pub: 83                             

Journals: 63               

Early Access 

Articles: 0     

Standards: 0                          

Total: 152 

(144) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 17100 

(196) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 191 

(144) 

 

 

2 (a1 OR 

a2 OR 

a3) AND 

(c5 OR c6 

OR n23 

OR n24 

OR o25 

OR p26) 

 

 

 

Conf. Pub: 356                              

Journals & 

Magazines: 13               

Early Access 

Articles: 0                 

Standards: 0                          

Total: 369 (71) 

 

Conf. Pub: 0                             

Journals: 308               

Early Access 

Articles: 0     

Standards: 0                          

Total: 308 (65) 

 

Conf. Pub: 26                             

Journals: 43               

Early Access 

Articles: 0     

Standards: 0                          

Total: 67 (60) 

 

Conf. Pub: 0                             

Journals: 70               

Early Access 

Articles: 0     

Standards: 0                          

Total: 70 (0) 

 

Conf. Pub: 0                             

Journals: 0               

Early Access 

Articles: 0     

Standards: 0                          

Total: 0 (0) 

 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 4100 

(94) 

 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 85 (26) 
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Appendix 

F  (cont.) 

3 (a1 OR 

a2 OR 

a3) AND 

(d7 OR 

d8 OR 

d9) 

 

 

 

 

Conf. Pub: 

25856                            

Journals & 

Magazines: 

8904               

Early Access 

Articles: 142           

Standards: 0                          

Total: 35186 

(36) 

 

Conf. Pub: 0                             

Journals: 50037              

Early Access 

Articles: 0     

Standards: 0                          

Total: 50037 (29) 

 

Conf. Pub: 

1797                             

Journals: 5177              

Early Access 

Articles: 0     

Standards: 0                          

Total: 6427 

(31) 

 

Conf. Pub: 0                             

Journals: 

20355              

Early Access 

Articles: 0     

Standards: 0                          

Total: 20355 

(29) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 123 (7) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 

1040000 (51) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 160766 

(31) 

 

 

4 (a1 OR 

a2 OR 

a3) AND 

(e10) 

Conf. Pub: 40                                

Journals & 

Magazines: 7               

Early Access 

Articles: 0                 

Standards: 0                           

Total: 47 (30) 

 

Conf. Pub: 0                             

Journals: 115               

Early Access 

Articles: 0     

Standards: 0                          

Total: 115 (37) 

 

Conf. Pub: 4                             

Journals: 8               

Early Access 

Articles: 0     

Standards: 0                          

Total: 12 (10) 

 

Conf. Pub: 0                             

Journals: 4               

Early Access 

Articles: 0     

Standards: 0                          

Total: 4 (0) 

 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 16 (9) 

 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 889 

(63) 

 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 24 (4) 

 

 

5 (a1 OR 

a2 OR 

a3) AND 

(j17 OR 

j18 OR 

k19) 

AND 

(l20) 

 

 

 

 

Conf. Pub: 551                             

Journals & 

Magazines: 31               

Early Access 

Articles: 0                

Standards: 0                          

Total: 582 (23) 

 

Conf. Pub: 0                             

Journals: 999              

Early Access 

Articles: 0     

Standards: 0                          

Total: 999 (32) 

 

Conf. Pub: 17                             

Journals: 59              

Early Access 

Articles: 0     

Standards: 0                          

Total: 75 (37) 

 

Conf. Pub: 0                             

Journals: 43              

Early Access 

Articles: 0     

Standards: 0                          

Total: 43 (29) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 57 (1) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 6680 

(41) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 70 (14) 
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Appendix 

F  (cont.) 

6 (a1 OR 

a2 OR 

a3) AND 

(j17 OR 

j18 OR 

k19) 

AND 

(m21 OR 

m22) 

Conf. Pub: 437                                

Journals & 

Magazines: 66         

Early Access 

Articles: 0                

Standards: 7                          

Total: 510 (32) 

 

Conf. Pub: 0                             

Journals: 780               

Early Access 

Articles: 0     

Standards: 0                          

Total: 780 (30) 

 

Conf. Pub: 6                             

Journals: 23               

Early Access 

Articles: 0     

Standards: 0                          

Total: 29 (20) 

 

Conf. Pub: 0                             

Journals: 58               

Early Access 

Articles: 0     

Standards: 0                          

Total: 58 (0) 

 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 6 (0) 

 

 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 9720 

(64) 

 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 260 

(30) 

 

 

7 (f12 OR 

g13 OR 

g14 OR 

h15 OR 

h16 OR 

i17) 

AND 

(b4) 

Conf. Pub: 183                             

Journals & 

Magazines: 23              

Early Access 

Articles: 1                 

Standards: 0                          

Total: 207 (51) 

Conf. Pub: 0                             

Journals: 591              

Early Access 

Articles: 0     

Standards: 0                          

Total: 591 (42) 

Conf. Pub: 0                             

Journals: 4              

Early Access 

Articles: 0     

Standards: 0                          

Total: 4 (4) 

 

Conf. Pub: 0                             

Journals: 34              

Early Access 

Articles: 0     

Standards: 0                          

Total: 34 (29) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 35 (7) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 3530 

(67) 

 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 17 (0) 

 

 

8 (f12 OR 

g13 OR 

g14 OR 

h15 OR 

h16 OR 

i17) 

AND (c5 

OR c6 

OR n23 

OR n24 

OR o25 

OR p26) 

 

 

Conf. Pub: 27                                

Journals & 

Magazines: 2               

Early Access 

Articles: 0                

Standards: 0                           

Total: 29 (10) 

Conf. Pub: 0                             

Journals: 106               

Early Access 

Articles: 0     

Standards: 0                          

Total: 106 (37) 

Conf. Pub: 0                             

Journals: 0               

Early Access 

Articles: 0     

Standards: 0                          

Total: 0 (0) 

Conf. Pub: 0                             

Journals: 14               

Early Access 

Articles: 0     

Standards: 0                          

Total: 14 (0) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 7 (2) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 705 

(78) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 6 (0) 
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Appendix 

F  (cont.) 

9 (f12 OR 

g13 OR 

g14 OR 

h15 OR 

h16 OR 

i17) 

AND (d7 

OR d8 

OR d9) 

Conf. Pub: 

1001                          

Journals & 

Magazines: 

310               

Early Access 

Articles: 12                  

Standards: 3                          

Total: 1326 

(12) 

Conf. Pub: 0                             

Journals: 6237              

Early Access 

Articles: 0     

Standards: 0                          

Total: 6237 (19) 

Conf. Pub: 18                             

Journals: 157              

Early Access 

Articles: 0     

Standards: 0                          

Total: 168 (96) 

Conf. Pub: 0                             

Journals: 34              

Early Access 

Articles: 0     

Standards: 0                          

Total: 34 (29) 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 59 (12) 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 20000 

(85) 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 8894 

(19) 

 

 (f12 OR 

g13 OR 

g14 OR 

h15 OR 

h16 OR 

i17) 

AND 

(e10) 

Conf. Pub: 8                                

Journals & 

Magazines: 3               

Early Access 

Articles: 0                

Standards: 0                          

Total: 11 (0) 

Conf. Pub: 0                             

Journals: 51               

Early Access 

Articles: 0     

Standards: 0                          

Total: 51 (0) 

Conf. Pub: 0                             

Journals: 1               

Early Access 

Articles: 0     

Standards: 0                          

Total: 1 (0) 

Conf. Pub: 0                             

Journals: 15               

Early Access 

Articles: 0     

Standards: 0                          

Total: 15 (0) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 4 (0) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 252 

(65) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 3 (0) 

 

11 (f12 OR 

g13 OR 

g14 OR 

h15 OR 

h16 OR 

i17) 

AND (j17 

OR j18 

OR k19) 

AND 

(l20) 

 

 

Conf. Pub: 66                            

Journals & 

Magazines: 9               

Early Access 

Articles: 0                

Standards: 0                          

Total: 75 (7) 

Conf. Pub: 0                             

Journals: 429              

Early Access 

Articles: 0     

Standards: 0                          

Total: 429 (11) 

Conf. Pub: 0                             

Journals: 3              

Early Access 

Articles: 0     

Standards: 0                          

Total: 3 (0)  

Conf. Pub: 0                             

Journals: 15              

Early Access 

Articles: 0     

Standards: 0                          

Total: 15 (29) 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 37 (16) 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 1650 

(53) 

Conf. Pub: -                             

Journals: -              

Early Access 

Articles: 0     

Standards: 0                          

Total: 8 (0) 
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Appendix 

F  (cont.) 

12 (f12 OR 

g13 OR 

g14 OR 

h15 OR 

h16 OR 

i17) 

AND (j17 

OR j18 

OR k19) 

AND 

(l20) 

Conf. Pub: 57                                

Journals & 

Magazines: 6               

Early Access 

Articles: 0                

Standards: 0                           

Total: 63 (11) 

Conf. Pub: 0                             

Journals: 254               

Early Access 

Articles: 0     

Standards: 0                          

Total: 254 (13) 

Conf. Pub: 0                             

Journals: 0               

Early Access 

Articles: 0     

Standards: 0                          

Total: 0 (0) 

Conf. Pub: 0                             

Journals: 16               

Early Access 

Articles: 0     

Standards: 0                          

Total: 16 (0) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 11 (5) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 1600 

(49) 

Conf. Pub: -                             

Journals: -               

Early Access 

Articles: 0     

Standards: 0                          

Total: 15 (4) 

 

  TOTAL (after 

duplication 

filter): 483 

TOTAL (after 

duplication 

filter): 512 

TOTAL (after 

duplication 

filter): 458 

TOTAL 

(after 

duplication 

filter): 264 

TOTAL (after 

duplication 

filter): 203 

TOTAL 

(after 

duplication 

filter): 906 

TOTAL 

(after 

duplication 

filter): 272 

 

TOTAL 
(after 
aggrega
te 
duplicat
ion 
filter) 

 481 488 354 263 183 649 252 2670 

TOTAL 
(after 
manual 
eliminat
ion) 

 328 397 220 54 93 455 64 1611 
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