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ABSTRACT

RESULTS ON COMPLEXITY OF MULTIPLICATION OVER FINITE FIELDS

Cenk, Murat

Ph.D., Department of Cryptography

Supervisor : Prof. Dr. Ferruh Özbudak

February 2009, 62 pages

Let n and ` be positive integers and f (x) be an irreducible polynomial over Fq such that

`deg( f (x)) < 2n − 1, where q is 2 or 3. We obtain an effective upper bound for the multi-

plication complexity of n-term polynomials modulo f (x)`. This upper bound allows a better

selection of the moduli when Chinese Remainder Theorem is used for polynomial multiplica-

tion over Fq. We give improved formulae to multiply polynomials of small degree over Fq. In

particular we improve the best known multiplication complexities over Fq in the literature in

some cases. Moreover, we present a method for multiplication in finite fields improving finite

field multiplication complexity µq(n) for certain values of q and n. We use local expansions,

the lengths of which are further parameters that can be used to optimize the bounds on the

bilinear complexity, instead of evaluation into residue class field. We show that we obtain

improved bounds for multiplication in Fqn for certain values of q and n where 2 ≤ n ≤ 18 and

q = 2, 3, 4.

Keywords: Polynomial Multiplication, Finite Field Multiplications, Multiplicative Complex-

ity
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ÖZ

SONLU CİSİMLERDE ÇARPMA KARMAŞIKLIĞI ÜZERİNE SONUÇLAR

Cenk, Murat

Doktora, Kriptografi Bölümü

Tez Yöneticisi : Prof. Dr. Ferruh Özbudak

Şubat 2009, 62 sayfa

Üzerinde çalışılan cismin eleman sayısı olan q, 2 veya 3 olmak üzere, n ve ` pozitif tam-

sayı, f (x) indirgenemez polinom ve `deg( f (x)) < 2n − 1 olsun. Bu tezde Fq üzerine n-

terimli poinomların mod f (x)` indirgemesine göre çarpım karmaşıklığı üzerine üst sınırlar

elde edildi. Bu üst sınır Çinli Kalan Teoreminde daha iyi modülüs polinomları seçilmesine

olanak tanıdı. Boylece Fq üzerine küçük dereceli polinom çarpımları için literarürde olan

en iyi sonuçlardan daha iyi sonuçlar geliştirildi. Ek olarak belirli n ve q için µq(n) olan

sonlu cisim çarpma karmaşıklığı üzerinde gelişmeler elde edildi. Burada, sınıf cisimlerinde

değerlendirme yerine lokal genişlemeler kullanarak sınırlar üzerinde optimizasyonlar elde

edildi. Belirli q ve n değerleri olan q = 2, 3, 4 ve 2 ≤ n ≤ 18 için Fqn’de geliştirilmiş

çarpmalar elde edildi.

Anahtar Kelimeler: Polinom Çarpmı, Sonlu cisim Çarpmı, Çarpımsal Karmaşıklık
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ÖZ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x

CHAPTERS

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 POLYNOMIAL MULTIPLICATION OVER FINITE FIELDS USING FIELD
EXTENSIONS AND INTERPOLATION . . . . . . . . . . . . . . . . . . . 4

2.1 BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.1 SCHOOLBOOK METHOD . . . . . . . . . . . . . . . . 5

2.1.2 KARATSUBA ALGORITHM AND WEIMERSKIRCH-
PAAR GENERALIZATION . . . . . . . . . . . . . . . . 5

2.1.3 MONTGOMERY’S CONTRIBUTION . . . . . . . . . . 6

2.1.4 TOOM-COOK METHOD . . . . . . . . . . . . . . . . . 6

2.2 NEW METHOD FOR POLYNOMIAL MULTIPLICATION OVER
FINITE FIELDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.3 IMPROVED BOUNDS FOR MULTIPLYING 10, 11 AND 12-TERM
POLYNOMIALS OVER F2 . . . . . . . . . . . . . . . . . . . . . . 13

3 IMPROVED POLYNOMIAL MULTIPLICATION FORMULAE OVER F2
USING CHINESE REMAINDER THEOREM . . . . . . . . . . . . . . . . 18

3.1 BACKGROUND . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2 IMPROVED M(n) . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.3 EXPLICIT FORMULAE FOR n = 5 AND n = 9 . . . . . . . . . . . 26

viii



4 EFFICIENT MULTIPLICATION in F3`m , m ≥ 1 AND 5 ≤ ` ≤ 18 . . . . . . 29

4.1 THE METHOD . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 BOUNDS FOR F3`m , m ≥ 1 AND 5 ≤ ` ≤ 18 . . . . . . . . . . . . . 32

5 ON MULTIPLICATION IN FINITE FIELDS . . . . . . . . . . . . . . . . . 38

5.1 PRELIMINARIES . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

5.1.1 SOME COMPLEXITY NOTIONS . . . . . . . . . . . . . 39

5.1.2 BRIEF REVIEW OF ALGEBRAIC FUNCTION FIELDS 39

5.2 THE METHOD . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

5.3 MULTIPLICATION IN FINITE FIELDS Fqn FOR 2 ≤ n ≤ 18 and
q = 2, 3, 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

5.3.1 MULTIPLICATION IN F2n . . . . . . . . . . . . . . . . 48

5.3.2 MULTIPLICATION IN F3n . . . . . . . . . . . . . . . . 48

5.3.3 MULTIPLICATION IN F4n . . . . . . . . . . . . . . . . 50

5.4 APPLICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.5 EXPLICIT FORMULA FOR MULTIPLICATION IN F39 . . . . . . 53

6 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

ix



LIST OF TABLES

TABLES

Table 3.1 Upper Bounds for M f ,`(n) over F2 . . . . . . . . . . . . . . . . . . . . . . 24

Table 3.2 Upper Bounds for M(n) over F2 . . . . . . . . . . . . . . . . . . . . . . . 25

Table 4.1 Upper Bounds for M f ,`(n) over F3 . . . . . . . . . . . . . . . . . . . . . . 33

Table 4.2 Upper Bounds for M(n) over F3 . . . . . . . . . . . . . . . . . . . . . . . 34

Table 5.1 Bounds for µq(n) for 2 ≤ n ≤ 18 and q = 2, 3, 4 . . . . . . . . . . . . . . . 52

x



CHAPTER 1

INTRODUCTION

Finite field multiplication plays an important role in public key cryptography and coding

theory. Public key cryptographic applications accomplished in very large finite fields. For

example, one needs a finite field of at least 2160 elements for elliptic curve cryptography. For

that reason efficient finite field multiplication has become a crucial part of such applications.

A finite field with qn elements is denoted by Fqn where q is a prime power and n ≥ 1. The

elements of Fqn can be represented by n-term polynomials over Fq. Field elements can be mul-

tiplied in terms of ordinary multiplication of polynomials and modular reduction of the result

product by the defining polynomial of the finite field. The reduction step has no multiplica-

tive complexity [11, p.8]. So finite field multiplication is directly related to the polynomial

multiplication.

A direct approach to polynomial multiplication is the schoolbook method. For multiply-

ing two arbitrary 2-term polynomials, this algorithms requires 4 multiplications. Karatsuba-

Ofman or simply Karatsuba algorithm [5, 6] is a well-known subquadratic polynomial multi-

plication algorithm. Karatsuba algorithm decreases the number of multiplications from 4 mul-

tiplications to 3 multiplications for multiplying two arbitrary 2-term polynomials. Weimer-

skirch and Paar [9] generalized Karatsuba algorithm and gave a detailed account of its vari-

ants. Toom-Cook [8, 3] method is another related method which gives the best result in many

cases where it can be applied directly. Toom-Cook method cannot be applied directly for the

multiplication of n-term polynomials over a finite field Fq, if n is sufficiently large compared to

q. In [11], Winograd studied the polynomial multiplication problem over arbitrary fields and,

among other things, the use of Chinese Remainder Theorem (CRT) for this problem was ex-

plained. Sunar [10] gave applications and hardware implementations of CRT for polynomial

multiplication over F2. Montgomery [7] gave explicit formulae for polynomial multiplica-
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tion which improve multiplication complexity (see Section 2 for a definition of multiplication

complexity). Recently Fan and Hasan [4] gave further improvements of multiplication com-

plexity of polynomial multiplication over F2 using CRT. Up to our knowledge [4] gives the

best known complexity bounds for polynomial multiplication over F2 in the literature.

Let Fq be a finite field and n > 1 be an integer. Let F⊥qn be dual of Fqn as a vector space over

Fq. Then the rank R(Fqn/Fq) over Fq is defined to be

min

` ∈ N
∣∣∣∣∣ ∃ui, vi ∈ F⊥qn ,wi ∈ Fqn such that ∀a, b ∈ Fqn , ab =

∑̀
i=1

ui(a)vi(b)wi

 .
R(Fqn/Fq) is also denoted by µq(n) and it is called the bilinear complexity of multiplication in

Fqn over Fq. It corresponds to the minimum number of Fq multiplications in order to multiply

two arbitrary elements of Fqn . Winograd [11] showed that this complexity is ≥ 2n − 1, and

it is equal to 2n − 1 if and only if n ≤ 1
2 q + 1. Algorithms obtaining the lower bound are

based on interpolation algorithms on the rational function field [11]. D. V. Chudnovsky and

G. V. Chudnovsky [23] generalized this idea to algebraic function fields (of one variable)

over Fq. Shokrollahi [27] obtained optimal algorithms for the multiplication in certain finite

fields using the principle of D. V. and G. V. Chudnovsky algorithm and the elliptic curves.

Shparlinski, Tsfasman and Vladut [28] gave the asymptotic bounds for multiplication in finite

fields by using curves with many points. Ballet [16], [17] generalized Shokrollahi’s work to

the algebraic function fields of genus g. Ballet and Rolland [18] gave a generalization of D. V.

Chudnovsky and G. V. Chudnovsky multiplication algorithm by interpolating not only degree

1 places but also interpolating on degree 2 places. In [19], new upper bounds of the bilinear

complexity of multiplication in Fqn over Fq are obtained by proving the existence of certain

types of non-special divisors of g − 1 in the algebraic function fields of genus g defined over

Fq.

We classify our contributions in four parts. In Chapter 2 we give a new method for poly-

nomial multiplication over finite fields using field extensions and polynomial interpolation.

Our method uses polynomial interpolation as Toom-Cook method, and we also use field ex-

tensions. Furthermore, our method works also when Toom-Cook method cannot be applied

directly. We obtain explicit formulae improving the previous results in many cases. In some

cases over F2 the bounds we obtain are the same with the recent bounds obtained by Fan and

Hasan in [4].

In Chapter 3, we obtain an effective upper bound for the multiplication complexity of n-term
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polynomials modulo f (x)` where ` is a positive integer and f (x) is an irreducible polynomial

over F2. This upper bound allows a better selection of the moduli when Chinese Remainder

Theorem is used for polynomial multiplication over F2. We give improved formulae in order

to multiply polynomials of small degree over F2. In particular we improve the best known

multiplication complexities over F2 in the literature in some cases.

In Chapter 4, using a method based on CRT for polynomial multiplication over F3 and suitable

reductions, we obtained an efficient multiplication method for finite fields of characteristic 3.

For 5 ≤ ` ≤ 18, we show that our method gives canonical multiplication formulae over F3`m

for any integer m ≥ 1 with the best multiplicative complexity improving the bounds in [7].

Moreover, we give an explicit formula in the case F36·97 .

In Chapter 5, we present a method for multiplication in finite fields improving µq(n) for certain

values of q and n. We use local expansions, the lengths of which are further parameters that

can be used to optimize the bounds on the bilinear complexity, instead of evaluation into

residue class field. Our basic principle is still based on the method of D. V. Chudnovsky and

G. V. Chudnovsky [23]. The main idea in the new method can be summarized as follows: We

use algebraic function fields of one variable with places of arbitrary degrees and moreover

we use some places not only once but also many times. Here many times refers to using first

ui > 1 coefficients instead of the first (ui = 1) coefficient in the local expansion of a place Pi.

3



CHAPTER 2

POLYNOMIAL MULTIPLICATION OVER FINITE FIELDS

USING FIELD EXTENSIONS AND INTERPOLATION

In this chapter we give a new method for polynomial multiplication over finite fields using

field extensions and polynomial interpolation. Our method uses polynomial interpolation as

Toom-Cook method and we also use field extensions. Furthermore, our method works also

when Toom-Cook method cannot be applied directly. We obtain explicit formulae improving

the previous results in many cases. In some cases over F2 the bounds we obtain are the same

with the recent bounds obtained by Fan and Hasan in [4].

This chapter is organized as follows: In the next section we give some background and de-

scribe some well-known methods of polynomial multiplication. Our method is explained with

illustrative examples in Section 2.2. We apply our method to polynomial multiplication over

F2 and 10, 11 and 12-term polynomial multiplication bounds are determined in Section 2.3.

2.1 BACKGROUND

Let R be an arbitrary commutative ring with identity and R[x] denote the ring of polynomials

over R with indeterminate x. For an integer n ≥ 1, a polynomial of the form

a0 + a1x + · · · + an−1xn−1 ∈ R[x]

is called an n-term polynomial over R. Throughout this chapter, if not stated otherwise, an n-

term polynomial A(x) means an n-term polynomial with the indeterminate x over an arbitrary

commutative ring with identity.

For an integer n ≥ 1, the complexity of polynomial multiplication for n-term polynomials

4



is the minimum number M(n) of multiplications needed in order to multiply two arbitrary

n-term polynomials.

Throughout this chapter Fq denotes a finite field with q elements. For a prime power q and

an integer n ≥ 1, the complexity of polynomial multiplication over Fq for n-term polynomials

is the minimum number Mq(n) of multiplications over Fq needed to multiply two arbitrary

n-term polynomials over Fq. We note that Mq(n) ≤ M(n).

We now summarize the schoolbook method, Karatsuba algorithm and the related generaliza-

tion by Weimerskirch and Paar, the recent work by Montgomery, and Toom-Cook method.

2.1.1 SCHOOLBOOK METHOD

Consider two n-term polynomials

A(x) =

n−1∑
i=0

aixi, B(x) =

n−1∑
i=0

bixi.

The schoolbook multiplication gives us the product C(x) of A(x) and B(x) to be

C(x) =

n−1∑
i=0

n−1∑
j=0

aib jxi+ j .

Therefore using this method we get

M(n) ≤ n2. (2.1)

2.1.2 KARATSUBA ALGORITHM AND WEIMERSKIRCH-PAAR GENERALIZA-

TION

Karatsuba algorithm [5] gives better upper bounds on M(n). For example, consider two 2-term

polynomials,

A(x) = a0 + a1x, B(x) = b0 + b1x.

The Karatsuba algorithm computes the product C(x) = A(x)B(x) as

C(x) = a1b1x2 + [(a0 + a1)(b0 + b1) − a0b0 − a1b1]x + a0b0.

Here we need just three multiplications: a0b0, (a0 + a1)(b0 + b1) and a1b1. Hence we obtain

M(2) ≤ 3, while the schoolbook method gives only M(2) ≤ 4.

5



Weimerskirsh and Paar [9] gave a detailed complexity analysis of Karatsuba algorithm for

different cases. Specifically, if the number of coefficients of polynomials are composite inte-

gers, say nm, then we can write A(x) =
∑m−1

s=0 As(x)xns ∈ R[x] where As(x) ∈ R[x] is an n-term

polynomial for each 0 ≤ s ≤ m − 1. Let R = R[x], which is again a commutative ring with

identity. Now, A(x) can be considered as an m-term polynomial over R, where each of its

coefficients are n-term polynomials over R. After writing B(x) in the same way and applying

Karatsuba algorithm, it is found that

M(nm) ≤ M(n)M(m). (2.2)

If the number of coefficient is n = 2m + 1 where m ≥ 1, then we can write

A(x) = A0(x) + A1(x)xm, B(x) = B0(x) + B1(x)xm ,

where A0, B0 are degree m − 1 polynomials and A1, B1 are degree m polynomials. Then

A(x)B(x) = A0B0 + [(A0 + A1)(B0 + B1) − A1B1 − A0B0]xm + A1B1x2m.

Therefore we arrive to the following bound of [9]:

M(2m + 1) ≤ M(m) + 2M(m + 1) (2.3)

for odd n = 2m + 1 where m ≥ 1.

2.1.3 MONTGOMERY’S CONTRIBUTION

Montgomery [7] observed, among other things, that one multiplication is redundant in (2.3).

Hence

M(2m + 1) ≤ 2M(m + 1) + M(m) − 1, (m ≥ 1). (2.4)

Montgomery also gave explicit formulae for n = 5, 6, 7, which imply M(5) ≤ 13, M(6) ≤ 17

and M(7) ≤ 22. Using these formulae for n = 5, 6, 7 recursively, he also obtained improve-

ments on M(n) for some larger values of n. These improvements are tabulated in [7, Table 1

in page 367].

2.1.4 TOOM-COOK METHOD

Let F be an arbitrary field. For n ≥ 1, assume that F has at least 2n − 2 distinct elements

(or “point”s) α1, ..., α2n−2. Toom-Cook method [8], [3] uses these 2n − 2 distinct elements of

6



F and the point at “∞” in order to compute the product of two arbitrary n-term polynomials

from F . If there are enough elements in F , then this method needs (2n − 1) multiplications

over F in order to multiply two arbitrary n-term polynomials over F . We refer to a recent

paper [1] for the details. Hence if q ≥ 2n − 2, then Toom-Cook method gives

Mq(n) ≤ 2n − 1. (2.5)

However if F is a finite field Fq and n is large enough, this method cannot be applied directly

(see also [7, Subsection 6.1]). For example, if q = 7 and n = 5, then as 2n − 2 = 8 > 7 = q,

we cannot apply Toom-Cook method. Among schoolbook method, Karatsuba algorithm and

Montgomery’s improvements, the best result for M7(5) is M7(5) ≤ 13 (see [7, Table 1]).

Note that Toom-Cook method gives M7(3) = 5 and M7(2) = 3. Therefore using Toom-Cook

method recursively and (2.4), we obtain that

M7(5) ≤ 2M7(3) + M7(2) − 1 ≤ 2 · 5 + 3 − 1 = 12,

which is better than the upper bound M7(5) ≤ 13 obtained from Montgomery’s formulae

for 5-term polynomials. In the next section we will improve, for example, this bound to

M7(5) ≤ 11 (see Example 2.2.5) and then we will improve this bound to M7(5) = 10 (see

Example 2.3.5) which is optimal and for that reason we use equality.

Remark 2.1.1 It follows from the definitions that the inequalities on (2.2) and (2.4) on M(n)

also hold if M(n) is replaced with Mq(n), where q is a prime power.

2.2 NEW METHOD FOR POLYNOMIAL MULTIPLICATION OVER FINITE

FIELDS

Let q be a prime power. Using Toom-Cook method we have

Mq2(n) ≤ 2n − 1 for n ≤ q2+2
2 , and

Mq(n) ≤ 2n − 1 for n ≤ q+2
2 .

Toom-Cook method cannot be applied directly for obtaining an upper bound on Mq(n) if

n > q+2
2 . In the beginning of this section, we will show that by modifying Toom-Cook method

and using the extension Fq2/Fq, we can obtain new formulae and improved upper bounds on

Mq(n) for n ≤ q2+2
2 . Then, we will generalize our results using the extensions Fqm/Fq for

7



arbitrary integers m ≥ 2 and obtain new formulae and improved upper bounds on Mq(n) for

larger values of n as well.

The following definition is useful.

Definition 2.2.1 Let q be a prime power and m ≥ 2 be an integer. Let µq(m) be the smallest

number of multiplications needed over Fq for multiplying two arbitrary elements of Fqm . In

the definition of µq(m), multiplying two arbitrary elements of Fq is counted but multiplying an

element of Fq with a constant in Fq is not counted.

Any polynomial multiplication formula over Fq can be used for finite field multiplication be-

cause the elements of finite fields can be represented by polynomials. In order to multiply two

elements of finite field, the elements are multiplied like polynomials and then the product is

reduced using reduction polynomial of the finite field. The reduction step has no multiplica-

tive cost. So we can assume that we have µq(n) ≤ Mq(n).

Lemma 2.2.2 Let q be a prime power. We have µq(2) ≤ 3.

Proof. Karatsuba algorithm [5] gives the result. �

Now we give our first improvement using the extension Fq2/Fq.

Proposition 2.2.3 Let q be a prime power. Assume that q+2
2 < n ≤ q2+2

2 . There exists a

formula for multiplying two arbitrary n-term polynomials over Fq which gives

Mq(n) ≤ 6n − 2q − 5. (2.6)

Proof. Assume that n > q+2
2 . We use Toom-Cook type evaluations over Fq2 using the point∞,

all elements of Fq and 2n−q−2 elements from Fq2\Fq. These need at most q+1 multiplications

in Fq due to the point ∞ and the elements of Fq and at most 2n − q − 2 multiplications over

Fq2 due to the chosen 2n − q − 2 elements of Fq2 \ Fq. Using Lemma 2.2.2 we obtain that

Mq(n) ≤ q + 1 + µq(2)(2n − q − 2) ≤ 6n − 2q − 5.

�

8



Remark 2.2.4 In the proof of Proposition 2.2.3, if we know that a multiplication correspond-

ing to an evaluation and contributing to the upper bound (2.6) also appears in another evalu-

ation, then we call such a multiplication an overlap. Since the proof of Proposition 2.2.3 does

not take such overlaps into account, if we know the existence of such overlaps in a particular

case, then the upper bound (2.6) can be improved. In Example 2.2.6 we will illustrate such a

situation.

In the following example we demonstrate how to find the formula of Proposition 2.2.3 explic-

itly.

Example 2.2.5 Let q = 7 and n = 5. Note that x2 − 3 ∈ F7[x] is irreducible and let w ∈ F49

with w2 = 3. Let a = a0 + a1 + · · ·+ a4x4 and b = b0 + b1x + · · ·+ b4x4 be two arbitrary 5-term

polynomials over F7. We need to compute c0, c1, . . . , c8 ∈ F7 such that

(a0 + a1x + ... + a4x4)(b0 + b1x + ... + b4x4) = c0 + c1x + ... + c8x8.

Using the elements 0, 1, . . . , 6 of F7, w ∈ F49 \ F7 and the point ∞, we obtain the following

system of 2n − 1 = 9 equations:

x = 0⇒ a0b0 = c0

x = 1⇒ (a0 + a1 + ... + a4)(b0 + b1 + ... + b4) = (c0 + c1 + ... + c8)

x = 2⇒ (a0 + 2a1 + ... + 24a4)(b0 + 2b1 + ... + 24b4) = (c0 + 2c1 + ... + 28c8)

x = 3⇒ (a0 + 3a1 + ... + 34a4)(b0 + 3b1 + ... + 34b4) = (c0 + 3c1 + ... + 38c8)

x = 4⇒ (a0 + 4a1 + ... + 44a4)(b0 + 4b1 + ... + 44b4) = (c0 + 4c1 + ... + 48c8)

x = 5⇒ (a0 + 5a1 + ... + 54a4)(b0 + 5b1 + ... + 54b4) = (c0 + 5c1 + ... + 58c8)

x = 6⇒ (a0 + 6a1 + ... + 64a4)(b0 + 6b1 + ... + 64b4) = (c0 + 6c1 + ... + 68c8)

x = w⇒ (a0 + wa1 + .. + w4a4)(b0 + wb1 + .. + w4b4) = (c0 + wc1 + .. + w8c8)

x = ∞ ⇒ a4b4 = c8

We use the following notations for the products at the left hand side of equations above. Note

that we reduce the products with respect to mod 7 and mod (w2 − 3).
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D0 = a0b0

D1 = (a0 + a1 + a2 + a3 + a4)(b0 + b1 + b2 + b3 + b4)

D2 = (a0 + 2a1 + 4a2 + a3 + 2a4)(b0 + 2b1 + 4b2 + b3 + 2b4)

D3 = (a0 + 3a1 + 2a2 + 6a3 + 4a4)(b0 + 3b1 + 2b2 + 6b3 + 4b4)

D4 = (a0 + 4a1 + 2a2 + a3 + 4a4)(b0 + 4b1 + 2b2 + b3 + 4b4)

D5 = (a0 + 5a1 + 4a2 + 6a3 + 2a4)(b0 + 5b1 + 4b2 + 6b3 + 2b4)

D6 = (a0 + 6a1 + a2 + 6a3 + a4)(b0 + 6b1 + b2 + 6a3 + b4)

D7 = (a0 + 3a2 + 2a4 + (a1 + 3a3)w)(b0 + 3b2 + 2b4 + (b1 + 3b3)w)

D8 = a4b4.

As it is seen D7 is the only product over F49. If we expand D7, then we get

D7 = t1t′1 + [(t1 + t2)(t′1 + t′2) − t1t′1 − t2t′2]w + t2t′2w2

where

t1 = (a0 + 3a2 + 2a4), t′1 = (b0 + 3b2 + 2b4), t2 = (a1 + 3a3), t′2 = (b1 + 3b3).

Substituting w2 = 3 we obtain

D7 = D′7 + D′′7 w,

where D′7 and D′′7 are the multiplications over F7 with

D′7 = t1t′1 + 3t2t′2,

D′′7 = [(t1 + t2)(t′1 + t′2) − t1t′1 − t2t′2].

We have

c0

c1

c2

c3

c4

c5

c6

c7

c8



=



1 0 0 0 0 0 0 0 0

2w 3w + 2 w + 5 6w + 6 6w + 1 w + 2 3w + 5 6w w

0 6 5 3 3 5 6 0 6

0 6 6 1 6 1 1 0 0

0 6 3 5 5 3 6 0 0

0 6 5 4 3 2 1 0 0

6 6 6 6 6 6 6 0 0

5w 4w + 4 6w + 5 w + 3 w + 4 6w + 2 4w + 3 w 6w

0 0 0 0 0 0 0 0 1





D0

D1

D2

D3

D4

D5

D6

D7

D8
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Using D7 = D′7 + D′′7 w and c0, c1, . . . , c8 ∈ F7 we get an explicit formula for the coefficients

as

c0 = D0

c1 = 2D1 + 5D2 + 6D3 + D4 + 2D5 + 5D6 + 4D′′7

c2 = 6D1 + 5D2 + 3D3 + 3D4 + 5D5 + 6D6 + 6D8

c3 = 6D1 + 6D2 + D3 + 6D4 + D5 + D6

c4 = 6D1 + 3D2 + 5D3 + 5D4 + 3D5 + 6D6

c5 = 6D1 + 5D2 + 4D3 + 3D4 + 2D5 + D6

c6 = 6D0 + 6D1 + 6D2 + 6D3 + 6D4 + 6D5 + 6D6

c7 = 4D1 + 5D2 + 3D3 + 4D4 + 2D5 + 3D6 + 3D′′7

c8 = D8

(2.7)

Since D′′7 requires 3 multiplications in F7, this shows that we can multiply 5-term polynomials

over F7 with 11 multiplications in F7.

By Proposition 2.2.3 we have M2(3) ≤ 9. In the next example using 3 overlaps (cf. Remark

2.2.4) we will improve it to M2(3) ≤ 6.

Example 2.2.6 Let q = 2 and n = 3. Let w ∈ F4 \F2 with w2 + w + 1 = 0. Let a0 + a1x + x2x2

and b0 + b1x + b2x2 be two arbitrary 3-term polynomials over F2. We need to compute

c0, c1, c2, c3, c4 ∈ F2 such that

(a0 + a1x + a2x2)(b0 + b1x + b2x2) = c0 + c1x + c2x2 + c3x3 + c4x4.

Using the elements 0, 1 of F2, w,w2 ∈ F4 \F2 and the point∞ we obtain the following matrix

equation:

c0

c1

c2

c3

c4


=



1 0 0 0 0

0 1 w + 1 w 1

0 1 w w + 1 1

1 1 1 1 1

0 0 0 0 1





a0b0

(a0 + a1 + a2)(b0 + b1 + b2)

(a0 + wa1 + w2a2)(b0 + wb1 + w2b2)

(a0 + w2a1 + w4a2)(b0 + w2b1 + w4b2)

a2b2


Let us denote

D2 = (a0 + wa1 + w2a2)(b0 + wb1 + w2b2),

D3 = (a0 + w2a1 + w4a2)(b0 + w2b1 + w4b2).
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In the proof of Proposition 2.2.3, each of the contributions of D2 and D3 to the upper bound

(2.6) are counted as 3. Using w2 + w + 1 = 0, we obtain that

D2 = [(a0 + a2)(b0 + b2) + (a1 + a2)(b1 + b2)] + w[(a0 + a1)(b0 + b1) + (a0 + a2)(b0 + b2)],

and

D3 = [(a0 + a1)(b0 + b1) + (a1 + a2)(b1 + b2)] + w[(a0 + a2)(b0 + b2) + (a0 + a1)(b0 + b1)].

The counted multiplications in Proposition 2.2.3 for D1 are

(a0 + a2)(b0 + b2), (a1 + a2)(b1 + b2), (a0 + a1)(b0 + b1),

and for D2 are

(a0 + a1)(b0 + b1), (a1 + a2)(b1 + b2), (a0 + a2)(b0 + b2).

It is clear that there are at least 3 overlaps: each of the multiplications for D1 are counted

again for D2. Therefore we obtain that M2(3) ≤ (6n − 2q − 5) − 3 = 6.

In the rest of this section we give our generalizations. The first one is a straightforward

generalization of Proposition 2.2.3. Recall that µq(m) is defined in Definition 2.2.1.

Proposition 2.2.7 Let q be a prime power and m ≥ an integer. Assume that q+2
2 < n ≤ qm+2

2 .

There exists a formula for multiplying two arbitrary n-term polynomials over Fq which gives

Mq(n) ≤ q + 1 + µq(m)(2n − q − 2). (2.8)

Proof. By changing µq(2) ≤ 3 with µq(m) and applying the similar arguments in the proof of

Proposition 2.2.3, we complete the proof. �

It follows from Definition 2.2.1 that if m1,m2 are positive integers and m1 | m2, then µq(m1) ≤

µq(m2). Indeed as Fqm1 is a subfield of Fqm2 , any formula for multiplying two arbitrary el-

ements of Fqm2 can be used for multiplying two arbitrary elements of Fqm1 . Moreover if

1 ≤ m1 ≤ m2 are positive integers with m1 - m2, then in all cases we know that the upper

bound on µq(m1) is less than or equal to the upper bound on µq(m2). Therefore we would like

to use all suitable finite fields of small size in order to obtain a better upper bound on Mq(n).

Using this idea now we give our general result which improves Proposition 2.2.7. First we
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give some notation. Let S q(k) be the number of elements in Fqk \ Fqd where d|k. In other

words,

S q(k) = #{α ∈ Fqk | α < Fqd for all d|k}. (2.9)

Theorem 2.2.8 Let q be a prime power and m ≥ 2 an integer. For an integer n > q+2
2 assume

it holds that

2n − 2 ≤ q +
∑

2≤k≤m

S q(k), (2.10)

where S q(k) is defined in (2.9). There exists a formula for multiplying two arbitrary n-term

polynomials over Fq which gives

Mq(n) ≤ 1 + q +
∑

2≤k<m

µq(k)S q(k) + µq(m)(2n − 2 − q −
∑

2≤k<m

S q(k)). (2.11)

Proof. Let m̄ be the least common multiple of the integers 1, 2, . . . ,m and F = Fqm̄ . It is clear

that Fqk is a subfield ofF for each 2 ≤ k ≤ m. By assumption (2.10), apart from the point at∞,

we can choose 2n − 2 elements of F such that exactly q of them are from Fq, for 2 ≤ k < m

exactly S q(k) of them are from Fqk and
(
2n − 2 − q −

∑
2≤k<m S q(k)

)
of them are from Fqm .

Using the method in the proofs of Propositions 2.2.3 and Proposition 2.2.7, we observe that

Toom-Cook type evaluations at the point ∞ and at the elements of Fq contribute to Mq(n) by

at most q + 1 multiplications. For each 2 ≤ k < m, Toom-Cook type evaluations at the chosen

elements of Fqk contribute to Mq(n) by at most µq(k)S q(k) multiplications. Finally, Toom-

Cook type evaluations at the
(
2n − 2 − q −

∑
2≤k<m S q(k)

)
chosen elements of Fqm contribute

to Mq(n) by at most µq(m)
(
2n − 2 − q −

∑
2≤k<m S q(k)

)
. This completes the proof. �

Remark 2.2.9 As in Proposition 2.2.3 and Remark 2.2.4, we can improve the upper bound

(2.11) of Theorem 2.2.8 if we know the existence of overlaps. We provide such an example in

Section 2.3.

2.3 IMPROVED BOUNDS FOR MULTIPLYING 10, 11 AND 12-TERM POLY-

NOMIALS OVER F2

In this section we show the existence of some overlaps in Theorem 2.2.8 for q = 2 and we

will apply the results to n = 10, 11 and 12. Therefore we obtain formulae giving

M2(10) ≤ 36, M2(11) ≤ 42, and M2(12) ≤ 45. (2.12)
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We note that using [7, Table 1 in page 367] one would only get

M2(10) ≤ 39, M2(11) ≤ 46, and M2(12) ≤ 51.

However, a recent paper [4] shows that M2(10) ≤ 35,M2(10) ≤ 40 and M2(10) ≤ 44 by using

Chinese Remainder Theorem. We will also obtain the same bound in [4] by using a mixed

method given at the end of this section.

The following proposition will be used to show the bounds (2.12).

Proposition 2.3.1 Let q = 2, w ∈ F4 with w2 + w + 1 = 0, α ∈ F8 with α3 + α + 1 = 0 and

γ ∈ F16 with γ4 + γ + 1 = 0. For an integer n ≥ 1, let A(x) =
∑n−1

i=0 aixi and B(x) =
∑n−1

i=0 bixi

be two arbitrary n-term polynomials over F2. In computing the product A(x)B(x) using the

method of Theorem 2.2.8:

i) the total number of multiplications needed for the evaluation at the elements of the set

{w,w2} is at most 3, instead of µ2(2) · 2 ≤ 6,

ii) the total number of multiplications needed for the evaluation at the elements of the set{
α, α2, α3

}
(respectively

{
α3, α6, α5

}
) is at most 6, instead of µ2(3) · 3 ≤ 18,

ii) the total number of multiplications needed for the evaluation at the elements of the set{
γ, γ2, γ4, γ8

}
(respectively

{
γ3, γ6, γ12, γ9

}
and

{
γ7, γ14, γ13, γ11

}
) is at most 9, instead

of µ2(4) · 4 ≤ 36.

Proof. We give a detailed proof of item i) only as the proofs of the items ii) and iii) are similar.

Let w1 = w and w2 = w2. Let I0 = {0 ≤ i ≤ n − 1 : i . 0 mod 3}, I1 = {0 ≤ i ≤ n − 1 : i . 1

mod 3} and I2 = {0 ≤ i ≤ n−1 : i . 2 mod 3}. Using the relation w2
1 = w1 + 1 we obtain that

A(w1) = A0 + w1A1, B(w1) = B0 + w1B1,

where A0, A1, B0, B1 ∈ F2 are given by

A0 =
∑
i∈I1

ai, A1 =
∑
i∈I0

ai, B0 =
∑
i∈I1

bi, B1 =
∑
i∈I0

bi.

Then, using a Karatsuba type argument, we get

A(w1)B(w1) = (A0B0 + A1B1) + w1 [(A0 + A1)(B0 + B1) + A0B0)] .
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We note that

A0 + A1 =
∑
i∈I2

ai, and B0 + B1 =
∑
i∈I2

bi.

The counted multiplications for the evaluation at w1 in the method of Theorem 2.2.8 are

A0B0 =

∑
i∈I1

ai


∑

i∈I1

bi

 , A1B1 =

∑
i∈I0

ai


∑

i∈I0

bi

 , and

(A0 + A1) (B0 + B1) =

∑
i∈I2

ai


∑

i∈I2

bi

 .
(2.13)

Since w1 and w2 are conjugates of each other we have w2
2 +w2 +1 = 0. So we have w2

2 = w2 +1

and we obtain that

A(w2) = A0 + w2A1, B(w2) = B0 + w2B1,

where A0 = A0, A1 = A1, B0 = B0, and B1 = B1 ∈ F2. It is seen that multiplications needed

for the evaluation at w and multiplications needed for the evaluation at w2 are the same, and

hence the total number of evaluations needed for the elements of {w,w2} is 3. This completes

the proof of item i). �

Example 2.3.2 Let q = 2 and w, α, γ be as defined in proposition 2.3.1. We first consider

10-term polynomials over F2. As 2 · 10 − 2 = 18, using the method of Theorem 2.2.8, apart

from the point at∞, it is enough to choose the following 18 evaluation points:

{0, 1}, {w,w2}, {α, α2, α4}, {α3, α6, α5}, {γ, γ2, γ4, γ8}, {γ3, γ6, γ12, γ9}.

Using Proposition 2.3.1 and the method of Theorem 2.2.8 we obtain existence of an explicit

formula for multiplying two 10-term polynomials over F2 which gives

M2(10) ≤ 1 + 2 + 3 + 6 + 6 + 9 + 9 = 36.

Next we consider 11-term polynomials over F2. We have 2 · 11 − 2 = 20 and apart from the

point at∞ we consider the following 20 points:

{0, 1}, {α, α2, α4}, {α3, α6, α5}, {γ, γ2, γ4, γ8}, {γ3, γ6, γ12, γ9}, {γ7, γ14, γ13, γ11}.

Hence we obtain

M2(11) ≤ 1 + 2 + 6 + 6 + 9 + 9 + 9 = 42.
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Finally we consider 12-term polynomials over F2. We have 2 · 12− 2 = 22 and apart from the

point at∞ we consider the following 22 points:

{0, 1}, {w,w2}, {α, α2, α4}, {α3, α6, α5}, {γ, γ2, γ4, γ8}, {γ3, γ6, γ12, γ9}, {γ7, γ14, γ13, γ11}.

Then we get

M2(12) ≤ 1 + 2 + 3 + 7 + 7 + 9 + 9 + 9 = 45.

In order to attain the bounds given in [4] we will use the following Corollary of Theorem

2.2.8. The proof can be seen in in [2] and it is described for q ≥ 2n − 1. However, one can

easily modify the proof in [2] for our case by working in a large enough field extension.

Corollary 2.3.3 Let a(x) and b(x) be n-term polynomials over Fq. If ` coefficients of the

product a(x) · b(x) is known then (2n − 2 − `) elements of Fq are enough for the method

described in Theorem 2.2.8 to find a formula for a(x) · b(x).

The following proposition will be used for further improvements.

Proposition 2.3.4 Let a(x) =
∑n−1

i=0 aixi and b(x) =
∑n−1

i=0 bixi be n-term polynomials over Fq

and let c(x) =
∑2n−2

i=0 cixi be their product. It always holds

c0 = a0b0, c1 = (a0 + a1)(b0 + b1) − a0b0 − a1b1,

c2 = (a0 + a2)(b0 + b2) − a0b0 − a2b2 + a1b1

c2n−2 = an−1bn−1, c2n−3 = (an−1 + an−2)(bn−1 + bn−2) − an−1bn−1 − an−2bn−2 c2n−4 = (an−1 +

an−3)(bn−1 + bn−3) − an−1bn−1 − an−3bn−3 + an−2bn−2

Proof of the proposition is obvious. Note that c0 and c2n−2 are the products corresponding

to evaluations at 0 and ∞. After using those points the cost of each of c1 and c2n−3 is 2

multiplications. Similarly, the cost of each of c2 and c2n−4 is 2 multiplications when we use

c0, c1, c2n−2 and c2n−3. The following example shows the use of Corollary 5.2.5 in the method

of interpolation.

Example 2.3.5 Consider 5-term polynomial multiplication over F7. Since 7 < 2.5 − 2, we

have M7(5) > 2.5 − 1 = 9. In Example 2.2.5 we found that M7(5) ≤ 11. Now we will find the
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optimal bound M7(5) = 10 by using interpolation and Corollary 5.2.5. Now using the points

of F7,∞ and the known coefficient c1 = (a0 + a1)(b0 + b1) − a0b0 − a1b1 in the equation

(a0 + a1x + ... + a4x4)(b0 + b1x + ... + b4x4) = c0 + c1x + ... + c8x8.

we get:

x = 0⇒ a0b0 = c0

x = 1⇒ (a0 + a1 + ... + a4)(b0 + b1 + ... + b4) = (c0 + c1 + ... + c8)

x = 2⇒ (a0 + 2a1 + ... + 24a4)(b0 + 2b1 + ... + 24b4) = (c0 + 2c1 + ... + 28c8)

x = 3⇒ (a0 + 3a1 + ... + 34a4)(b0 + 3b1 + ... + 34b4) = (c0 + 3c1 + ... + 38c8)

x = 4⇒ (a0 + 4a1 + ... + 44a4)(b0 + 4b1 + ... + 44b4) = (c0 + 4c1 + ... + 48c8)

x = 5⇒ (a0 + 5a1 + ... + 54a4)(b0 + 5b1 + ... + 54b4) = (c0 + 5c1 + ... + 58c8)

x = 6⇒ (a0 + 6a1 + ... + 64a4)(b0 + 6b1 + ... + 64b4) = (c0 + 6c1 + ... + 68c8)

x = ∞ ⇒ a4b4 = c8

and c1 = (a0 + a1)(b0 + b1)−a0b0 −a1b1. If we construct the system of linear equations in F7,

like in Example 2.2.5, we see that matrix of the linear system is invertible. Therefore we get

M7(5) = 10, since 7 multiplications comes from elements of F7, 1 multiplication is counted

for∞ and 2 multiplications are counted for c1.

Now consider again polynomials over F2. First n = 10. As 2 · 10 − 2 = 18, using the method

of Theorem 2.2.8, apart from the point at∞, it is enough to choose 18 evaluation points. If we

use c16, c15, c1 and c2 given in Proposition 2.3.4, it is enough to choose 18−4 = 14 evaluation

points. Let us choose

{0, 1}, {w,w2}, {α, α2, α4}, {α3, α6, α5}, {γ, γ2, γ4, γ8}

which gives M2(10) ≤ 1 + 2 + 3 + 6 + 6 + 9 + 8 = 35. For n = 11 we use

{0, 1}, {w,w2}, {α, α2, α4}, {α3, α6, α5}, {γ, γ2, γ4, γ8}, {γ3, γ6, γ12, γ9}

together with c1 and c19. Then it is obtained that M2(11) ≤ 40 since c1 and c19 cost 4

multiplications. Similarly, if we use c16, c15, c1 and c2 instead of using points in the set

{γ7, γ14, γ13, γ11} in the computation of M2(12) we decreased the number of multiplications

from 45 to 44 since the cost of c16, c15, c1 and c2 is 8 while the cost of {γ7, γ14, γ13, γ11} is 9

multiplications.
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CHAPTER 3

IMPROVED POLYNOMIAL MULTIPLICATION FORMULAE

OVER F2 USING CHINESE REMAINDER THEOREM

Let n, ` ≥ 1 be integers and f (x) ∈ F2[x] be an irreducible polynomial such that `deg( f (x)) <

2n−1.We obtain an effective upper bound for the multiplication complexity M f ,`(n) of n-term

polynomials modulo f (x)`. We refer to Notation 3.1.1 for a definition of M f ,`(n). This upper

bound allows a better selection of the moduli when CRT is used for polynomial multiplication

over F2 (see Example 3.2.5 below). We get improved formulae to multiply polynomials of

small degree over F2. In particular, we improve the best known multiplication complexities

over F2 in the literature in some cases.

This chapter is organized as follows. We give some background and notation in the next

section. In Section 3, we give our upper bound on M f ,`(n) in Theorem 3.2.2. It depends on a

new parameter λ(`) introduced in Notation 3.2.1. We also give some effective upper bounds on

λ(`) in Proposition 3.2.4. We show that combining these results with CRT algorithm implies

new explicit multiplication formulae for n-term polynomials over F2. In particular we obtain

improvements on the best known multiplication complexities bounds over F2. As examples

of the new explicit formulae we present such formulae for 5-term and 9-term polynomials in

Section 3.3.

3.1 BACKGROUND

Let F2 be the field with two elements and deg(a(x)) denote the degree of a(x) ∈ F2[x]. Un-

less otherwise stated, all polynomials considered in this chapter are in F2[x]. Throughout the
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chapter we fix an integer n ≥ 1. A polynomial A(x) of the form

A(x) = a0 + a1x + ... + an−1xn−1

is called an n-term polynomial. M(n) denotes the minimum number of multiplications needed

in F2 in order to multiply two arbitrary n-term polynomials. We note that M(n) is also called

the multiplication complexity of n-term polynomials.

A crucial idea in [4] is the use of CRT effectively for the design of polynomial multiplication

algorithms (see also [11]). We refer to [4], [11] and the references in [4] for further details

and other applications of CRT for the design of polynomial multiplication algorithms.

We first introduce some notation. Let f (x) be an irreducible polynomial and ` ≥ 1 be an

integer such that

deg( f (x)`) = ` deg( f (x)) < 2n − 1. (3.1)

Notation 3.1.1 For arbitrary n-term polynomials
∑n−1

i=0 aixi and
∑n−1

i=0 bixi, let
∑deg( f (x)`)−1

i=0 cixi

be the uniquely determined polynomial satisfying

deg( f (x)`)−1∑
i=0

cixi =

n−1∑
i=0

aixi


n−1∑

i=0

bixi

 mod f (x)`. (3.2)

Let M f ,`(n) denote the minimum number of multiplications needed in F2 in order to determine∑deg( f (x)`)−1
i=0 cixisatisfying (3.2) from arbitrary n-term polynomials

∑n−1
i=0 aixi and

∑n−1
i=0 bixi.

We also call M f ,`(n) as the multiplication complexity of n-term polynomials modulo f (x)`.

Let w ≥ 1 be an integer such that

w < 2n − 1. (3.3)

Notation 3.1.2 For n-term polynomials
∑n−1

i=0 aixi and
∑n−1

i=0 bixi, let
∑2n−2

i=0 cixi be the polyno-

mial defined by
2n−2∑
i=0

cixi =

n−1∑
i=0

aixi


n−1∑

i=0

bixi

 . (3.4)

Recall that in the literature obtaining the last w coefficients c2n−2, c2n−3, ..., c2n−1−w of
∑n−1

i=0 cixi

defined in (3.4) is referred as multiplication of n-term polynomials
∑n−1

i=0 aixi and
∑n−1

i=0 bixi

modulo (x − ∞)w (see, for example [11, p. 34] or [4], Section 2). Let M(x−∞),w(n) denote

the minimum number of multiplications needed in F2 in order to obtain the last w coefficients
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c2n−2, c2n−3, ..., c2n−1−w of
∑n−1

i=0 cixi defined in (3.4) for arbitrary n-term polynomials
∑n−1

i=0 aixi

and
∑n−1

i=0 bixi.

Remark 3.1.3 The restrictions in (3.1) and (3.3) follow from the following simple observa-

tion. Assume that M f ,`(n) is defined as in Notation 3.1.1 for an irreducible polynomial f (x)

and an integer ` ≥ 1 not necessarily satisfying (3.1). Similarly assume that M(x−∞),w(n) is

defined as in Notation 3.1.2 also for w = 2n − 1. If `deg( f (x)) ≥ 2n − 1 then M f ,`(n) = M(n)

and hence M f ,`(n) is superfluous. Similarly, if w = 2n − 1 then M(x−∞),w(n) = M(n).

The method in [4] can be summarized as follows. Let t ≥ 1 be an integer. Let f1(x), ..., ft(x) be

distinct irreducible polynomials and `1, ..., `t be positive integers such that for the polynomial

m(x) =
∏t

i=0 fi(x)`i , we have

w + deg(m(x)) = w +

t∑
i=1

`ideg( fi(x)) ≥ 2n − 1. (3.5)

It follows from CRT algorithm (see [11]), namely using Theorem 1 and Lemma 2 in [4], that

we have

M(n) ≤ M(x−∞),w(n) +

t∑
i=1

M fi,`i(n). (3.6)

In [4], the following bound on M f ,`(n) has been used:

M f ,`(n) ≤ M(` deg( f (x))). (3.7)

Our crucial observation is an improvement of the bound (3.7). In the next section we give this

improvement.

3.2 IMPROVED M(n)

In order to give our improvement on the bound (3.7), we first need to introduce another nota-

tion. Recall that unless otherwise stated explicitly, all polynomials considered in this chapter

are in F2[x].

Notation 3.2.1 Let R = F2[x] be the ring of polynomials over F2 in variable x, ` ≥ 1 be an

integer and

A(Y) = a0(x) + a1(x)Y + ... + a`−1(x)Y`−1

B(Y) = b0(x) + b1(x)Y + ... + b`−1(x)Y`−1
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be two `-term polynomials in the polynomial ring R[Y] over R. Let c0(x), ..., c2`−2(x) ∈ R be

given by

c0(x) + c1(x)Y + ... + c2`−2(x)Y2`−2 = A(Y)B(Y). (3.8)

Note that the identity in (3.8) is a polynomial identity in R[Y] and the polynomials c0(x),

c1(x), c2(x), . . ., c2`−2(x) ∈ R are the coefficients of the polynomial A(Y)B(Y) ∈ R[Y]. Let

λ(`) denote the minimum number of multiplications needed in R in order to determine the

coefficients c0(x), c1(x), ..., c`−1(x) defined in (3.8) for arbitrary `-term polynomials A(Y) and

B(Y).

In the next theorem, using Notation (3.2.1), we give our improvement of the bound (3.7).

Theorem 3.2.2 Let f (x) be an irreducible polynomial and ` ≥ 1 be an integer such that

` deg( f (x)) < 2n − 1. We have

M f ,`(n) ≤ λ(`)M(deg( f )). (3.9)

Proof. Let A(x) be an n-term polynomial and A(x) be the uniquely determined polynomial of

degree strictly less than ` deg( f (x)) such that A(x) ≡ A(x) mod f (x)`. Let a0(x), a1(x), ..., a`−1(x)

be uniquely determined polynomials such that

A(x) = a0(x) + a1(x) f (x) + ... + a`−1(x) f (x)`−1

and deg(ai(x)) < deg( f (x)) for 0 ≤ i ≤ ` − 1. Let B(x) and b0(x), b1(x), ..., b`−1(x) be defined

similarly. Note that ai(x) and b j(x), are obtained without any multiplication, where 0 ≤ i, j ≤

` − 1. Let R = F2[x] and Ã(Y) and B̃(Y) be the polynomials in R[Y] such that

Ã(Y) = a0(x) + a1(x)Y + ... + a`−1(x)Y`−1

B̃(Y) = b0(x) + b1(x)Y + ... + b`−1(x)Y`−1.

Define C̃(Y) = Ã(Y)B̃(Y) and let c0(x), c1(x), ..., c`−1(x) ∈ R be the first ` coefficients of C̃(Y).

Since the coefficients of A(x)B(x) mod f (x)` is the same as the coefficients of Ã(Y)B̃(Y)

mod Y` and Y i ≡ 0 mod Y` for i ≥ `, M f ,`(n) refers to computing the first ` coefficients of

Ã(Y)B̃(Y). Therefore the first ` coefficients c0(x), c1(x), ..., c`−1(x) can be obtained from A(x)

and B(x) with at most λ(`) multiplications of certain coefficients of Ã(Y) and B̃(Y) in R. Since

each coefficient of Ã(Y) and B̃(Y) is a deg( f (x))-term polynomial over F2, any multiplication

can be done with M(deg( f (x))) multiplications over F2. �
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Remark 3.2.3 Let 1 ≤ w < 2n−1 be an integer. Recall that the notation M(x−∞),w(n) is given

in Notation 3.1.2. It is clear that M(1) = 1. Using similar methods as in Theorem 3.2.2 we

obtain that

M(x−∞),w(n) ≤ λ(w)M(1) = λ(w).

Some effective upper bounds of λ(`) is given in the following proposition which will be used

to get improvements on M f ,`(n) and M(n).

Proposition 3.2.4 For an integer ` ≥ 1, let λ(`) be the integer defined in Notation 3.2.1. We

have λ(3) ≤ 5, λ(4) ≤ 8, λ(5) ≤ 11, λ(6) ≤ 15, λ(7) ≤ 19, λ(8) ≤ 24, and λ(9) ≤ 29.

Proof. We give an explicit proof of λ(6) ≤ 15. Let A(x) and B(x) be arbitrary n-term polyno-

mials, C(x) = A(x)B(x) and c0, c1, c2, c3, c4, c5 be the first 6 coefficients of C(x). Then

c0 = D0

c1 = D01 + D0 + D1

c2 = D02 + D0 + D1 + D2

c3 = D03 + D12 + D0 + D1 + D2 + D3

c4 = D04 + D13 + D0 + D1 + D2 + D3 + D4,

c5 = D05 + D14 + D23 + D0 + D1 + D2 + D3 + D4 + D5

where Di = aibi and Dst = (as + at)(bs + bt). Then

λ(6) ≤ #{D0,D1,D2,D3,D4,D5,D01,D02,D03,D04,D05,D12,D13,D14,D23} = 15. We prove

the other statements of the proposition similarly. �

In the next example we illustrate that it is not difficult to obtain an explicit formula giving the

bound on M f ,`(n) implied by Theorem 3.2.2 and Proposition 3.2.4.

Example 3.2.5 Let f (x) = x2 + x + 1 and A(x), B(x) be n-term polynomials over F2 with

n ≥ 6. In this example, we will obtain an explicit formula giving M f ,3(n) ≤ 15. Let A(x) be the

uniquely determined polynomial of degree strictly less than 6 such that A(x) ≡ A(x) mod f 3,

and assume that A(x) =
∑5

i=0 aixi. Using the equations f = x2 + x + 1, x2 = f + x + 1,

x3 = x f + f + 1, x4 = f 2 + f + x and x5 = ( f 2 + f + 1)x + f + 1 we get

A(x) = a0(x) + a1(x) f (x) + a2 f 2(x) and deg(ai(x)) < deg( f (x))
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where

a0(x) = (a2 + a1 + a5 + a4)x + a0 + a5 + a2 + a3,

a1(x) = (a3 + a5)x + a2 + a4 + a3 + a5,

a2(x) = a4 + a5x.

Let B(x) and b0(x), b1(x), b2(x) be defined similarly. Let R = F2[x] and Ã(Y), B̃(Y) be polyno-

mials in R[Y] such that

Ã(Y) = a0(x) + a1(x)Y + a2(x)Y2,

B̃(Y) = b0(x) + b1(x)Y + b2(x)Y2.

Let C̃(Y) = Ã(Y)B̃(Y) and c0(x), c1(x), c2(x) ∈ R be the first 3 coefficients of C̃(Y). Since the

coefficients of A(x)B(x) mod f (x)3 are the same as the coefficients of Ã(Y)B̃(Y) mod Y3 and

Y i ≡ 0 mod Y3 for i ≥ 3, M f ,3(n) refers to computing the first 3 coefficients of Ã(Y)B̃(Y).

Those coefficients are given by

c0(x) = a0(x)b0(x),

c1(x) = (a0(x) + a1(x))(b0(x) + b1(x))+

a0(x)b0(x) + a1(x)b1(x),

c2(x) = (a0(x) + a2(x))(b0(x) + b2(x))+

a0(x)b0(x) + a1(x)b1(x) + a2(x)b2(x).

(3.10)

In (3.10), the only required multiplications are:

a0(x)b0(x),

a1(x)b1(x),

a2(x)b2(x),

(a0(x) + a1(x))(b0(x) + b1(x)),

(a0(x) + a2(x))(b0(x) + b2(x)).

There are 5 multiplications and each of them is a multiplication of 2-term polynomials over F2. Using

the fact that M(2) = 3 we obtain that M f ,3(n) ≤ 5 · 3 = 15.

In Table 3.1, we list some improvements on the upper bound on M f ,`(n) compared to the

corresponding bound of [4]. Combining Theorem 3.2.2, Remark 4.1.5, Proposition 3.2.4 and

(4.2) we obtain improvements on the upper bounds M(n). In Table 3.2 we list some of our

improvements.

For the range of indices i and j in Table 3.1 and Table 3.2, fi j denotes an irreducible polyno-

mial of degree i over F2 which are defined as follows: f11 = x, f12 = x+1, f21 = x2+x+1, f31 =
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x3 + x + 1, f32 = x3 + x2 + 1, f41 = x4 + x + 1, f42 = x4 + x3 + 1, f43 = x4 + x3 + x2 + x + 1, f51 =

x5 + x2 + 1.

For each n in Table 3.2, we have selected the moduli polynomials such that the inequality in

(3.5) is satisfied and the upper bound in (4.2) is as small as possible.

Table 3.1: Upper Bounds for M f ,`(n) over F2

f l M f ,`(n)[4] New M f ,`(n)

f11, f12 3 6 5

f11, f12 4 9 8

f11, f12 5 13 11

f11, f12 6 17 15

f11, f12 7 22 19

f11, f12 8 26 24

f11, f12 9 31 29

f21 3 17 15

f21 4 26 24

f21 5 35 33

f31, f32 3 31 30

Remark 3.2.6 In Table 3.2 for n = 5 we have

M(5) ≤ M(x−∞),3(5) + M f11,3(5) + M f12,1(5) + M f21,1(5)

≤ 5 + 5 + 1 + 3 = 14.

We observe that the parts of the algorithm corresponding to M(x−∞),3(5) and M f11,3(5) use a

common product (which is a2b2 in the corresponding explicit formula in the Appendix), so the

upper bound on M(5) is decreased by one. We refer to the Appendix for the complete explicit

formula.

Remark 3.2.7 For n = 5, although the multiplication complexity for the proposed algorithm

is the same with the corresponding one in [7], the number of additions is improved. Namely,

the number of additions in [7] for 5-term polynomials is 72 while the proposed formula con-

tains 62 additions. Similarly, for n = 7, although the upper bounds on the multiplication

complexities are the same, we improve the number of additions from 216 to 182. This improve-

ment in the number of additions follows from using a different set of the moduli polynomials

for n = 7.
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Table 3.2: Upper Bounds for M(n) over F2

n M(n)[7] M(n)[4] New M(n) Moduli polynomials

2 3 3 3 (x −∞), f11, f12

3 6 6 6 (x −∞), f11, f12, f21

4 9 9 9 (x −∞), f 2
11, f 2

12, f21

5 13 14 13* (x −∞)3, f 3
11, f12, f21

6 17 18 18 (x −∞)2, f 2
11, f 2

12, f21, f31

7 22 22 22* (x −∞)3, f 3
11, f 2

12, f21, f31

8 27 26 26 (x −∞)3, f 2
11, f 2

12, f21, f31, f32

9 34 31 30* (x −∞)3, f 3
11, f 3

12, f21, f31, f32

10 39 35 35 (x −∞)3, f 2
11, f 2

12, f21, f31, f32, f41

11 46 40 39* (x −∞)3, f 3
11, f 3

12, f21, f31, f32, f41

12 51 44 44 (x −∞)3, f 2
11, f 2

12, f21, f31, f32, f41, f42

13 60 49 48* (x −∞)3, f 3
11, f 3

12, f21, f31, f32, f41, f42

14 66 53 53 (x −∞)3, f 2
11, f 2

12, f21, f31, f32, f41, f42, f43

15 75 59 57* (x −∞)3, f 3
11, f 3

12, f21, f31, f32, f41, f42, f43

16 81 64 63* (x −∞)3, f 4
11, f 4

12, f21, f31, f32, f41, f42, f43

17 94 69 68* (x −∞)3, f 3
11, f 2

12, f21, f31, f32, f41, f42, f43, f51

18 102 75 73* (x −∞)4, f 3
11, f 3

12, f21, f31, f32, f41, f42, f43, f51

Multiplications listed in Table 3.2 occur quite often in practical situations. For example, mul-

tiplying two 9`-term polynomials recursively using our 9-term algorithm (which is also given

explicitly in the Appendix) requires (30)` multiplications while the algorithms in [4] and [7]

requires (31)` and (34)`. If ` = 3, this means that 27000 multiplications using our algorithm,

while 29791 and 39304 multiplications using algorithms in [4] and [7], respectively.

In Table 3.2, we list our improvements up to 18-term polynomials since the corresponding

tables in [4] and [7] give values only up to 18-term polynomials. In fact, our improvements in

Table 3.1 yield improved M(n) for n > 18 as well. For example, if the moduli polynomials (x−

∞)4, f 3
11, f 3

12, f 2
21, f31, f32, f41, f42, f43, f51 are used, then the proposed method gives M(19) ≤

79 while the method in [4] gives M(19) ≤ 81 and the formulae in [7] gives M(19) ≤ 111.
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3.3 EXPLICIT FORMULAE FOR n = 5 AND n = 9

In the section, we give explicit formulae having the bounds of Table 3.2 for n = 5 and n = 9.

First we begin with an explicit formula for multiplying two arbitrary 5-term polynomials

over F2. Let A(x) =
∑4

i=0 aixi and B(x) =
∑4

i=0 bixi be polynomials over F2. Let C(x) =∑8
i=0 cixi ∈ F2[x] be the polynomial defined by C(x) = A(x)B(x). Using our method, we

obtain the following explicit formula consisting of the 13 multiplications. We first define the

multiplications mi for 1 ≤ i ≤ 13 and then we give the formula for obtaining the coefficients

of the polynomial C(x) using these multiplications.

m1 = a0b0,

m2 = a1b1,

m3 = a2b2,

m4 = a3b3,

m5 = a4b4,

m6 = (a0 + a1)(b0 + b1),

m7 = (a0 + a2)(b0 + b2),

m8 = (a2 + a4)(b2 + b4),

m9 = (a3 + a4)(b3 + b4),

m10 = (a0 + a2 + a3)(b0 + b2 + b3)

m11 = (a1 + a2 + a4)(b1 + b2 + b4),

m12 = (a0 + a3 + a1 + a4)(b0 + b3 + b1 + b4),

m13 = (a0 + a1 + a2 + a3 + a4)(b0 + b1 + b2 + b3 + b4).

c0 = m1,

c1 = m6 + m1 + m2,

c2 = m7 + m1 + m3 + m2,

c3 = m1 + m13 + m12 + m10 + m8 + m3 + m5 + m4

c4 = m6 + m1 + m2 + m13 + m10 + m11 + m9 + m5 + m4,

c5 = m7 + m1 + m3 + m2 + m13 + m11 + m12 + m5

c6 = m8 + m3 + m5 + m4,

c7 = m9 + m4 + m5,

c8 = m5.

Next we give a formula for multiplying two arbitrary 9-term polynomials over F2 with 30
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multiplications. Similarly we consider A(x) =
∑8

i=0 aixi and B(x) =
∑8

i=0 bixi as two arbitrary

9-term polynomials over F2 and we define C(x) =
∑16

i=0 cixi as their product. The formula is

given after the definition of 30 multiplications mi, for 1 ≤ i ≤ 30.

m1 = (a2 + a7 + a6 + a3 + a0 + a1 + a5 + a4 + a8)(b2 + b7 + b6 + b3 + b0 + b1 + b5 + b4 + b8),

m2 = (a2 + a6 + a0 + a4 + a8)(b2 + b6 + b0 + b4 + b8),

m3 = (a1 + a8 + a5 + a2 + a3)(b1 + b8 + b5 + b2 + b3),

m4 = (a0 + a2 + a5 + a8 + a3 + a6)(b0 + b2 + b5 + b8 + b3 + b6),

m5 = (a0 + a3 + a6 + a1 + a4 + a7)(b0 + b3 + b6 + b1 + b4 + b7),

m6 = (a0 + a3 + a7 + a4 + a5)(b0 + b3 + b7 + b4 + b5),

m7 = (a1 + a8 + a3 + a2 + a6)(b1 + b8 + b3 + b2 + b6),

m8 = (a2 + a5 + a4 + a6)(b2 + b5 + b4 + b6),

m9 = (a2 + a6 + a3 + a4)(b2 + b6 + b3 + b4),

m10 = (a1 + a7 + a5 + a3)(b1 + b7 + b5 + b3),

m11 = (a0 + a6 + a7 + a1 + a4 + a8)(b0 + b6 + b7 + b1 + b4 + b8),

m12 = (a0 + a3 + a6 + a5 + a7)(b0 + b3 + b6 + b5 + b7),

m13 = (a0 + a1 + a5 + a4 + a8)(b0 + b1 + b5 + b4 + b8),

m14 = (a1 + a4 + a7 + a2 + a5 + a8)(b1 + b4 + b7 + b2 + b5 + b8),

m15 = (a0 + a3 + a7 + a1 + a8 + a6)(b0 + b3 + b7 + b1 + b8 + b6),

m16 = (a1 + a4 + a8 + a3 + a5)(b1 + b4 + b8 + b3 + b5),

m17 = (a0 + a3 + a7 + a2 + a4)(b0 + b3 + b7 + b2 + b4),

m18 = (a1 + a4 + a8 + a5 + a6)(b1 + b4 + b8 + b5 + b6),

m19 = (a0 + a7 + a5 + a2 + a6)(b0 + b7 + b5 + b2 + b6),

m20 = (a2 + a7 + a6 + a3)(b2 + b7 + b6 + b3),

m21 = (a6 + a8)(b6 + b8),

m22 = (a0 + a2)(b0 + b2),

m23 = (a0 + a1)(b0 + b1),

m24 = a0b0,

m25 = a1b1,

m26 = a7b7,

m27 = (a7 + a8)(b7 + b8),

m28 = a6b6,

m29 = a8b8,

m30 = a2b2.
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c0 = m24,

c1 = m23 + m24 + m25,

c2 = m22 + m24 + m30 + m25,

c3 = m29 + m18 + m3 + m16 + m8 + m7 + m6 + m30 + m22 + m23 + m13 + m20 + m10 + m14 +

m12 + m4 + m27 + m21 + m28,

c4 = m5+m4+m11+m12+m7+m3+m9+m15+m10+m23+m24+m25+m2+m21+m28+m29+m26,

c5 = m27 + m26 + m29 + m1 + m10 + m22 + m24 + m30 + m25 + m2 + m4 + m14 + m15 + m6 +

m19 + m17 + m12 + m16,

c6 = m27 + m13 + m20 + m22 + m24 + m30 + m5 + m4 + m15 + m6 + m19 + m23 + m2 + m21 + m28,

c7 = m21 + m28 + m29 + m26 + m24 + m1 + m16 + m8 + m12 + m7 + m15 + m6 + m19,

c8 = m1 + m24 + m25 + m11 + m16 + m8 + m3 + m19 + m15 + m18 + m23 + m27 + m26 + m29,

c9 = m22 + m24 + m30 + m25 + m1 + m17 + m12 + m8 + m11 + m3 + m9 + m19 + m6 + m29,

c10 = m13 + m1 + m20 + m10 + m22 + m30 + m23 + m4 + m14 + m17 + m12 + m8 + m11 + m21 +

m28 + m29 + m27,

c11 = m17 + m12 + m8 + m11 + m18 + m6 + m3 + m1 + m10 + m5 + m4 + m23 + m24 + m25 + m2 +

m21 + m28 + m29 + m26,

c12 = m27 + m26 + m29 + m9 + m15 + m6 + m18 + m11 + m7 + m17 + m16 + m4 + m14 + m2 +

m10 + m22 + m24 + m30 + m25,

c13 = m9 + m19 + m3 + m16 + m17 + m6 + m30 + m22 + m24 + m23 + m1 + m13 + m20 + m2 +

m12 + m5 + m4 + m27 + m21 + m28,

c14 = m21 + m28 + m29 + m26,

c15 = m27 + m26 + m29,

c16 = m29.
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CHAPTER 4

EFFICIENT MULTIPLICATION in F3`m, m ≥ 1 AND 5 ≤ ` ≤ 18

The finite fields of characteristic three are useful for pairing-based cryptography. Therefore,

special attention has been given to F3m , recently. The elements of F3m can be represented by

at most (m − 1) degree polynomials over F3. To multiply elements of F3m one can use Karat-

suba method [5] or Montgomery formulae [7], which are among the main algorithms used in

every finite field. On the other hand, for finite fields of fixed characteristics, there are other

methods that give more efficient algorithms for polynomial multiplication than Karatsuba and

Montgomery in some cases. Some of those methods are Chinese Remainder Theorem (CRT)

method [11] and Discrete Fourier Transform (DFT) method. In [12, 13], using DFT method,

multiplication formula in [14] for F36m is improved.

In this chapter, using a method based on CRT for polynomial multiplication over F3 and suit-

able reductions, we obtain an efficient multiplication method for finite fields of characteristic

3. For 5 ≤ ` ≤ 18, we show that our method gives canonical multiplication formulae over F3`m

for any m ≥ 1 with the best multiplicative complexity improving the bounds in [7]. Moreover,

we give explicit formula in the case F36·97 .

The rest of this chapter is organized as follows. In Section 2, we introduce our method.

Applying our method we obtain explicit formulae in Section 3. We also compare our results

with the previous results in Section 3. We conclude this chapter in Section 4.
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4.1 THE METHOD

Let n ≥ 1 be an integer. Let Fq be a finite field with q elements where q = 3n. Unless stated

otherwise, all polynomials considered here are in F3[x]. A polynomial A(x) of the form

A(x) = a0 + a1x + ... + an−1xn−1, an−1 , 0

is called an n-term polynomial. M(n) denotes the minimum number of multiplications needed

in F3 in order to multiply two arbitrary n-term polynomials. We note that M(n) is also called

multiplicative complexity of n-term polynomials. Let n ≥ 1 be an integer, f (x) be an irre-

ducible polynomial and ` ≥ 1 be an integer such that

` deg( f (x)) < 2n − 1.

Let A(x) and B(x) be two arbitrary n-term polynomials, C(x) = A(x)B(x) and A(x), B(x), C(x)

be the uniquely determined polynomials of degree strictly less than ` deg( f (x)) such that

A(x) ≡ A(x) mod f (x)`, B(x) ≡ B(x) mod f (x)`, C(x) ≡ C(x) mod f (x)`.

Notation 4.1.1 Let M f ,`(n) denote the minimum number of multiplications needed in Fq in

order to obtain C(x) from given n-term polynomials A(x) and B(x). Obtaining such C(x) from

A(x) and B(x) is called multiplication of n-term polynomials modulo f (x)`.

Let 1 ≤ w ≤ 2n − 2 be an integer and C(x) = c0 + c1x + ... + c2n−2x2n−2. Obtaining the

last w coefficients c2n−2, c2n−3, ..., c2n−1−w of C(x) is defined as the multiplication of n-term

polynomials modulo (x −∞)w [11, 4].

Notation 4.1.2 Let M(x−∞),w(n) denote the minimum number of multiplications needed in Fq

in order to obtain c2n−2, c2n−3, ..., c2n−1−w from given n-term polynomials A(x) and B(x).

CRT method for finite field polynomial multiplication can be summarized as follows. For

1 ≤ i ≤ t, let mi(x) = fi(x)`i be the `i-th power (`i ≥ 1) of an irreducible polynomial fi(x) such

that deg(m(x)) ≥ 2n−1 where m(x) =
∏t

i=1 mi(x). Assume that f1(x), ..., ft(x) are distinct. Let

w ≥ 1 be an integer which corresponds to multiplication modulo (x−∞)w (see [4] and [11, p.

34]). It follows from CRT algorithm that if

w +

t∑
i=1

`i deg( fi(x)) ≥ 2n − 1 (4.1)
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then

M(n) ≤ M(x−∞),w(n) +

t∑
i=1

M f ,`(n). (4.2)

The value of M f ,`(n) can be bounded from above by M(deg( f `)) ≤ M(` ·deg( f )). For example

in [4], M f ,`(n) ≤ M(`·deg( f )) is used for binary fields. In Chapter 3, we improved the estimate

of M f ,`(n) for the binary field F2. The same techniques also work for any finite field Fq, in

particular for F3. Before giving the improvement, we give the following definition.

Definition 4.1.3 Let R = Fq[x] be the ring of polynomials over Fq in variable x, ` ≥ 1 be an

integer and

A(Y) = a0(x) + a1(x)Y + ... + a`−1(x)Y`−1, B(Y) = b0(x) + b1(x)Y + ... + b`−1(x)Y`−1

be two `-term polynomials in the polynomial ring R[Y] over R. Let c0(x), ..., c2`−2(x) ∈ R be

given by

c0(x) + c1(x)Y + ... + c2`−2(x)Y2`−2 = A(Y)B(Y).

Let λ(`) denote the minimum number of multiplications needed in R in order to obtain

c0(x), c1(x), ..., c`−1(x).

For the sake of completeness we prefer to give the following theorem which is given in Chap-

ter 3.

Theorem 4.1.4 Let f (x) be an irreducible polynomial and ` ≥ 1 be an integer such that

` deg( f (x)) < 2n − 1. We have

M f ,`(n) ≤ λ(`)M(deg( f )). (4.3)

Remark 4.1.5 Let 1 ≤ w ≤ 2n−1 be an integer. Recall that the notation M(x−∞),w(n) is given

in Notation 4.1.2. It is clear that M(1) = 1. Using similar methods as in Theorem 4.1.4 we

also obtain that

M(x−∞),w(n) ≤ λ(w)M(1) = λ(w).

Corollary 4.1.6 Mx,w(n) corresponds to computing the first w coefficients c0, c1, ..., cw−1 of

c(x) and Mx,w(n) = M(x−∞),w(n) ≤ λ(w).
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Some effective upper bounds for λ(`) is given in the following lemma which contributes to

improvements on M f ,`(n).

Proposition 4.1.7 λ(3) ≤ 5, λ(4) ≤ 8, λ(5) ≤ 11, λ(6) ≤ 15, λ(7) ≤ 19, λ(8) ≤ 24, and λ(9) ≤

29.

Proof. We use a Karatsuba type method (cf., for example in [9]). Here we present an explicit

proof of λ(3) ≤ 5 only. The other statements can be proved similarly (see also [9]). Let

A(x) and B(x) be arbitrary n-term polynomials, C(x) = A(x)B(x) and c0, c1, c2 be the first 3

coefficients of C(x). Then

c0 = D0

c1 = D01 − D0 − D1

c2 = D02 + D1 − D0 − D2

where Di = aibi and Dst = (as + at)(bs + bt). Then

λ(3) ≤ #{D0,D1,D2,D01,D02} = 5.

This completes the proof of λ(3) ≤ 5. �

In Table 4.1, we list some improvements on the upper bound on M f ,`(n). Note that computa-

tion of M f ,`(n) can be done by first computing the polynomial multiplication then reducing

the result modulo f `. Therefore we compare our bounds with bounds in [7]. For the range of

indices i and j in Table 4.1 and Table 4.2, fi j denotes an irreducible polynomial of degree i

over F3 which are defined as follows: f11 = x, f12 = x + 1, f13 = x + 2, f21 = x2 + 1, f22 =

x2 + x + 2, f23 = x2 + 2x + 2, f31 = x3 + 2x + 1, f32 = x3 + 2x + 2, f33 = x3 + 2x2 + 2x + 2, f34 =

x3 + x2 + x+2, f35 = x3 + x2 +2, f36 = x3 +2x2 + x+1, f37 = x3 + x2 +2x+1, f38 = x3 +2x2 +1.

4.2 BOUNDS FOR F3`m , m ≥ 1 AND 5 ≤ ` ≤ 18

In this section, up to our knowledge, we give the best known bounds for n-term polynomial

multiplication over F3 for 5 ≤ n ≤ 18 and we give an explicit formula for multiplication in

F36m which is used in id-based cryptography for efficient Tate paring computations. Using

Theorem 4.1.4, Proposition 4.1.7 and (4.2), the bounds in Table 4.2 are obtained.
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Table 4.1: Upper Bounds for M f ,`(n) over F3

f l M f ,`(n)[7] New M f ,`(n)

f11, f12, f13 3 6 5

f11, f12, f13 4 9 8

f11, f12, f13 5 13 11

f11, f12, f13 6 17 15

f11, f12, f13 7 22 19

f11, f12, f13 8 27 24

f11, f12, f13 9 34 29

f21, f22, f23 3 17 15

f21, f22, f23 4 27 24

f21, f22, f23 5 39 33

f31, ..., f38 3 34 30

Note that we can conclude from Table 4.2

M(n) ≤

 3n − 3 if 2 ≤ n ≤ 6

4n − 9 if 7 ≤ n ≤ 18.

The bounds in Table 4.2 is also valid for any polynomial multiplication over F3m because of

the following Theorem.

Theorem 4.2.1 The formulae for the product of two arbitrary n-term polynomials over F3

are also valid for multiplication of two arbitrary n-term polynomials over F3m , where m is

any positive integer.

Proof. The proof can be found in [15]. �

The finite fields of F36m , where m is prime are used in id-based cryptography for efficient

computation of the Tate pairing. In [14], multiplication in F36m is used with 18 multiplications

in F3m . In [12, 13], the number of multiplications in F36m is decreased to 15 multiplications

in F3m . We give a formula in the next example for 6 term polynomial multiplication over F3

which requires 15 multiplications in F3. Since the formula for multiplication of two arbitrary

n-term polynomials over F3 is also valid for multiplication of two arbitrary n-term polyno-

mials over F3m , where m is any positive integer, the formula given in the next example can

be used for the multiplication in F36m with 15 multiplications in F3m . The following example
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Table 4.2: Upper Bounds for M(n) over F3

n M(n)[7] New M(n) Modulus polynomials

2 3 3 (x −∞), f11, f12

3 6 6 (x −∞), f 2
11, f12, f13

4 9 9 (x −∞), f 2
11, f12, f13, f21

5 13 12 (x −∞), f 2
11, f12, f13, f21, f22

6 17 15 (x −∞)2, f11, f12, f13, f21, f22, f23

7 22 19 (x −∞)2, f 2
11, f 2

12, f13, f21, f22, f23

8 27 23 (x −∞)3, f 3
11, f 2

12, f13, f21, f22, f23

9 34 27 (x −∞)3, f 3
11, f 3

12, f 2
13, f21, f22, f23

10 39 31 (x −∞)3, f 3
11, f 2

12, f 2
13, f21, f22, f23, f31

11 46 35 (x −∞)3, f 3
11, f 3

12, f 3
13, f21, f22, f23, f31

12 51 39 (x −∞)3, f 3
11, f 3

12, f 2
13, f21, f22, f23, f31, f32

13 60 43 (x −∞)3, f 3
11, f 2

12, f 2
13, f21, f22, f23, f31, f32, f33

14 66 47 (x −∞)3, f 2
11, f 2

12, f 2
13, f21, f22, f23, f31, f32, f33, f34

15 75 51 (x −∞)2, f 2
11, f 2

12, f 2
13, f21, f22, f23, f31, f32, f33, f34, f35

16 81 55 (x −∞)3, f 3
11, f 2

12, f 2
13, f21, f22, f23, f31, f32, f33, f34, f35

17 94 59 (x −∞)3, f 3
11, f 3

12, f 3
13, f21, f22, f23, f31, f32, f33, f34, f35

18 102 63 (x −∞)3, f 3
11, f 3

12, f 2
13, f21, f22, f23, f31, f32, f33, f34, f35, f36

compares our formula and the formula given in [12, 13].

Example 4.2.2 In this example, we give an explicit formula for 6-term polynomial multi-

plication over F3. Let A(x) =
∑5

i=0 aixi and B(x) =
∑5

i=0 bixi be polynomials over F3. Let

C(x) =
∑10

i=0 cixi ∈ F3[x] be the polynomial defined by C(x) = A(x)B(x). We obtain the fol-

lowing explicit formula consisting of 15 multiplications. We first define the multiplications mi

for 1 ≤ i ≤ 15 and then we give the formula for obtaining the coefficients of the polynomial

C(x) using these multiplications.

m1 = (a0 + a1 + a2 + a3 + a4 + a5)(b0 + b1 + b2 + b3 + b4 + b5),

m2 = (a0 + a1)(b0 + b1),

m3 = a0b0,

m4 = a1b1,

m5 = (a1 − a3 − a5 + a2)(b1 − b3 − b5 + b2),

m6 = (a0 − a2 − a4 + a1 − a5)(b0 − b2 − b4 + b1 − b5),
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m7 = (a0 − a2 + a4 + a1 − a3 + a5)(b0 − b2 + b4 + b1 − b3 + b5),

m8 = (a0 − a2 + a4)(b0 − b2 + b4),

m9 = (a1 − a3 + a5)(b1 − b3 + b5),

m10 = (a0 − a1 + a2 − a3 + a4 − a5)(b0 − b1 + b2 − b3 + b4 − b5),

m11 = (a0 + a2 − a4 − a3)(b0 + b2 − b4 − b3),

m12 = (a0 − a4 + a3 + a1 − a5)(b0 − b4 + b3 + b1 − b5),

m13 = (a0 + a2 − a4 + a3)(b0 + b2 − b4 + b3),

m14 = (a1 − a3 − a5 − a2)(b1 − b3 − b5 − b2),

m15 = a5b5,

c0 = m3,

c1 = (m2 − m3 − m4),

c2 = −m15 + m6 − m13 − m12 + m11 − m14 − m8 + m9 − m10 − m1,

c3 = m13 + m5 + m10 − m11 − m14 − m1 − m7 + m8 + m9,

c4 = m13 − m5 + m6 − m10 + m14 − m12 + m8 − m9 − m1,

c5 = −m1 + m10 − m6 − m5 + m7 − m8 − m9 − m12 − m11,

c6 = −m6 + m13 − m1 + m12 − m11 + m14 − m8 + m9 − m10,

c7 = −m13 − m5 + m10 + m11 + m14 − m1 − m7 + m8 + m9,

c8 = −m3 − m6 − m13 + m5 − m1 − m10 + m12 − m14 + m8 − m9,

c9 = −m1 − m2 + m3 + m4 + m5 + m6 + m7 − m8 − m9 + m10 + m11 + m12,

c10 = m15.

We will show that multiplication in F36·97 can be done with 15 multiplications in F397 . Let us

construct,

F397 � F3[x]/(x97 + x16 + 2),

F36·97 � F397[y]/(y6 + y − 1).

Let α, β, γ ∈ F36·97 such that α =

5∑
i=0

aiyi, β =

5∑
i=0

biyi and γ = α · β =

5∑
i=0

ciyi. Then the

coefficients of γ can be found as follows: First compute the coefficients of

 5∑
i=0

aiyi


 5∑

i=0

biyi


and then reduce it modulo y6 + y − 1. Therefore, using the formula given above we get

c0 = −m15 − m1 + m10 − m6 − m5 + m7 − m8 − m9 − m12 − m11,

c1 = m15 + m2 − m3 − m4 + m5 − m7 − m8 + m10 − m11 + m12 + m13 + m14,
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c2 = −m3 + m5 + m4 − m6 − m1 − m2 − m8 + m9 − m13,

c3 = −m3 − m5 + m7 − m1 − m8 − m9 − m13 − m15,

c4 = m6 + m13 − m12 − m11 − m8 − m10 − m5 − m7 + m2 − m3 − m4,

c5 = m14 − m8 + m9 − m10 − m6 + m13 − m1 + m3 − m11 + m12.

Now, we give the multiplication formula for F36·97 given in [13]. F36·97 is constructed in [12,

13] using tower field representation, i.e.

F397 � F3[x]/(x97 + x16 + 2),

F32·97 � F397[y]/(y2 + 1),

F36·97 � F32·97[z]/(z3 − z − 1).

Let α, β ∈ F36·97 be give as:

α = a0 + a1s + a2r + a3rs + a4r2 + a5r2s,

β = b0 + b1s + b2r + b3rs + b4r2 + b5r2s,

where a0, . . . , a5, b0, . . . , b5 ∈ F397 , s ∈ F32·97 and r ∈ F36·97 are roots of y2 + 1 and z3 − z − 1,

respectively. Let γ = αβ be

γ = c0 + c1s + c2r + c3rs + c4r2 + c5r2s.

The coefficients c0, ..., c5 ∈ F397 of the product can be computed as follows:

m0 = (a0 + a2 + a4)(b0 + b2 + b4),

m1 = (a0 + a1 + a2 + a3 + a4 + a5)(b0 + b1 + b2 + b3 + b4 + b5),

m2 = (a1 + a3 + a5)(b1 + b3 + b5),

m3 = (a0 + sa2 − a4)(b0 + sb2 − b4),

m4 = (a0 + a1 + sa2 + sa3 − a4 − a5)(b0 + b1 + sb2 + sb3 − b4 − b5),

m5 = (a1 + sa3 − a5)(b1 + sb3 − b5),

m6 = (a0 − a2 + a4)(b0 − b2 + b4),

m7 = (a0 + a1 − a2 − a3 + a4 + a5)(b0 + b1 − b2 − b3 + b4 + b5),

m8 = (a1 − a3 + a5)(b1 − b3 + b5),

m9 = (a0 − sa2 − a4)(b0 − sb2 − b4),

m10 = (a0 + a1 − sa2 − sa3 − a4 − a5)(b0 + b1 − sb2 − sb3 − b4 − b5),

m11 = (a1 − sa3 − a5)(b1 − sb3 − b5),
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m12 = a4b4,

m13 = (a4 + a5)(b4 + b5),

m14 = a5b5,

c0 = −m0 + m2 + (s + 1)m3 − (s + 1)m5 − (s − 1)m9 + (s − 1)m11 − m12 + m14,

c1 = m0 − m1 + m2 − (s + 1)m3 + (s + 1)m4 − (s + 1)m5 + (s − 1)m9−,

(s − 1)m10 + (s − 1)m11 − m12 − m13 + m14,

c2 = −m0 + m2 + m6 − m8 + m12 − m14,

c3 = m0 − m1 + m2 − m6 + m7 − m8 − m12 + m13 − m14,

c4 = m0 − m2 − m3 + m5 + m6 − m8 − m9 + m11 + m12 − m14,

c5 = m0 + m1 − m2 + m3 − m4 + m5 − m6 + m7 − m8 + m9 − m10 + m11 − m12 + m13 − m14.

Therefore, the formula in [12, 13] contains multiplication by ∓s,∓(s + 1) and ∓(s− 1), where

s ∈ F32·97 is a root of y2+1. For both our proposed formula and the formula in [13], the number

of multiplications is 15. The number of additions for our proposed formula is 137. Note that

there are multiplications of form (s ∓ 1)mi in the formula in [13]. Here s < F3. In calculation

of the number of additions, if we disregard the multiplication by s for the formula in [13], and

if we consider the cost of each multiplication of the form (s ∓ 1)mi for the formula in [13] as

1 addition only, then the number of additions for the formula in [13] is still 138. Moreover, in

our formula the only nonzero coefficients are ∓1 and we do not need to introduce intermediate

field extensions like F32·97 containing s < F3. Therefore it seems that our construction would

be preferable to the construction in [12, 13].
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CHAPTER 5

ON MULTIPLICATION IN FINITE FIELDS

Let Fq be a finite field and n > 1 be an integer. Let F⊥qn be dual of Fqn as a vector space over

Fq. Then the rank R(Fqn/Fq) over Fq is defined to be

min

` ∈ N
∣∣∣∣∣ ∃ui, vi ∈ F⊥qn ,wi ∈ Fqn such that ∀a, b ∈ Fqn , ab =

∑̀
i=1

ui(a)vi(b)wi

 .
R(Fqn/Fq) is also denoted by µq(n) and it is called the bilinear complexity of multiplication in

Fqn over Fq. It corresponds to the minimum number of Fq multiplications in order to multiply

two arbitrary elements of Fqn . In this chapter, we present a method for multiplication in

finite fields improving µq(n) for certain values of q and n. We use local expansions, the

lengths of which are further parameters that can be used to optimize the bounds on the bilinear

complexity, instead of evaluation into residue class field. Basic principle is still based on the

method of D. V. Chudnovsky and G. V. Chudnovsky. The main idea can be summarized as

follows: We use algebraic function fields of one variable with places of arbitrary degrees and

moreover we use some places not only once but also many times. Here, many times refers to

using first ui > 1 coefficients instead of the first (ui = 1) coefficient in the local expansion of a

place Pi (see the map ϕ below). We obtain improved bounds for multiplication in Fqn , where

2 ≤ n ≤ 18 and q = 2, 3, 4 by searching to optimize the algorithm of D. V. Chudnovsky and

G. V. Chudnovsky and by using the complexity notion introduce in 5.1.1.

The rest of chapter is organized as follows: We introduce complexity notions and a brief

review of algebraic function fields in the next section. The proposed method is presented

in Section 3. In Section 4, we obtain upper bounds for the bilinear complexity µq(n) of

multiplication for 2 ≤ n ≤ 18 and q = 2, 3, 4. Using the method of Section 3, we obtain some

improvements. In Section 5, we give an example of computing multiplicative complexity of

finite fields with large elements used in cryptography. Our proposed method gives explicit
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formulae easily. We illustrate how to obtain explicit formulae reaching the upper bounds of

Section 3 with an example in Section 6.

5.1 PRELIMINARIES

5.1.1 SOME COMPLEXITY NOTIONS

Let µq(n) represent the bilinear complexity of multiplication in Fqn over Fq. It corresponds

to the minimum number of Fq multiplications in order to multiply two arbitrary elements

of Fqn . There is a related but different complexity notion. Let Mq(n) denote the number of

multiplications needed in Fq in order to multiply two arbitrary n-term polynomials in Fq[x]

(cf. [22], [4], [7], [9] [11], [9], [10]). Here, a polynomial is called an n-term polynomial in

Fq[x] if it is of the form

a0 + a1x + · · · + an−1xn−1, ai ∈ Fq.

As reduction modulo an irreducible polynomial in Fq[x] can be performed without multipli-

cations in Fq, we have

µq(n) ≤ Mq(n). (5.1)

However µq(n) and Mq(n) are not necessarily equal in general. Using a polynomial basis

{1, ξ, ξ2 , . . . , ξn−1, . . . , ξ2n−2} for Fq2n−1 over Fq, it is easy to show that

Mq(n) ≤ µq(2n − 1).

We will need another complexity notion in this chapter. For a positive integer `, let M̂q(`)

denote the minimum number of multiplications needed in Fq in order to obtain the first `

coefficients of the product of two arbitrary `-term polynomials in Fq[x]. It is not difficult to

obtain useful upper bounds on M̂q(`) for certain values `. For example we have M̂q(2) ≤ 3,

M̂q(3) ≤ 5, M̂q(4) ≤ 8 and M̂q(5) ≤ 11 for any prime power q (cf. [22, Proposition 1]).

5.1.2 BRIEF REVIEW OF ALGEBRAIC FUNCTION FIELDS

We start with the basics of the algebraic function fields. The details in this subsection can be

found in [29].
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An algebraic function field F/Fq of one variable over Fq is an extension field F ⊇ Fq such

that F is a finite extension of Fq(x) for some element x ∈ F which is transcendental over Fq.A

valuation ring of the function field F/Fq is a ring O ⊆ F with the properties KFq ⊂ O ⊂ F and

for any z ∈ F, either z ∈ O or z−1 ∈ O. A place of P of the function field F/Fq is the maximal

ideal of some valuation ring O of F/Fq. We will denote the set of all places of F/Fq as PF . If

O is a valuation ring of F/Fq and P is its maximal ideal, then O is uniquely determined by P.

Hence we denote O by OP.

FP := OP/P is called the residue class field of P. The map x → x(P) from F to FP ∪ {∞} is

called the residue class map with respect to P. Degree of P is [FP : Fq] := degP.

The free abelian group which is generated by the places of F/Fq is denoted byDF , called the

divisor group of F/Fq. A divisor is a formal sum D =
∑

P∈PF nPP with nP ∈ Z, with almost

all nP = 0. The support of D is defined by suppD := {P ∈ PF |nP , 0}. A divisor of the form

D = P with P ∈ PF is called a prime divisor. Two divisor D =
∑

nPP and D′ =
∑

n′PP are

added coefficientwise. For Q ∈ PF and D =
∑

nPP ∈ DF we define vQ(D) = nQ. A partial

ordering onDF is defined by

D1 ≤ D2 ⇐⇒ vP(D1) ≤ vP(D2)

for any P ∈ PF . A divisor D ≥ 0 is called positive. The degree of a divisor is defined by

deg D :=
∑

P∈PF

vP(D).degP

and deg : D → Z is a group homomorphism.

Let 0 , x ∈ F and Z (respectively N) be the set of zeros (poles) of x in PF . Then we define

(x)0 :=
∑

P∈Z vP(x)P, called the zero divisor of x, and (x)∞ :=
∑

P∈N(−vP(x))P, called the pole

divisor of x, and (x) := (x)0 − (x)∞, the principal divisor of x.

The set PF := {(x)|0 , x ∈ F} is defined as the group of principal divisors of F/Fq. The factor

group

C := DF/PF

is called the divisor class group. The divisor class of D, denoted by [D], is the corresponding

element in the factor group CF . For D1,D2 ∈ DF , we denote D1 ∼ D2 if [D1] = [D2].

For a divisor A ∈ DF we set

L(A) := {x ∈ F|(x) ≥ −A} ∪ {∞}.
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L(A) is a vector space over Fq. If A′ is a divisor equivalent to A then L(A) � L(A′). For

A ∈ DF , the integer defined by dim A := dimL(A) is called the dimension of the divisor A.

The genus of F/Fq is defined by

g := max{deg A − dim A + 1|A ∈ DF}.

For A ∈ DF ,

i(A) := dim A − deg A + g − 1

is called the index of speciality of A. Any divisor A ∈ DF is called non-special if i(A) = 0;

otherwise A is called special.

5.2 THE METHOD

Let F/Fq be an algebraic function field with full constant field Fq. Let P1, . . . , PN be distinct

places of F of arbitrary degrees. Assume that Q is a place of degree n. LetOQ be the valuation

ring of the place Q. Note that the residue field OQ/Q is isomorphic to Fqn . Let D be a divisor

such that suppD ∩ {Q, P1, P2, . . . , PN} = ∅. Let L(D) be the Riemann-Roch space of D.

Assume also that the evaluation map EvQ from L(D) to the residue field OQ/Q is onto. For

1 ≤ i ≤ N, let ti be a local parameter at Pi. For f ∈ L(2D), let

f = αi,0 + αi,1ti + αi,2t2
i + · · ·

be the local expansion at Pi with respect to ti, where αi,0, αi,1, . . . ∈ Fqdeg(Pi) . Let ui be a positive

integer and consider the Fq-linear map

ϕi : L(2D) →
(
Fqdeg(Pi)

)ui

f →
(
αi,0, αi,1, . . . , αi,ui−1

)
.

Let ϕ be the Fq-linear map given by

ϕ : L(2D) →
(
Fqdeg(P1)

)u1
×

(
Fqdeg(P2)

)u2
× · · · ×

(
Fqdeg(PN )

)uN

f → (ϕ1( f ), ϕ2( f ), . . . , ϕN( f )) .
(5.2)

Finally we assume that the map ϕ is injective.

Theorem 5.2.1 Under the notation and assumptions as above we have

µq(n) ≤
N∑

i=1

µq(deg(Pi))M̂qdeg(Pi)(ui). (5.3)
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Proof. Let {h` : 1 ≤ ` ≤ n} be a fixed basis of L(D) over Fq. Moreover we choose

and fix h′1, . . . , h
′
m such that {h` : 1 ≤ ` ≤ n} ∪ {h′k : 1 ≤ k ≤ m} is a basis of L(2D).

We consider EvQ(h1), . . . ,EvQ(hn),EvQ(h′m), . . . ,EvQ(h′m) ∈ OQ/Q � Fqn as constants since

h1, . . . , hn, h′1, . . . , h
′
m are fixed. Similarly, we consider ϕ(h1), . . . , ϕ(hn), ϕ(h′1), . . . , ϕ(h′m) ∈(

Fqdeg(P1)

)u1
× · · · ×

(
Fqdeg(PN )

)uN as constants. For f ∈ L(2D), there is no cost for bilinear

complexity in obtaining ϕ( f ). Indeed, as

f =

n∑
`=1

c`h` +

m∑
k=1

dkh′k

with c1 . . . , cn, d1, . . . , dm ∈ Fq, we obtain ϕ( f ) using only multiplications with constants

ϕ(h1), . . . , ϕ(hn), ϕ(h′1), . . . , ϕ(h′m) and additions as in

ϕ( f ) = c1ϕ(h1) + . . . + cnϕ(hn) + d1ϕ(h′1) + . . . dmϕ(h′m).

Similarly for f ∈ L(2D), there is no cost for bilinear complexity in obtaining EvQ( f ). Note

that the evaluation map from L(2D) to EvQ( f ) is surjective but not necessarily injective.

We identify L(D) with OQ/Q � Fqn without any cost on bilinear complexity. For given

α, β ∈ Fqn � OQ/Q, let f1, f2 be corresponding functions in L(D). We obtain the coefficients

a1, . . . , an, b1, . . . , bm such that

f1 = a1h1 + . . . + anhn, f2 = b1h1 + . . . + bnhn (5.4)

without any cost in bilinear complexity.

Note that f1 f2 ∈ L(2D). The only cost on bilinear complexity stems from obtaining the

coefficients c1, . . . , cn, d1, . . . , dm ∈ Fq, where

f1 f2 =

n∑
`=1

c`h` +

m∑
k=1

dkh′k

using the coefficients a1, . . . , an, b1, . . . , bn given in (5.4). Indeed the product αβ ∈ Fqn is

obtained using EvQ( f1 f2) without any extra cost in bilinear complexity provided that the co-

efficients c1, . . . , cn, . . . , dm ∈ Fq are known.

Using our arguments above, we obtain the coefficients c1, . . . , cn, d1, . . . , dm ∈ Fq from

ϕ( f1 f2) = (ϕ1( f1 f2), ϕ2( f1 f2), . . . , ϕN( f1 f2)).

We will complete the proof by showing that the cost of obtaining ϕi( f1 f2) using the coeffi-

cients a1, . . . , an, b1, . . . , bn is at most

µq(deg(Pi))M̂qdeg(Pi)(ui)
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for each 1 ≤ i ≤ N.

Let 1 ≤ i ≤ N be an integer and

ϕi( f1) = (αi,0, αi,1, . . . , αi,ui−1), ϕi( f2) = (βi,0, βi,1, . . . , βi,ui−1).

Note that the coordinates αi,0, . . . , αi,ui−1, βi,0, . . . , βi,ui−1 ∈ Fqdeg(Pi) and they are obtained using

the coefficients a1, . . . , an, b1, . . . , bn and the constants ϕi(h1), . . . , ϕi(hn) without any cost.

For a transcendental x over Fqdeg(Pi) , we consider the polynomial ring Fqdeg(Pi)[x]. Let p(i)
1 (x), p(i)

2 (x) ∈

Fqdeg(Pi)[x] be polynomials given by

p(i)
1 (x) = αi,0 + αi,1x + . . . + αi,ui−1xui−1,

p(i)
2 (x) = βi,0 + βi,1x + . . . + βi,ui−1xui−1.

Let p(i)(x) = p(i)
1 (x)p(i)

2 (x) and γi
0, γ

i
1, . . . , γ

i
ui−1 ∈ Fqdeg(Pi) be the first ui terms of p(x). Namely,

let γi
0, γ

i
1, . . . , γ

i
ui−1 ∈ Fqdeg(Pi) such that

p(i)(x) ≡ γi
0 + γi

1x + . . . + γi
ui−1xui−1 mod xui ∈ Fqdeg(Pi)[x].

It is clear that

ϕi( f1 f2) = (γi
0, γ

i
1, . . . γ

i
ui−1).

The cost of obtaining the first ui terms γi
0, γ

i
1, . . . γ

i
ui−1 of the polynomial p(i)(x) using the

polynomials p(i)
1 (x), p(i)

2 (x) is at most

µq(deg(Pi))M̂qdeg(Pi)(ui).

This completes the proof �

Using Theorem 5.2.1 we obtain explicit algorithms for multiplications in Fqn . The conditions

of the following theorem guarantee that the assumptions of Theorem 5.2.1 are satisfied.

Theorem 5.2.2 Let F/Fq be an algebraic function field with full constant field Fq. Let g be the

genus of F. Let P1, P2, . . . , PN be distinct places of arbitrary degrees of F. Let u1, u2, . . . , uN

be arbitrary positive integers. Assume that

(1) there exists a non-special divisor of degree g − 1,

(2) there exists a place of degree n,
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(3)
∑N

i=1 deg(Pi)ui > 2n + 2g − 2.

Then we have

µq(n) ≤
N∑

i=1

µq(deg(Pi))M̂qdeg(Pi)(ui).

Proof. Let G be a special divisor of degree g − 1. Let Q be a place of degree n. Let D1 be the

effective divisor given by D1 = G + Q. As D1 ≥ G, we have that D1 is non-special again (cf.

Remark I.6.9, item (f) [29]). Hence

dimL(D1) = deg(D) + 1 − g = (n + g − 1) + 1 − g = n.

Using Strong Approximation Theorem (cf. Theorem I.6.4 [29]) we obtain a divisor D of F

such that

D ∼ D1 and suppD ∩ {Q, P1, P2, · · · , PN} = ∅.

Hence D is non-special (cf. Remark 1.6.9, item (c)) and the map EvQ fromL(D) to the residue

field OQ/Q is onto. Let ϕ be the Fq-linear map from L(2D) to
(
Fqdeg(P1)

)u1
×

(
Fqdeg(P2)

)u2
× · · · ×(

Fqdeg(PN )

)uN given by (5.2). It remains to prove that ϕ is injective.

Assume the contrary. Then there exists a nonzero f ∈ L(2D) such that

vP1( f ) ≥ u1, vP2( f ) ≥ u2, . . . , vPN ( f ) ≥ uN .

This implies that

f ∈ L(2D − u1P1 − u2P2 − · · · − uN PN). (5.5)

Note that

deg(2D) = 2degD = 2(n + g − 1). (5.6)

Using (5.5) and (5.6), as f is nonzero, we obtain that 2(n + g − 1) ≥
∑N

i=1 uiPi which gives a

contradiction to the hypothesis. �

Remark 5.2.3 Under the notation and assumptions of Theorem 5.2.2, consider the subcase

that N = N1 + N2, Pi is a degree 1 place for 1 ≤ i ≤ N1 and Pi is a degree 2 place for

N1 + 1 ≤ i ≤ N1 + N2. Moreover let ui = 1 for 1 ≤ i ≤ N1 + N2. Note that µq(1) = 1, µq(2) = 3
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(cf. [11]), and M̂qdeg(Pi)(1) = 1 for any deg(Pi). Therefore the condition (3) of Theorem 5.2.2

becomes

N1 + 2N2 > 2n + 2g − 2,

and the bound of Theorem 5.2.2 on µq(n) becomes

µq(n) ≤ N1 + 3N2.

These coincide with the corresponding result of Ballet and Rolland in [18].

Remark 5.2.4 By Theorem 5.2.2, in order to obtain better upper bounds on µq(n), we need

algebraic function fields with full constant field Fq, with small genus g, and with enough

number of rational places of suitable degrees. It is well known that finding algebraic function

fields over Fq with fixed small genus g and many rational places is not easy (cf.[25, Chapter

4]). In Theorem 5.2.2, as deg(Pi) and ui are further parameters to be chosen, the condition

(3) is weaker than the corresponding condition in [18, Theorem 2.2].

Using u = 2 for degree 1 places and u = 1 for degree 2 places in Theorem 5.2.2, we obtain

the following corollary.

Corollary 5.2.5 Let F/Fq be an algebraic function field with full constant field Fq. Let g be

the genus of F. Assume there exist at least N1 degree 1 and at least N2 degree 2 places of F.

If

(1) there exists a non-special divisor of degree g − 1,

(2) there exists a place of degree n,

(3) 2N1 + 2N2 > 2n + 2g − 2,

then we have

µq(n) ≤ 3n +
3g
2

Proof. We use N1 degree 1 places with u = 2 and N2 degree 2 places with u = 1. Since we

have 2N1 + 2N2 > 2n + 2g − 2, then ϕ is injective with rank 2n + g − 1. Therefore we can
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choose N′1 degree 1 places from degree 1 places and N′2 degree 2 places from degree 2 places

such that 2n + g − 1 ≤ 2N′1 + 2N′2 ≤ 2n + g. Then we get

µq(n) ≤ 3N′1 + 3N′2 ≤ 3(n +
g
2

) = 3n +
3g
2
.

�

We compare Corollary 5.2.5 with the corresponding results in [18]. The bound of Corollary

5.2.5 is at least as good as the bounds of [18, Theorem 2.2] and [19, Theorem 2.1]. The

condition (3) of Corollary 5.2.2 is weaker as the corresponding condition of [18] and [19] is

N1 + 2N2 > 2n + 2g − 2. The other conditions of Corollary 5.2.5 are the same as the ones

in [18]. Therefore Corollary 5.2.5 gives improved bounds on µq(n) compared to the ones in

[18].

For some explicit algebraic function fields, the map ϕ in (5.2) becomes injective for suitable

choices of the places P1, . . . , PN and the divisor D, even
∑N

i=1 deg(Pi)ui = 2n + g − 1 holds.

We state such a result in the following theorem.

Theorem 5.2.6 Let F/Fq be an algebraic function field with full constant field Fq. Let g be

genus of F. Let P1, . . . , PN be distinct places of arbitrary degrees of F. Let u1, u2, . . . , uN be

arbitrary integers. Assume that

(1) there exists a place of degree n,

(2)
∑N

i=1 deg(Pi)ui = 2n + g − 1,

(3) there exists a non-special divisor D of degree n + g − 1.

Let ϕ be the Fq-linear map from L(2D) to
(
Fqdeg(P1)

)u1
× · · · ×

(
Fqdeg(PN )

)uN given in (5.2). If ϕ

is injective then

µq(n) ≤
N∑

i=1

µq(deg(Pi))M̂qdeg(Pi)(ui).

Proof. As D is non-special, dim(L(D)) = degD + 1 − g = n. Moreover supp(D) ∪ {Q} = ∅

and hence the evaluation map EvQ from L(D) to OQ/Q is bijective. Note that supp(D) ∪

{P1, . . . , PN} = ∅ as well. The result follows from Theorem 5.2.1. �
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Remark 5.2.7 In Theorem 5.2.6 it is enough to assume that D is a non-special divisor of

degree n + g − 1. Using Strong Approximation Theorem (cf. Theorem I.6.4 [29]), we can

always obtain D′ from such D with D′ ∼ D and suppD′ ∪ {Q, P1, P2, . . . , PN}.

Remark 5.2.8 The same bound of Theorem 5.2.6 was given in [19] under certain conditions

on q and n only for degree 1 and degree 2 places with u = 1. The condition on q and n in

[19] seems to come from choice of non-special divisor D with extra conditions. In our case the

extra conditions refers to the injectivity of the map ϕ even when
∑N

i=1 deg(Pi)ui = 2n+g−1. We

give explicit examples of algebraic function fields satisfying this criteria in our improvements.

The following example shows that Theorem 5.2.6 gives an improved bound for F39 .

Example 5.2.9 Let q = 3 and n = 9. Using the results in the literature, to the best of our

knowledge, the best upper bound is µ3(9) ≤ 27, which can be derived by two alternative

methods as follows. Using [22], [7] and [9], we obtain the upper bounds on M3(9) as 36,

34 and 27, respectively. Hence by [22] and (5.1) we get µ3(9) ≤ 27. For the method in [18],

we have considered all algebraic function fields of genus 0 and 1. Let E be elliptic curve

y2 = x3 + x + 2 over F3. It has 4 degree 1 places, 6 degree 2 places and 8 degree three places.

As 4 + 2 · 6 < 2 · 9 + 1 − 1, the method of [18] cannot be applied directly. Using 3 degree 1

places, 6 degree 2 places, and 1 degree three places, all with u = 1 as in [18], we obtain that

µ3(9) ≤ 3·1+6·3+6·1 = 27. Now we improve this to µ3(9) ≤ 26 using Theorem 5.2.6 together

with u = 2 for some places. We take 2 degree 1 places with u = 2, 2 degree 1 places with

u = 1, and 6 degree 2 places with u = 1. Therefore we obtain that µ3(9) ≤ 2·3+2·1+6·3 = 26.

We find an explicit formula of such an algorithm via Theorem 5.2.6, which can be found in

Appendix A. The description and details of finding explicit formula for µ3(9) ≤ 26 are given

in Section 5.5.

5.3 MULTIPLICATION IN FINITE FIELDS Fqn FOR 2 ≤ n ≤ 18 and q =

2, 3, 4

In this section, for 2 ≤ n ≤ 18 and q = 2, 3, 4, we obtain the best known (upper) bounds on

µq(n) using the various methods in the literature and our proposed method in this chapter. In
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particular, we indicate some improvements obtained using our proposed method on certain

values of µq(n).

To the best of our knowledge, for this range of values of q and n, the best known (upper)

bounds on µq(n) in the literature is obtained using the following methods:

(i) The methods based on the idea of D.V. Chudnovsky and G.V. Chudnovsky [23], which are

presented in the [16], [17], [18], [19].

(ii) The observation in (5.1) together with results presented in [9], [7], [4], [22], [21].

(iii) A well known method when n is a composite number which is as follows: Let k, ` ≥ 2

be positive integers with n = k · `. As Fq` is a subfield of Fqn , it immediately follows

from the definitions of µq(n), µq`(k) and µq(`) that

µq(n) ≤ µq`(k) · µq(`). (5.7)

5.3.1 MULTIPLICATION IN F2n

Using [11], [9], [7], [4] and [21], we get µ2(2) = 3, µ2(3) = 6, µ2(4) ≤ 9, µ2(5) ≤ 13,

µ2(7) ≤ 22, µ2(9) ≤ 30, µ2(11) ≤ 39, µ2(13) ≤ 48 and µ2(17) ≤ 68.

For n = 6, 8, 10, 12, 14, 16, 18, using (5.7) with ` = 2 we obtain

µ2(n) ≤ µ22(n/2) · µ2(2) = 3µ4(n/2).

The bounds µ4(n/2) for n = 6, 8, 10, 12, 14, 16, 18 are in Table 1. Then we get µ2(6) ≤ 15,

µ2(8) ≤ 24, µ2(10) ≤ 33, µ2(12) ≤ 42, µ2(14) ≤ 51, µ2(16) ≤ 60, and µ2(18) ≤ 69.

For n = 15, using (5.7) with ` = 3 we obtain

µ2(15) ≤ µ23(5) · µ2(3) = 6µ8(5) = 54,

where we use µ8(5) = 9 (cf. [11]).

5.3.2 MULTIPLICATION IN F3n

Using [11], [7] and [22], we get µ3(2) = 3, µ3(3) = 6, µ3(4) ≤ 9, µ3(5) ≤ 12, µ3(6) ≤ 15 and

µ3(7) ≤ 19.
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For n = 8, 10, 12, 14, 16, using (5.7) with ` = 2 we obtain

µ3(n) ≤ µ32(n/2) · µ3(2) = 3µ9(n/2).

Recall that µ9(4) = 7, µ9(5) = 9 and µ9(6) = 12, (cf. [11]). The methods in [4] and [22] give

µ9(7) ≤ 15, µ9(8) ≤ 18. Then we obtain µ3(8) ≤ 21, µ3(10) ≤ 27, µ3(12) ≤ 36, µ3(14) ≤ 45

and µ3(16) ≤ 54.

For the cases n = 9, 11, 13, 15, 17, 18, we improve the best known bounds given in [22] and

[7], by using the method given in this chapter. Throughout this chapter we use the notation of

Magma [20] for presenting the places and the divisor of algebraic function fields. It is easy to

verify that our choices of the places and the divisor imply that the map ϕ in (5.2) is injective

using Magma as in Section 6.

In Example 5.2.9, it is explained how to obtain µ3(9) ≤ 26.

When we use the same curve given in Example 5.2.9, we obtain the improved bounds. Note

that the places of this elliptic curve are given in Section 6.

In order to show that µ2(11) ≤ 34 it is enough to take 2 degree 1 places with u = 2, 2 degree

1 places with u = 3 and 6 degree 2 places with u = 1 with the choice of

D = (x11 + 2x9 + x7 + x6 + x4 + x3 + 2x2 + x + 1, y + x10 + 2x7 + 2x5 + 2x4 + 2x3 + x + 2)

In order to obtain µ2(13) ≤ 42, we use 4 degree 1 places with u = 2, 6 degree 2 places with

u = 1 and 2 degree three places with u = 1 with the choice of D = (x13 + 2x12 + x11 + 2x10 +

x9 + x8 + x7 + 2x4 + 2x3 + 1, y + x12 + x11 + 2x10 + 2x9 + x7 + x5 + 2x4 + 2x3)

On the other hand, taking 4 degree 1 places with u = 3, 6 degree 2 places with u = 1 and 2

degree three places with u = 1 gives µ3(15) ≤ 50 where D can be selected as (x15 + 2x13 +

2x12 + 2x11 + x10 + x8 + x5 + 2x + 2, y + 2x13 + x12 + x11 + 2x10 + x9 + 2x5 + x4 + x3 + 2x2 + 2x).

When we choose D = (x17 + 2x16 + 2x15 + x13 + x10 + 2x9 + x8 + x7 + 2x6 + 2x5 + 2x2 + x +

1, y + 2x15 + x14 + 2x13 + x12 + x11 + x10 + x9 + x2 + 2), another improved bound µ3(17) ≤ 58

is obtained by using 2 degree 1 places with u = 2, 2 degree 1 places with u = 3, 6 degree 2

places with u = 1 and 4 degree three places with u = 1.

Finally, µ3(18) ≤ 62 is obtained by taking 3 degree 1 places with u = 2, 1 degree 1 places with

u = 3, 6 degree 2 places with u = 1 and 5 degree three places with u = 1 where one can use
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D = (x18+2x17+2x16+x15+x11+2x10+x4+2x+2, y+2x17+x14+x13+2x12+2x8+x6+2x5+x4).

5.3.3 MULTIPLICATION IN F4n

Using the methods in [11], [4] and [21], we obtain µ4(2) = 3, µ4(3) = 5, µ4(4) = 8, µ4(5) ≤ 11,

µ4(6) ≤ 14, µ4(7) ≤ 17, µ4(8) ≤ 20, µ4(9) ≤ 23 and µ4(10) ≤ 27.

For n = 12, 14, 16, using (5.7) with ` = 2 we obtain

µ4(n) ≤ µ42(n/2) · µ4(2) = 3µ16(n/2).

Recall that µ16(6) = 11, µ16(7) = 13, µ16(8) = 15 and µ16(9) = 17 (cf. [11]). Therefore we

obtain, µ4(12) ≤ 33, µ4(14) ≤ 39, µ4(16) ≤ 45 and µ4(18) ≤ 51.

In order to show that µ4(11) ≤ 30, µ4(13) ≤ 37 and µ4(17) ≤ 53 we use the proposed method

as follows. Let F4 = {0, 1,w,w + 1} where w is a root of x2 + x + 1 ∈ F2[x]. Let

E1 : y2 + wy = x3 + x2 + wx + 1,

E2 : y2 + w2xy + wy = x3 + wx + w2,

E3 : y2 + y = x3 + x2 + w2x + w

be elliptic curves over F4. E1 has 7 degree 1 places, 7 degree 2 places and 14 degree 3 places.

E2 has 6 degree 1 places, 9 degree 2 places and 16 degree 3 places. Finally, E3 has 5 degree

1 places, 10 degree 2 places and 20 degree 3 places.

The bound µ4(11) ≤ 30 can be obtained using the method described in this chapter by using

E1. When we use 1 degree 1 place with u = 2, 6 degree 1 places with u = 1 and 7 degree

2 places with u = 1, we get µ4(11) ≤ 30. Note that the same bound is also obtained by the

method of [18]. If we use E2 then we obtain µ4(11) ≤ 30 by using 6 degree one places and 8

degree 2 places.

The improved bound µ4(13) ≤ 37 can be obtained by using E2. Let the set {P1, . . . , P6,Q1, . . . ,Q9}

be places of degrees 1 and 2 of E2 where Pi’s are degree 1 places for 1 ≤ i ≤ 6 and Q j’s are
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degree 2 places for 1 ≤ j ≤ 9. Those are

P1 = ∞, P2 = (x, y + 1), P3 = (x, y + x + w2), P4 = (x + w2, y + w),

P5 = (x + 1, y), P6 = (x + 1, y + x), Q1 = (x + w),Q2 = (x2 + x + w2, y),

Q3 = (x2 + x + w2, y + w2x + w), Q4 = (x2 + w2x + 1, y + w),

Q5 = (x2 + w2x + 1, y + w2x), Q6 = (x2 + w2x + w2, y + x),

Q7 = (x2 + w2x + w2, y + wx + w), Q8 = (x2 + wx + w, y + x + w2),

Q9 = (x2 + wx + w, y + wx + 1).

When we use 2 degree 1 places, P1, P2, with u = 2, 4 degree 1 places, P3, . . . , P6 with u = 1

and 9 degree 2 places, Q1, . . . ,Q9 with u = 1, we obtain µ4(13) ≤ 37 where one can use

D = (x13 + w2x12 + x11 + x10 + wx9 + x8 + wx7 + wx4 + x2 + x + w, y + wx12 + x11 + w2x10 +

w2x9 + w2x8 + wx7 + w2x6 + wx5 + w2x4 + x3 + x2 + x + w2).

The bound µ4(17) ≤ 53 can be obtained by using two methods, the proposed method and

method introduced in [18]. When we use the elliptic curve E2 with 2 degree 1 places with

u = 2, 4 degree 1 places with u = 1 and 9 degree 2 places with u = 1, we get µ4(17) ≤ 53. On

the other hand, using E3 with 5 degree 1 places with u = 1, 10 degree 2 places with u = 1 and

3 degree 3 places with u = 1 gives the same bound.

We summarize the results of this section in Table 5.1. The symbol ∗ denotes an improvement

by using the proposed method compared to the best known values in the literature.

5.4 APPLICATION

Finite field multiplication is widely used in many areas such as cryptography and coding the-

ory. For example, in elliptic curve cryptography, finite fields with large number of elements

are used. Some of the suitable finite fields are proposed by NIST (National Institute of Stan-

dards and Technology) [24]. In that list it is suggested to use the fields with 2163, 2233, 2283,

2409 and 2571 elements. Now we will compute the multiplicative complexity for multiplica-

tion in F2163 using the proposed method. The most suitable elliptic curve for our method over

F2 (up to isomorphism) is y2 + y = x3 + x + 1 which has 1 degree 1 places, 2 degree 2 places,

4 degree 3 places, 5 degree 4 places, 8 degree 5 places, 8 degree 6 places, 16 degree 7 places

and 25 degree 8 places. We take 1 degree 1 places with u = 5, 2 degree 2 places with u = 2,

4 degree 3 places with u = 1, 5 degree 4 places with u = 1, 8 degree 5 places with u = 1, 8

51



Table 5.1: Bounds for µq(n) for 2 ≤ n ≤ 18 and q = 2, 3, 4

n µ2(n) µ3(n) µ4(n)

2 3 3 3

3 6 6 6

4 9 9 8

5 13 12 11

6 15 15 14

7 22 19 17

8 24 21 20

9 30 26* 23

10 33 27 27

11 39 34* 30

12 42 36 33

13 48 42* 37*

14 51 45 39

15 54 50* 45

16 60 54 45

17 67 58* 53

18 69 62* 51

degree 6 places with u = 1, 15 degree 7 places with u = 1 and 11 degree 8 places with u = 1.

Therefore we obtain

µ2(163) ≤ 11 + 2 · 9 + 4 · 6 + 5 · 9 + 8 · 13 + 8 · 15 + 15 · 22 + 11 · 24 = 916,

where we use Table 5.1 and M̂2(5) ≤ 11, M̂4(2) ≤ 3 [21]. On the other hand, the best we can

expect from Karatsuba algorithm (together with (5.1)) is µ2(163) ≤ N, where N is an integer

with N > 2187, since it is given in [9] that M2(128) ≤ 2187.

The finite field F397 is used in pairing based cryptography [22], [26]. In order to compute

µ3(97) by using the proposed method, it would be better to use the elliptic curve y2 = x3 +

x2 + 2x + 1 which has 3 degree 1 places, 6 degree 2 places, 11 degree 3 places, 15 degree 4

places and 42 degree 5 places. When we use 3 degree 1 places with u = 3, 6 degree 2 places

with u = 1, 11 degree 3 places with u = 1, 15 degree 4 places with u = 1 and 16 degree 5

places with u = 1, we obtain

µ3(97) ≤ 3 · 5 + 6 · 3 + 11 · 6 + 15 · 9 + 16 · 12 = 426
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where we use Table 5.1 and M̂3(3) ≤ 5 [22] . Note that Karatsuba algorithm (together with

(5.1)) gives µ3(97) ≤ 1554 [9].

5.5 EXPLICIT FORMULA FOR MULTIPLICATION IN F39

In this section, we will give the details of obtaining an explicit formula for multiplication in

F39 by using elliptic curves. In Example 5.2.9, we gave the known bounds and we showed

that the proposed method provides an improved bound µ3(9) ≤ 26. Now, we will give the

details of how the formula for multiplication F39 with µ3(9) ≤ 26 is obtained explicitly.

Consider the elliptic curve E : y2 = x3 + x + 2 over F3. Let {P1, . . . , P4,Q1, . . . ,Q6} be places

of degrees 1 and 2 where Pi’s are degree 1 places for 1 ≤ i ≤ 4 and Q j’s are degree 2 places

for 1 ≤ j ≤ 6. Those are

P1 = ∞, P2 = (x + 1, y), P3 = (x + 2, y + 1), P4 = (x + 2, y + 2),

Q1 = (x), Q2 = (x2 + 2x + 2, y), Q3 = (x2 + 1, y + x), Q4 = (x2 + 1, y + 2x),

Q5 = (x2 + x + 2, y + 1), Q6 = (x2 + x + 2, y + 2).

When we use P1 and P2 with u = 1, P3 and P4 with u=2 and Q1, . . . ,Q6 with u = 1, the map

ϕ defined in Section 5.2 becomes injective. In order to find an explicit formula, we need to

find the local parameters of P3 and P4. The local parameters t3 and t4 corresponding to P3

and P4 respectively are

t3 =
y

(x2 + x + 2)
+

1
(x2 + x + 2)

, t4 =
y

(x2 + x + 2)
+

2
(x2 + x + 2)

.

Let us chooseD = (x9 + x8 + x5 + 2x3 + 2x2 + 2x + 1, y + x7 + x6 + 2x5 + x + 1).

Then a basis { f1, f2, . . . , f18} of L(2D) containing the basis of L(D) is

f1 =
x7y

f +
(2x8+2x7+x6+2x4+x3+x2+2x+2)

f , f2 =
x6y

f +
(x8+2x6+x5+x4+2x3+1)

f ,

f3 =
x5y

f +
(2x8+2x5+x3+x+1)

f , f4 =
x4y

f +
(2x8+x7+x4+2x2+x+2)

f

f5 =
x3y

f +
(x8+x6+x4+x3+2x2+x)

f , f6 =
x2y

f +
(x7+x5+x3+x2+2x+1)

f

f7 =
xy
f +

(2x8+2x7+x6+2x2+2x)
f , f8 =

y
f +

(2x7+2x6+x5+2x+2)
f , f9 = 1

f10 =
(x14+x13+2x12+x10+2x8+x7+x5+x3+2x2)y

f 2 +
(x18+2x17+2x16+2x15+2x13+2x12+2x10+x9+x8+2x7+2x4+2x)

f 2

f11 =
(x13+x12+2x11+x9+2x7+x6+x4+x2+2x)y

f 2 +
(x17+2x16+2x15+2x14+2x12+2x11+2x9+x8+x7+2x6+2x3+2)

f 2

f12 =
(x12+x11+2x10+x8+2x6+2x5+2x4+2x3+x)y

f 2 +
(x16+2x15+2x14+2x13+2x11+2x10+x9+2x8+x6+x4+x3+x+1)

f 2

f13 =
(x11+x10+2x9+x7+x5+x3+2x2)y

f 2 +
(x15+2x14+2x13+2x12+2x10+x9+x8+2x4+2x)

f 2

f14 =
(x10+x9+2x8+x6+x4+x2+2x)y

f 2 +
(x14+2x13+2x12+2x11+2x9+x8+x7+2x3+2)

f 2
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f15 =
(x9+x8+2x7+2x5+2x4+2x3+x)y

f 2 +
(x13+2x12+2x11+2x10+x9+2x8+x6+x5+x4+x3+x+1)

f 2

f16 =
(x8+x7+2x6+2x5+x3+2x2)y

f 2 +
(x12+2x11+2x10+x9+x8+2x)

f 2

f17 =
(x7+x6+2x5+2x4+x2+2x)y

f 2 +
(x11+2x10+2x9+x8+x7+2)

f 2

f18 =
(x6+2x5+x4+x)y

f 2 +
(x10+2x8+x6+x5+x4+x3+x2+x+1)

f 2

where { f1, f2, . . . , f9} is a basis of L(D) and f = x9 + x8 + x5 + 2x3 + 2x2 + 2x + 1.

Now consider the elements a =

9∑
i=1

ai fi ∈ L(D) and b =

9∑
i=1

bi fi ∈ L(D). Let c =

18∑
i=1

ci fi be

the product of a and b given by 9∑
i=1

ai fi

 ·
 9∑

i=1

bi fi

 =

18∑
i=1

ci fi. (5.8)

When we evaluate P1 and P2 with u = 1, P3 and P4 with u=2 and Q1, . . . ,Q6 with u = 1 in

the equation (5.8), we get the following system of linear equations

m1

m2

m3

m4 − m3 − m5

m6

m7 − m6 − m8

m9 − m11

m10 − m9 − m11

m12 + m13

m14 − m12

m15 − m16

m17 − m15 − m16

m18 − m19

m20 − m18 − m19

m21 + m222

m23 − m21 − m22

m24 + m25

m26 − m24 + m25

︸                    ︷︷                    ︸
M

=



0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0

0 2 2 2 0 0 1 2 1 2 1 1 0 0 2 2 1 1

0 1 0 2 0 0 2 2 1 0 0 2 0 0 2 0 0 2

0 2 2 0 0 0 1 2 0 0 0 1 1 1 2 2 2 0

2 0 2 1 2 2 1 1 1 0 0 0 0 0 0 0 0 0

2 2 1 2 1 0 1 2 0 0 0 0 0 0 0 0 0 0

2 1 1 2 0 1 0 2 1 0 2 1 0 2 1 0 2 1

0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0

1 0 0 0 1 0 2 0 1 1 2 2 2 1 1 2 0 2

2 2 2 2 1 1 2 2 0 0 1 1 0 2 0 2 2 2

1 0 1 1 0 1 0 0 1 2 0 0 2 2 0 0 2 2

0 1 1 0 1 0 0 0 0 0 1 1 2 1 2 2 0 2

1 2 1 2 0 0 0 1 1 2 0 0 2 2 0 0 2 2

2 1 2 0 0 0 1 0 0 0 1 1 2 1 2 2 0 2

0 0 0 1 1 0 0 2 1 2 0 0 1 2 1 1 0 2

2 1 2 2 2 1 2 0 0 1 2 2 1 1 1 2 1 2

0 2 2 2 1 1 1 1 1 1 1 1 0 1 0 2 2 0

1 1 1 1 0 1 0 1 0 0 1 1 1 0 1 0 2 2

︸                                                                                        ︷︷                                                                                        ︸
G



c0

c1

c2

c3

c4

c5

c6

c7

c8

c9

c10

c11

c12

c13

c15

c16

c17

c18

︸  ︷︷  ︸
C

where multiplications mi for 1 ≤ i ≤ 26 are given below.

Since G is invertible, we have C = G−1 · M. Then we can find multiplication in F39 by using

EvQ(c) where we choose

Q = (x9 + 2x8 + x6 + 2x5 + 2x4 + 2x3 + 2x2 + 2, y + x8 + 2x6 + 2x4 + x3 + 1).

54



We represent F39 as the field F3(w) = F3[x]/(p(x)) where w is the root of the irreducible

polynomial p(x) = x9 + 2x8 + x6 + 2x5 + 2x4 + 2x3 + 2x2 + 2. Let α =
∑9

i=1 aiξi, β =
∑9

i=1 biξi,

and γ =
∑9

i=1 ciξi ∈ F39 such that

 9∑
i=1

aiξi

 ·
 9∑

i=1

biξi

 =

9∑
i=1

ciξi,

where {ξi, ξ2, . . . , ξ9} is a basis of F39 over F3 such that

ξ1 = w8 + 2w7 + w6 + w4 + 2w3 + 2w2 + 2,

ξ2 = w7 + 2w6 + w5 + w3 + 2w2 + 2w,

ξ3 = 2w8 + w7 + w6 + w5 + 2w4 + w3 + 2w2 + 2,

ξ4 = w8 + w7 + w6 + 2w5 + w3 + w,

ξ5 = w8 + w6 + 2w5 + w4 + 2w3 + 2w + 1,

ξ6 = w8 + 2w5 + w4 + w2 + 2w + 2,

ξ7 = w8 + w5 + w4 + 2w2 + 2,

ξ8 = 2w8 + 2w7 + 2w5 + 2w4 + 2w3 + w2,

ξ9 = 1.

The following explicit formula consisting of the 26 multiplications in F3 gives γ from α and

β. We first define the multiplications mi for 1 ≤ i ≤ 26 and then we give the formula for
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obtaining the coefficients of γ using these multiplications.

m1 = a9b9

m2 = (2a2 + 2a3 + 2a4 + a7 + 2a8 + a9)(2b2 + 2b3 + 2b4 + b7 + 2b8 + b9)

m3 = (a2 + 2a8 + 2a4 + 2a7 + a9)(b2 + 2b8 + 2b4 + 2b7 + b9)

m4 = (a8 + 2 a4 + a9 + 2 a3)(b8 + 2 b4 + b9 + 2 b3)

m5 = (2a2 + a7 + 2a3 + 2a8)(2b2 + b7 + 2b3 + 2b8)

m6 = (2a1 + a9 + a7 + 2a3 + a8 + a4 + 2a5 + 2a6)(2b1 + b9 + b7 + 2b3 + b8 + b4 + 2b5 + 2b6)

m7 = (a1 + a9 + 2a7 + 2a6 + 2a2)(b1 + b9 + 2b7 + 2b6 + 2b2)

m8 = (2a2 + a3 + 2a4 + a7 + a5 + 2a8 + 2a1)(2b2 + b3 + 2b4 + b7 + b5 + 2b8 + 2b1)

m9 = (2a1 + a2 + a3 + 2a4 + a6 + 2a8 + a9)(2b1 + b2 + b3 + 2b4 + b6 + 2b8 + b9)

m10 = (2a1 + a2 + a3 + 2a4 + a6 + a9)(2b1 + b2 + b3 + 2b4 + b6 + b9)

m11 = a8b8

m12 = (a1 + a5 + a9 + 2a7)(b1 + b5 + b9 + 2b7)

m13 = (2a2 + 2a1 + a5 + 2a3 + 2a4 + 2a7 + 2a8 + a6)(2b2 + 2b1 + b5 + 2b3 + 2b4 + 2b7 + 2b8 + b6)

m14 = (2a5 + a9 + a7 + 2a2 + 2a3 + 2a4 + 2a8 + a6)(2b5 + b9 + b7 + 2b2 + 2b3 + 2b4 + 2b8 + b6)

m15 = (a1 + a3 + a9 + a4 + a6)(b1 + b3 + b9 + b4 + b6)

m16 = (a2 + a5 + a3)(b2 + b5 + b3)

m17 = (a1 + 2a3 + a9 + a4 + a6 + a2 + a5)(b1 + 2b3 + b9 + b4 + b6 + b2 + b5)

m18 = (a1 + a9 + 2a2 + a3 + 2a4 + a8)(b1 + b9 + 2b2 + b3 + 2b4 + b8)

m19 = (a2 + 2a1 + a7 + 2a3)(b2 + 2b1 + b7 + 2b3)

m20 = (a9 + 2a4 + a8 + a7)(b9 + 2b4 + b8 + b7)

m21 = (a5 + a9 + a4 + 2a8)(b5 + b9 + b4 + 2b8)

m22 = (2a1 + 2a4 + 2a3 + a6 + 2a7 + a2 + 2a5)(2b1 + 2b4 + 2b3 + b6 + 2b7 + b2 + 2b5)

m23 = (a9 + 2a8 + 2a1 + 2a3 + a6 + 2a7 + a2)(b9 + 2b8 + 2b1 + 2b3 + b6 + 2b7 + b2)

m24 = (a9 + 2a2 + a7 + 2a3 + a6 + 2a4 + a5 + a8)(b9 + 2b2 + b7 + 2b3 + b6 + 2b4 + b5 + b8)

m25 = (a2 + a3 + a6 + a4 + a8 + a1)(b2 + b3 + b6 + b4 + b8 + b1)

m26 = (a9 + a7 + 2a6 + a5 + 2a8 + a1)(b9 + b7 + 2b6 + b5 + 2b8 + b1)
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The coefficients of γ ∈ F39 are found by using following equations.

c1 = (2 m6 + m11 + m10 + m13 + m14 + 2 m16 + 2 m17 + 2 m19 + m25 + 2 m26 + 2 m20 + 2 m21 +

2 m22 + 2 m2 + m1)

c2 = (m6 + 2 m9 + 2 m10 + m15 + m16 + 2 m17 + 2 m18 + 2 m19 + 2 m25 + m26 + m20 + m21 +

m23 + 2 m2 + m3 + 2 m5 + m4)

c3 = (m6 + 2 m9 + 2 m10 + m13 + m14 + m15 + 2 m16 + m19 + 2 m24 + 2 m25 + m20 + m22 + 2 m23 +

2 m2 + 2 m3 + m5 + 2 m4)

c4 = (m7 + 2 m8 + m9 + m11 + 2 m10 + m13 + m14 + m15 + m17 + m18 + 2 m19 + m25 + 2 m26 +

m21 + m22 + m2 + m1 + m5 + 2 m4)

c5 = (2 m6+m7+2 m8+2 m9+2 m11+m10+2 m13+2 m14+2 m18+m19+m25+2 m26+m2+2 m1)

c6 = (2 m6 + 2 m9 + 2 m10 + 2 m12 + 2 m13 + 2 m15 + 2 m17 + m18 + 2 m19 + 2 m25 + m26 + m22 +

2 m23 + m2 + m1)

c7 = (m6 + 2 m7 + m8 + m12 + m13 + 2 m15 + m16 + 2 m18 + 2 m19 + m24 + m25 + m20 + 2 m21 +

2 m22 + 2 m1 + 2 m3 + m5 + 2 m4)

c8 = (m6 + 2 m11 + 2 m10 + 2 m12 + m13 + 2 m14 + m16 + m17 + 2 m19 + 2 m24 + 2 m26 + 2 m20 +

2 m21 + 2 m23 + m1 + 2 m3)

c9 = (2 m6 + 2 m9 + m11 + 2 m13 + 2 m14 + 2 m15 + 2 m17 + 2 m18 + m19 + m24 + 2 m25 + 2 m26 +

2 m21 + m22 + m23 + 2 m5 + m4)
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CHAPTER 6

CONCLUSION

In chapter 2, we give a method for polynomial multiplication over finite fields using field

extensions and polynomial interpolation. Using this method we obtained explicit formulae

which improved the previous results. We analyzed the n-term polynomial multiplications

over F2, where n ∈ {10, 11, 12}, in detail.

Let n, ` ≥ 1 be integers and f (x) ∈ F2[x] be an irreducible polynomial. In chapter 3, we

give an effective upper bound on M f ,`(n) (see Notation 3.1.1). This upper bound allows

a better selection of the moduli when Chinese Remainder Theorem is used for polynomial

multiplication over F2. We also get improved formulae to multiply polynomials of small

degree over F2. In Table 3.2 we demonstrate that we improve the best known multiplication

complexities in the literature in some cases.

In Chapter 4, for each 5 ≤ ` ≤ 18 we obtain a canonical multiplication formula in F3`m which

is valid for any m ≥ 1. To the best of our knowledge, these formulae have the best known

multiplication complexity in the literature improving the bounds in [7]. Moreover, we give an

explicit formula in the case F36·97 .

In chapter 5, we present a method for multiplication in finite fields improving µq(n) for certain

values of q and n. We use local expansions, the lengths of which are further parameters that

can be used to optimize the bounds on the bilinear complexity, instead of evaluation into

residue class field. Our basic principle is still based on the method of D. V. Chudnovsky

and G. V. Chudnovsky. The main idea in the method is to use algebraic function fields of

one variable with places of arbitrary degrees and to use some places not only once but many

times. Moreover, we show that we obtain improved bounds for multiplication in Fqn for

certain values of q and n where 2 ≤ n ≤ 18 and q = 2, 3, 4.
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