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ABSTRACT

DETERMINATION OF ADEQUATE FUNDING FOR UNEMPLOYMENT
INSURANCE IN TURKEY

Yildirim, Haci Burak
M.S., Department of Financial Mathematics
Supervisor : Prof. Dr. A. Sevtap Kestel
Co-Supervisor : Assoc. Prof. Dr. Ozlem Tiirker Bayrak

December 2019, #7 pages

This thesis analyzes future affordability of unemployment insurance fund (UIF) by
determining future income of UIF with occurrence of additional expense which is
support and incentive payment to firms, in Turkey. Main goal in this thesis work is
to study how monthly income of fund can afford support expenses which is being
implemented for last one and a half year by fund managers in Turkey. ARIMA model
is built for unemployment rate and autoregression model is constructed for predicting
future of UIF. Analysis result can give helpful advises for future affordability of UIF
to fund managers.

Keywords: Unemployment insurance , ARIMA, Time series, Augmented Dickey-
Fuller test
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TURKIYE'DE iSSIZLIK SIGORTASI iCIN YETERLI FONUN BELIRLENMESI

Yildirim, Haci Burak

Yiiksek Lisans, Finansal Matematik Bolumii
Tez YOneticisi : Prof. Dr. A. Sevtap Kestel
Ortak Tez Yoneticisi : Dog. Dr. Ozlem Tiirker Bayrak

Aralik 2019, 47 sayfa

Bu tez, Tiirkiye’deki firmalara destek ve tegvik 6demesi olan, ek gider olusumu ile
issizlik sigortasi fonunun (ISF) gelecekteki ekonomik varligini, fonun gelecekteki
gelirini tahmin ederek analiz etmektedir. Bu tez ¢alismasinda asil amag, fonun aylik
gelirinin, Tiirkiye’de fon yoneticileri tarafindan son bir bucuk yildir uygulanmakta
olan destek harcamalarin1 nasil karsilayabilecegini incelemektir. Issizlik orani igin
ARIMA modeli, ISF’nin gelecegini tahmin etmek igin otoregresyon modeli olustu-
rulmustur. Analiz sonucu, ISF’nin fon yoneticilerine gelecekteki satin alinabilirligi
konusunda yardimci1 tavsiyelerde bulunabilir.

Anahtar Kelimeler: Issizlik Sigorta Fonu, ARIMA, Zaman serileri, Augmented Dickey-
Fuller testi
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CHAPTER 1

INTRODUCTION

Unemployment is regarded as the most painful problem for all countries. Hence,
governments always seek a solution to diminish its devastating effect on economy.
Unemployment compensation system (UCS) is one of the adopted solutions in recent
years. The system is simply collecting premiums from workers’ salary. When they
are faced with unemployment, system makes a payment from unemplyment insur-
ance fund (UIF) as benefit unemployment payment. This creates insurance for both

employee and economy in some way.

A new unemployment benefit system similar to those applied in developed countries
is implemented in Turkey in 1999 with enacted law number 4447. First collection of
premiums started to gather in early 2000 and the first beneficiaries took advantages
from UIF of Turkey in March 2002. Main income of fund includes salary deduction
from workers. Additionally, for every single employee, employer is liable to pay pre-
mium and government also contributes with some percentage of payment depending
on gross salary amountﬂ The system covers the ones who are registered with Social
Security Institution (SGK) and does not include civil servants or the self-employed.
It is mandatory for covering all occupations and industries. Further about the sys-
tem, benefit amount is decided according to worker’s previous salar Funds are
collected by SGK and transferred to Turkish Employment Agency (ISKUR), which

implements the program. Collected fund is invested to only fixed-income securities

! Tnsured is compulsory to pay premium 1%, employer 2% and government 1% from gross salary according
to Turkey Employment Agency (ISKUR)

2 Insurance benefit is 40% of worker’s salary and cannot be more than 80% of gross minimum wage in
Turkey. Payments to beneficiary is made by monthly bases.



in recent year There are eligibility requirement for employment perio In ad-
dition, benefit duration varies by employment duration periocﬂ Also, Beneficiaries
lose their entitlement if they find a formal job, refuse training offered by ISKUR or
fail to provide required documentation to ISKUR. It means actively seeking job is not
necessary unlike other countries which implement similar unemployment insurance

program.

In Turkey, UIF is established for simply giving financial support for unemployed
people like any other countries which implement unemployment insurance program.
Since the establishment, fund always shows growing trend. Income items are sim-
ply gathered premiums and interest income. 90% of accumulated fund is partially
invested in currency baskets, coupon bonds or non-coupon bonds. For bond invest-
ment, interest rate offers are accepted from the top ten commercial banks which are
listed by Turkey Banks Association and then volume of investments are decided by
fund managers. Investment instruments are only bonds and treasury bills for the last
8 years. Besides, for the first ten years, expense item is only benefit payment. Af-
ter this period, expense items diversify such as active labor force programs which
mainly include job certificate courses. However, total income was always higher than
the total expenes. After July 2018, fund manager decide to support firms and banks
from income of fund for forestall bankruptcy to prevent more unemployment owing
to rising request from government. With the addition of this support and incentives

expense item, fund balance encountered a serious problem of giving deficit.

3 Approximately 90% of fund is secured to coupon bonds, around 1% non-coupon bond and rest remains
deposit according to monthly media report by ISKUR

4 To qualify, the unemployed worker must have separated involuntarily; register at the local employment
office; and have worked in covered employment (in which insurance premiums have been paid) continuously for
120 days preceding the termination of employment, and for 600 days in the preceding three-year period.

5 The maximum potential duration of unemployment benefit payments is 180 days for those with 600899
days of covered employment in the previous three years; 240 days for those with 900-1079 days; and 300 days
for those with 1,080 days or more of covered employment
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1.1 Literature Review

There is an enormous literature which examines the role of unemployment insurance
system on both labor workers and dynamics of economy. In microeconomic aspect
of view, many researchers study on the attitude of unemployed who takes advantages
of UI benefit. Besides, some studies focus on macroeconomic effects of Ul system

on system dynamics.

Plenty of approaches are examined in microeconomic view, such as, Meyer [16],
Hopenhayn and Nicolini [[13], Gruber [[12]] , Bijwaart [3]], Setty [19]. Firstly, Meyer
focuses benefit duration of beneficiary. In his pivotal study, Meyer reveals that in-
crease about 9% of Ul benefit breeds approximately one week more duration in post-
unemployment period. His article is crucial, because it strongly shows mutual affinity
between Ul benefit and unemployment relationship. Hence, many researchers take his

work worth noting to analyze benefit-cost relation of Ul systems.

In another milestone study, Hopenhayn and Nicolini examine for design of an op-
timal UI system by the help of Moral Hazard problem. Their model is based on ben-
eficiary’s job effort and and tries to find the optimal UI quantity by equating marginal
cost and benefit. However, possible job effort is considered for model as identical and
permanent. Both works of Hopenhayn and Nicolini and Meyer do not mention about

Ul system’s details.

Gruber [12]], unlike, takes into account a different aspect of view by working on
consumption behavior of beneficiary. By using method of linear regression, Gruber
showed that how consumption behavior is affected by individual’s character and ratio
of benefit. Additionally, his precious study pointed out that beneficiaries who obtain
more benefit, tends to consume more. Yet, his work does not contain affordability of
UI and how higher consumption affects economy dynamics. UI benefit is regarded as
in infinite upper and lower bound. Some other approaches which are parallel to pre-
vious mentioned works are from Bijwaard and Setty. From the cost-benefit view, Bi-
jwaard uses Proportional Hazard Model to construct time duration model and predicts

reasonable upper bound of unemployment duration to be guided for more applicable
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Ul system. Setty constructs two period log utility model to maximize UI cost-benefit
account as regarded main actor job-effort of Ul beneficiary. His final suggestion is
that benefits should regularly decrease during benefit period and salary taxes should

regularly increase after re-employment.

Our aim of study on UI topic is highly different from significant studies mentioned
above. Studies in microeconomic perspectives clearly shows us that unemployment
duration and benefit amount are main characters for fund’s income and expense. In
this thesis, determination of adequate funding is mainly studied. Differently, this the-
sis considers unemployment-UIF relation. While determining future of fund, firstly,

how unemployment affects volume of UIF in Turkey is investigated.

Macroeconomic aspect of view is more related to the main purpose of this thesis.
Acemoglu and Shimer [2]], Ricetti, Russo and Gallegati [18]], Lehmann [14] and Go-
erke, Pannenberg and Ursprung [[11] study effects on UI system on the economic
system dynamics. Acemoglu and Shimer, contrary to conventional studies, approach
from dissimilar side, suggest that UI expands labor efficiency (profitability) by en-
couraging workers to look for higher standard jobs. This forces firms to create more
risky business which can bring high profit. They exercise quantitative model to exam-
ine standard moral hazard effects of Ul to find out unemployed is whether comparable
or not in magnitude. To conclude their work, they found that amount of benefit is a
significant factor. If the level of benefit is low, consumption reduces and companies
take risks and if it is high, there is an improvement of risk sharing. Hence, more
innovator enterprises yield market growth. Yet, UI system details are not considered,
additionally Ul benefit is regarded as infinity in studied experiment. Also, all benefi-

ciaries are considered to be identically emotional to the issue.

Ricetti et. al claim that government intervention such as unemployment benefit can
cause increase in both inflation and nominal GDP. They also point out that consid-
erably high unemployment benefit diminishes unemployment cost of opportunity by
the consequence of beneficiary’s high salary demand. Their work consequently il-
lustrates us that Ul is not harmful to the economy provided that benefit amount and

conditions are in a reasonable range. Otherwise, labor demand falls and it causes



large unemployment rate. Consequently, economy incline to recessionary phase.

We can drive out that UI system is highly sensitive to the market dynamics, accord-
ingly unemployment, which is observed from the studies of Riccetti et al. [18] and
Acemoglu and Shimer [2]. Hence, these significant works strengthen our approaches

to Ul system.

Another supporting approach which is parallel to the previous studies is done by
Lehmann [14]. By the help of standard labor-matching model derived by Mortensen
and Pissarides [[17]], he highlights that money growth without affecting production
causes inflation and rising unemployment. This leads to weak worker’s bargain-
ing power, and consequently low payroll tax rate which is also crucial for funding
UL Benefit to unemployed naturally means monetary expansion without no return.
Therefore, this ongoing consumption causes high inflation, high level interest rate
and low wage power of workers. In conclusion, number of unemployed beneficiary,
unemployment and also average rate of employed are in crucial parameters for Ul

fund.

In contrast, Goerke et. al [[11] focus on postive effects of the UI system to the econ-
omy. They examine wage bargaining model to show that high unemployment benefit
can cause reduction in wages and increase in employment if trade unions satisfy the
workers’ overall bargaining power. Their article focuses on political aspect of view
to UL If wages go down, trade union utility will be disappointed. Hence, government
position is damaged. In conclusion, the policy is better to find an equilibrium for UI

system by arranging benefit amount, duration etc.

Castaneda [7]], apart from many researchers, constructs a portfolio choice model by
the use of Black-Scholes approach. His work aspires to give advice to fund managers

in a monthly basis.

Edlund and Karlson [10] try to find the best forecasting method for the Swedish
unemployment rate. They considered vector auto regression (VAR), autoregressive

integrated moving average (ARIMA) and transfer function. Real GDP, consumer in-



dex, OECD consumer index, Swedish industrial production index and Swedish labor
cost are considered while examining VAR model. However, contrary to expectation,
ARIMA model is found more appropriate for. Samely, Dobre and Alexandru [9]
consider Box-Jenkins ARIMA model is the most suitable technique for predicting
unemployment rate. In their study, only ARIMA model is studied instead of trying

and comparing different model for forecasting Romanian unemployment rate.

Proietti [20] makes very comprehensive study to forecast U.S unemployment rate.
Mainly, many linear and non-linear forecasting methods are examined in his pre-
cious study. Seven linear models for unemployment rate such as cyclical trend model
(CTM), autoregressive trend model (ARTM) are constructed in the base of ARIMA
structure. Also, Proietti considers 4 non-linear models which are derived from ARTM
and CTM. In conclusion, study reveals that linear structural models are more suitable

for forecasting unemployment rate than non-linear ones.

Chakravarty [ 1] similarly find out that constructing ARIMA structure for forecasting
U.S unemployment rate is the best way. Instead of Proietti’s [20] work, Chakravarty’s
study focuses only ARIMA models without comparing other modelling options. The
only model selection steps for ARIMA and diagnostics of final model are covered by

his study.

Floros [6] considers comparing different time series model to forecast unemployment
rate in UK. Additionally, forecasting period analysis takes a place in his study. Con-
sidered models are ARMA (p, q), AR, MA, ARCH, GARCH (p,q), EGARCH(1,1),
TGARCH(1,1). Comparisons are made by root mean squared errors (RMSE), mean
absolute error (MAE) and mean absolute percentage error (MAPE). Forecasting pe-
riods are divided into 5 parts and the best accurate model is selected based on the
smallest error. Among all forecasting periods, the best performance is obtained from

AR(4) in period 3.

Mahipan et al [15] study unemployment rate prediction in Thailand. They construct
two approaches for analysis which are time series and Artificial Neural Network

(ANN). According to mean absolute percentage error (MAPE) criteria, they conclude



that SARIMA (0,1,1) performs better than ANN prediction method for the case of

unemployment prediction.

1.2 The Aim of the Study

Our approach to UI system differs from the literature in the sense that it analyzes
adequate future of UIF in Turkey. In this thesis, the first time in literature, time series
regression model is constructed to forecast net income of fund with the help of firstly
predicting future of unemployment rate in the certain fund management actions in
Turkey. In this point of view, studies on unemployment forecast models are also

searched to complete this thesis work.

Studies in the literature discussed so far strongly show that ARIMA model is the
most suitable forecast instrument for unemployment rate. Hence, unemployment rate
future prediction is examined by using ARIMA modelling in this thesis. Finally,
net income of fund and unemployment rate is modelled by least squares time series
method. Time interval for data is taken between January of 2008 to July of 2019 in

monthly basis.

The subject of this thesis is to analyze UI fund’s future stability by taking into consid-
eration unemployment rate forecasting. Instead of portfolio management and benefit
duration approximation studies, this study focuses on prediction of directly UIF itself
to search on what levels of unemployment rate affect income of UI fund. After pre-
dicting future net income of fund, main goal is analyzing how much this income can
tolerate additional expenses specifically support and incentive expenses that began to
be implemeted after July of 2018. If the future balance of the fund can be predicted,
the amount of support expenses can be regulated so that there will be no deficit in the
fund. Thus, this study will contribute to the fund management in this sense and can

be a guide for the policy makes.



Recently, expert economist and big finance companies begin to state that whole world
can face crucial global recession in upcoming years. Crisis, especially golabal one,
creates high unemployment rates for all country.Thus, our unemployment based study
is more meaningful in this period of time for Turkey and similar developing coun-

tries.



CHAPTER 2

PRELIMINERIES

In this chapter, we present the methodology used in this study. Time series regression
and some methods, which make regression model more acceptable and accurate, are
introduced. Simply, time series is a collection of data points arranged by time inter-
vals such as monthly, quarterly, annually etc. There are two main questions have to
be answered while making time series regression analysis: (i) what is the true nature
of phenomenon represented by time series variables?, (ii)) How much the prediction

(forecasting) is accurate?

In regression model, there is a dependent variable, which is called endogenous vari-
able, in a data set which is desired to be predicted by other variables. Independent
variables, are called exogenous variables, are descriptor of the endogenous variable.
If there i1s more than one dependent variable, the model is called multivariate regres-

sion.

2.1 Stationarity and Unit Root

Constructing the best regression model for forecasting is not simple. Data points of
explanatory variables often have means, variances and covariances that have change
over time. We call them non-stationary series. Non-stationary time series are unpre-
dictable and can not be forecasted. Even final milestone observations seem well, the
result can be spurious which indicates dependency between independent time series

data points. Hence, in order to get consistent outcome, non-stationary data have to be

9



converted to stationary data having the following properties:

e Constant ;4 (mean) for all t,
e Constant o2 (variance) for all t,

e The autocovariance function between random variable X, and X}, only depend

on the time interval ¢; and %.

2.1.1 Augmented Dickey-Fuller Test (ADF)

Unit root test is used to analyze the stationarity of a time series by investigating the
existence of a unit root. Variable can be stationary at level, called I(0). If not, it can
be made stationary by taking difference operation which is, let say random variable
Y,, Y, — Y, 1, denoted as AY;. The most frequently used unit root test is constructed
by Dickey and Fuller [8]]. The Dickey-Fuller test is only valid for AR(1) model given

as:

Yi=0Yi1 +e. (2.1)

where ¢, is the white noise which has zero mean and constant covariance and ¢; and
€, 18 uncorrelated to each other, for some k and s in process time interval. Since the
autoregression lag polynomial has only one root equal to one, one say that it has a

unit root. Hence, testing if ¢ = 1 becomes the stationarity analysis here:

Yi=Y1+e, (2.2)
AY, = ¢, C WN(0,0?). (2.3)

However Augmented DF test need to be applied when higher order correlation exists.

Consider the AR(p) process:

p
=) oYii+e, (2.4)
=1
(1—¢1B — ¢B* — ... — $,B")Yr = €. (2.5)

10



where B is the backshift operator. Hence, existence of unit root obviously means that
B = 1is a solution of the AR polynomial (1 — ¢ B — ¢2B? — ... — ¢,B?) = 0. It
gives ¢1 + @2 + @3 + ... + ¢, = 1. If we rewrite Equation (2.4)) as follows:

Y, = (p1+0at+d3+...40p)Yim1—(dat+ds+...40p) (Yo 1 =Yio) —...—p(Yipr1 —Yip) Fer.
(2.6)
we obtain ¢ + @2 + @3 + ... + ¢y = 01, P2 + @3+ ... + ¢, = 0 and so on ¢, = 0,

Y, =01Y,1 — (Y1 = Yio) — .. = 0,(Yiept1 — Yiep) + 1, (2.7)

p
AY, = (61 = 1)Y= ) GAYi + 6. (2.8)

i=1
So, having a unit root means 6; = 1. The stationarity of a time series is tested by
Dickey and Fuller [8] unit root test. Thus, they simulate and tabulate the critical

values for the test statistic. Here, Hy: 6 = 1 against Hy: 6 < 1 by t test statistics in

regression analysis. However, distribution is not t anymore.

2.2 ARIMA Processes

ARIMA process is a mathematical tool for future prediction of numerical time series
data. Acronym of ARIMA is simply AutoRegressive, Integrated, Moving Average.

Each of 3 parts represents different mathematical model.

ARIMA gains popularity after studied extensively by George Box and Gwilym Jenk-
ins [4] in 1971. ARIMA model sometimes is called Box-Jenkins model. The aim
of the model is to construct adequate representaion of mathematical model for time

series data in a simplest way to forecast its future.

Autorregressive (AR) process is simply modelling variable by using its historical val-

ues as exogenous variables. Representation of p order AR(p) process is:
Xt =+ alXt—l + OéQXt_Q + ...+ OépXt_p + €. (29)

Here «, ay, .., oy, are constants and e, refers the random error. Moving average (MA)

model appears when past errors appear at the right hand side of the equation. p order
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MA(q) model is:
Xt =0 + € + 61€t,1 + ‘926,5,1 + ..+ qutfq- (210)

Here 0’s are constants. If both AR and MA terms are included in the equation, model
is called ARMA(p,q). p is the order of AR terms and ¢ is the order of MA terms.
Additionally, if the difference of the variable is modelled, model is called integrated
and the model is called ARIMA(p,d,q), where d is the integration degree.

2.3 Diagnostics Checking

2.3.1 Lagrange Multiplier (LM) Test

Serial correlation or autocorrelation is carrying error terms one period to another. In
other words, if error term at one period let say k is corrrelated to error at period s,
we say there is autocorrelation. This is an critical problem for time series estimation,
since, it leads misestimation. For instance, if a firm underestimate or overestimate his

profit one period, it can result wrong profit calculation for the next period.

Brauch and Pagan [5] examine lagrange multiplier method for serial correlation de-
tection test. Let, ¢; be the residuals of OLS estimation and (X1);, (X2)es «er (X&)

€;—1 be independent variables in the model. The test statistics is:
LM = (n—1)R* (2.11)

Observe that there are n-1 data points in the regression model. When the null hypoth-
esis is true, LM statistics has the chi-distribution with one degree of freedom. Null

hyphotesis, Hy, is that there is no serial correlation.

2.3.2 Jargue-Bera (Normality) Test

Jarque-Bera (JB) apply skewness and kurtosis to detect whether residuals are dis-
tributed normally or not. The measurement of asymmetry is called skewness of the

data. Kurtosis, simply, tells us about the peakedness or flaterness of the distribution.

12



The Jarque-Bera coefficient is found by:

JB = n|(skewness)®/6 + (Kurtosis — 3)?/24]. (2.12)

where n is the sample size. For normal distribution, skewness is 0 and kurtosis is 3.
JB has Chi-squared distribution with two degrees of freedom. Null hypothesis is that

the residuals or error terms are normally distributed.
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CHAPTER 3

EMPIRICAL ANALYSIS

In this chapter, future of unemployment rate (UR), income balance of UIF and invest-
ment income of UIF are modelled. Unemployment rate is the main affecting factor
for both incomes and expenses of UIF. Thus, income balance of UIF is modelled with

UR. Hereby, future of UR is needed to be forecasted.

Used variables are unemployment rate, income and expenses of UIF, consumer price
index (CPI), investment income to UIF, support and incentives expenses and number
of beneficiary. Data collected monthly from January, 2008 to July, 2019. Support
and incentives expenses begin at July, 2018. Resources for UIF are collected from
monthly reports for UIF of Turkish Employment Agency. Seasonally adjusted unem-
ployment rate is taken from database of Statistical Insitute of Turkey. UIF variables
are taken as currency of Turkish lira. All data except unemployment rate is inflation
adjusted by CPI of Turkey. For this data set, time series models which are ARIMA

and least squares estimation analysis are presented with their findings.

In this study, we mainly focus on the income balance of UIF, F, as:

F, = Income;, — Expense, (3.1

where ¢ represents time and teR™, Income; > 0, Expense; > 0 VteR™. Hence, the
range of F is R. Income; includes only collected premiums at the first stage. Another
important income of the fund is the investment income. Since, this amount depends
on the money in fund, we investigate it seperately at the second stage of the study.

Besides, there some other incomes. They do not ecxeed 1% of the total income. Thus,
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we neglect them in our analysis. Expense; is defined as for the beneficiaries at the

first stage as:
Expense; = (BenefitPayments); + (ActiveLabor ForcePrograms); — (3.2)

Actually, Expense, includes other expense items which depend on political desi-
cions. The most important one is the support and incentives payments to firms. The
effect of this expense and its affordability by the fund is the main focus in this thesis.

Thus, it is examined in the second stage. The abbreviations of data are given in Table
Table 3.1: Abbreviations of Variables

UR Seasonally adjusted unemployment rate
F Inflation adjusted income balance
S Inflation adjusted support and incentives
I Inflation adjusted investment incomes
Expense Expenses only for beneficiary
Income Income only collected premiums

Descriptive statistics and the p-value for the JB test are given in Table 3.2} F S,
Expense and Income are inflation adjusted. It must be noted that all variables are

non-normal according to JB test results at 0.05 significance level.

Table 3.2: Descriptive Statistics

Variable Mean St. deviation Max. Min. JB p-value

UR (%) 10.51 1.52 14.30 8.00 0.0079

Income (TL) | 0.45 x 10° | 0.127 x 10° | 0.667 x 10° | 0.259 x 10° | 0.0170

Expense (TL) | 0.235 x 10? | 0.168 x 10° | 0.933 x 10° | 15,798,405 0.0000

Benef. nb. 299,288 137,756 682,362 106,945 0.0000
F (TL) 0.216 x 10° | 97,438,237 | 0.438 x 10° | —0.3 x 10° | 0.0000
S (TL) 1.24 x 109 | 0.741 x 10° | 3.59 x 107 | 0.124 x 10° | 0.0000

Time series plots are given in Figure[3.1] It can be seen that UR is decreasing between
2009 to 2012 but then has an increasing trend. The same pattern is observed for both
beneficiary amount and expense as expected. It is clearly observed from graphs of
both UR and the number of beneficiary that sharp increment exists after middle of
2017. Hence, expenses gets its share for this period after slightly increasing trend and
shows severe increasing. Income also has ascending trend due to rising population

and employment volume, but again after middle of 2017, it loses ascending motion

16



and remains stable around 600m TL. F, which is income - expense, also illustrates

overal outcome effect on unemployment. After sharp upward movement at UR after

middle of 2017, government and fund managers decide to support firms and banks

by using fund income. Therefore, huge expense item is generated for UIF as support

and incentives expense (S). As can be seen in Table[3.2] the inflation adjusted average

expense per month is 1.24 billion TL. In conclusion, UR is affecting F.
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Figure 3.1: Graphs of Original Data

We model F per beneficiary, F),.,,, since modelling unemployment rate is more ac-

curate than modelling the number of unemployed. Graph of £, is given in Figure

3.2
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Figure 3.2: Graph of F),.,,

Firstly, stationarity of variables F;,.,, and UR are checked by ADF unit root test. ADF
test results are given in Table [3.3] It is seen that UR is integrated of order 1, i.e. I(1)

and F,,.,, 1s stationary at level, i.e 1(0).

Table 3.3: ADF Unit Root Test Results

Variable | Series Level | Test Statistics | P-values
UR Level 0 -1.5531 0.5038
UR Level 1 -6.6571 0.0000%*

Frew Level 0 -3.2224 0.0207*

* significant at 1%

Secondly, by analyzing crosscorrelogram illustrated in Figure[3.3] it is observed that

the 6th lag is the most significant one.

Date: 12/0219 Time: 02:32
Sample: 2008M01 2023M07
Included ohsenvations: 138
Correlations are asymptotically consistent approximations

F_MEW DIUR)-iy F_MEW,D{UR)(+I} lag lead

i
0 -0.0532 -0.0532
1-0.0812 -0.0101
2 -0.1219 0.0244
3 -0.1364 00843
4 -0.2129 01926
5 -0.2522 01718
6 -0.2983 01958
7 -0.2318 02179
g -0.2141 01600
9 -01226 01336
10 -0.1242 00408
11 -0.1696 0.0020
12 -0.1382 -00776
12 -0.1404 -0.0717
-0.0338 -0.0818
15 -0.0169 -0.0934
16 0.0275 -01187
17 00318 -01292
18 0.0307 -0.1269
14 0.0408 -0.1564
20 0.0490 -0.1183
21 0.0801 -01202
22 0.0052 -0.1230
23 -0.0100 -01283
24 -0.0838 -0.1682

e----------aanaallllReeac

BRAalARReaes gy gga——=

Figure 3.3: Crosscorrelogram of F,,.,, and d(UR)
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Thus, the model in Equation @ is constructed in the first case.

(Fnew)t =c+ ed(UR)t_ﬁ + €&

(3.3)

where ¢ and 6 are constants, ¢; are error terms. The regression output of the model

[3.3]is given in Figure 3.4}

Dependent Variahle: F_RMEWY

mMethod: Least Squares

Date: 1202019 Time: 1516

Sample (adjusted): 2008M08 2019MO07

Included abservations: 132 after adjustments

Wariatle Coefficient Stel. Error -Statistic Proh.

c g88.2a17 43.28476 2052181 0.0o0o0

D{URGED -648.0167 1589390  -4.08343 0.0001

R-squared 0113683 Mean dependent var 8E8.1224

Adjusted R-squared 0.106865 5.0, dependentvar 5227316

S.E. ofregressiaon 494 0589  Akaike info criterion 16.268272

Sum squared resid MT32249  Schwarz criterion 15.30140

Log likelihood -1005.043  Hannan-Quinn criter. 16275497

F-statistic 16.67441  Durbin-Ywatson stat 0366172
Frob(F-statistic) 0.000077

Figure 3.4: Model 1 for the Fund Balance

Durbin-Watson statistic value indicates autocorrelation in residuals. Thus, we ex-

amine the residuals correlogram given in Figure and saw that the 1st lag of the

dependent variable F;,.,, must be included in the model.

Sample: 2008M01 2019M07
Included observations: 132

Autocorrelation Partial Correlation

AC

FPAC

G-Stat

Prob

|

00 == D0 N ) R =

m——-lwmw—-n—n—“-w—m—

UI'W?F???HI!!HIIUH!'!III

w

10
1
12
13
14
14
16
17
18
14
20
21
22
23
24

0.767
0.624
0.am
0.427
0,339
0.300
0.278
0.262
0.254
0.2a87
0.3z8
0.304
0.275
0187
0.140
0107
0120
0.107
0.094
0117
0171
0.208
0.240
0.253

0.767
0.0480

-0.002

0.0ss

-0.046

0.065
0.0s2
0.024
0.045
0122
010z

-0.070
-0.018
-0.153

0.000
0.031
0.076

-0.017
-0.031

0.0s4
0.096
0.030
0.04s
n.oos

79332
132.40
166,84
192.08
208.08
22075
23166
24141
250 67
262 62
278
291 96
037
a0g.41
211.36
31312
31534
31712
218.50
320 68
32534
33212
241.50
351 .96

0.000
0.000
0.000
0.0o0
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.0o0
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.0o0
0.000
0.000
0.000
0.000

Figure 3.5: Residuals correlogram of Model Step 1 for the Fund Model
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The new model fitted to the data is:

(Fnew)t =c—+ Q(Fnew)t—l + Qld(UR)t—6 + € (34)

where the output is given in Figure

Cependent Variabla: F_MEW

Method: Least Sguares

Date: 122019 Time: 1517

Sample (adjusted): 2008M08 201 9m07
Included ohservations: 132 after adjustments

Yariable Coefficient Stdl. Errar tStatistic Frab.
c 152.4724 47 47476 3211686 0.0017
F_MEW(-1) 0816124 0.045835 17.80550 0.0000
DiURG-ED -224.7551 8905286  -2523839 0.0128
R-sguared 0743664 Mean dependentvar 2368.1229
Adjusted R-zquared 0.739690 5.0. dependentvar A22.7816
S.E. of regression 2667261 Akaike info criterion 14032749
Sum sguared resid 9177423 Schwarz criterion 14.08830
Lag likelihood -9231638  Hannan-Guinn criter, 14.054941
F-=tatistic 1871233  Durhin-Watson stat 2135303
ProbiF-statistic) 0.000000

Figure 3.6: The Second Model for the Fund Balance

Though Durbin-Watson statistic is now close to 2.00, it is misleading since the model
includes the 1st lag of the dependent variable. Thus, the residuals correlogram is

given Figure and seen that the 11th lag can be added to the model.

Sample: 2008M01 2019M07
Included ohservations: 132
2-statistic probabilities adjusted for 1 dynamic regressor

Autocarrelation Fartial Correlation AC PAC  Q-Stat  Prob*
g g 1 -0.093 -0.093 11694 0.280
N L 2 0.051 0.042 15190 0.468
g T 3 -0120 -0.113 34910 0.322
N N 4 0.032 0010 36307 0.458
] i 5-0.030 -0.017 3.7549 0.585
N o 6 0.081 0064 46745 0.586
el i 7 0.097 0418 B0093 0539
] i 8 -0.036 -0.029 BA1961 0.625
1= g 9 -0109 -0410 78135 0.543
) L 10 0.019 0.024 79645 0632
= | 11 0208 0224 14307 0.216
e 0 12 0.063 0086 14901 0247
L L 13 0124 0116 17171 0192
v o 14 0.004 0056 17173 0.247
1= g 15 -0.118 -0.104 19.267 0.202
] Ll 16 0.001 0.030 19267 0.255
i g 17 -0.037 -0.065 18480 0.302
=) N 18 0168 0087 23853 0.160
g i 19 -0.090 -0.071 25125 0.156
] i 20 -0.034 -0.068 25304 0190
g i 21 -0.092 -0.062 26644 0183
N i 22 0.068 0032 27378 0197
Nl 0 23 0.093 0.095 28784 0188
= ([ 24 0186 0130 35059 0.068

Figure 3.7: Residuals Correlogram for the Second Model of Fund Balance
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By adding the 11th lag of F),.,,, we finally fit the model:

(Fnew)t =c+ Q(Fnew)t—l + 91 (Fnew)t—ll + QQd(URt—G) + €

(3.5)

where c, 0, 65 are constants and ¢, is the error. Obtained output is given in Figure

B8l

Dependent Variahle: F_MNEWY
method: Least Squares
Diate: 1142619 Time: 00:01

Sample (adjusted): 200812 2018M07

Included oh=ervations: 128 after adjustments

Wariable Coefficient Std. Error t-Statistic Prob.
C 117.3952 56.82003 2066088 0.04049
F_MEW-13 0.730005 0.054547 13,3830 0.0o0o0
F_MEW(-11) 0104064 0046724 2227185 00zry
D{URCED -328.0443 93.03078 -3.526191 0.0006
R-zquared 0.706325 Mean dependent war 8283077
Adjusted R-squared 0.695220 5.D. dependentvar 46T 10617
S.E. of regression 2861769 Akaike info criterion 13.96036
Sum sguared resid 8137697,  Schwarz criterian 14.04549
Log likelihood -889.4633  Hannan-Gdinn criter. 13.996458
F-statistic 9941189  Durbin-wwatson stat 2042378
Frob(F-statistic) 0.000000

Figure 3.8: Estimated Final Model for UIF

3.1.1 Diagnostic Analysis for UIF Model

Firstly, the serial correlation of the residuals are tested by Breusch-Godfrey serial

correlation LM test. It is concluded that the p-value is insignificant. There is no serial

correlation as seen in Figure

Breusch-Godfrey Serial Correlation LM Test:
MHull hypothesis: Ko serial correlation atup to 2 lags

F-statistic
Ohs*R-sguared

1.018285

Frob. Fi2,122)

2101646  Prob. Chi-Squarel2)

Figure 3.9: LM Test Result for Model UIF

Besides, the autocorrelation and partial correlation functions of the residuals are ex-

amined and seen that all lags are in the confidence interval, see Figure [3.10] Hence,

we conclude that there is no serial correlation problem among the residuals.
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Date: 111119 Time: 13:06
Sample: 2008M01 2019M0T
Included observations: 128
Q-statistic probabilities adjusted for 2 dynamic regressors

Autocarrelation Partial Correlation AC PAC  Q-Stat  Prob*
i i 1 -0038 -0038 01858 0.5GE
1l [l 2 0107 0106 1.7102 0.429
o N 3 -0.037 -0.030 1.8941 0.595
=0 N0 4 0119 0107 3.8069 0.433
K o 5-0.009 0.004 3.8185 0.578
[ =0 6 0136 0115 6.3365 0.387
=] =] 70124 0144 94403 0.295
i i g -0.007 -0.035 9.4476 0.391
g 1=l 9 -00895 -0118 97087 0.374
[ B [N 10 0035 0013 9.8917 0.451
1l 1l 11 0407 0107 11511 0.402
K N 12 -0.010 -0025 11.525 0.485
L N 13 0068 0036 12187 0.512
o i 14 -0.036 -0.044 12374 0576
1= g 15 -0.102 -0115 13.801 0.533
N vl 16 -0.024 0007 13.8%6 0.600
o g 17 -0.064 -0102 14801 0.624
-] [N 18 0082 0051 15624 0.619
g g 19 -0.085 -0.056 16.931 0.591
g i1 20 -0.064 -0080 17.627 0.612
= i1 21 -0122 -0071 19.946 0.525
o Ay 22 0.028 0051 20074 0578
o 0 23 0.055 04114 20548 0.609
=] W= 24 0128 04124 23166 0.510

*Probabilities may not be valid for this equation specification.

Figure 3.10: Correlogram for Model Residuals of UIF

As next step, normality of the residulas are tested by JB normality test. The test result

is given in Figure [3.11] JB p-value is observed as 10%. Thus, residuals of the model

can be approximated by normal distribution.

20 - -

Series: Residuals

Sample 2008M12 2019M07
16 Observations 128

Mean -8.97e-14
17 Median 3688099

Maximum 731.9866

Minimurm -637.8612
8 Std. Dev. 253.1331

Skewness  0.230349

Kurtosis 3.804395
4

Jarque-Bera 4582897
. . I I . . . —— I- Probahilty  0.1011200

-600 =400 =200 0 200 400 g00

Figure 3.11: JB Normality Test for Model UIF

Finally, Breusch-Pagan-Godfrey heteroscedasticity test is applied to the residuals of
model. Test result is given in Figure [3.12] According to the test result, p-value again

much more higher than 10%. Hence, there is no heteroscedasticity problem.
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Heteroskedasticity Test: Breusch-Pagan-Godfrey
Mull hypothesis: Homoskedasticity

F-statistic 0504586 Prob. F(3,124) 06798
Ohs*R-sguared 1.843743  Prob. Chi-Sguareld) 06722
Scaled explained 55 2031456 Prob. Chi-Sguareld) 05659

Figure 3.12: B-P-G Heteroscedasticity Test Result for the Residuals

Since the assumptions seem to be valid, the estimated model in Figure @ can be
interpreted. All p-values of exogenous variables are significant at 5% significance
level. The coefficient of 6th lag of d(UR) is -328.04 which means that 1 unit increase
for the first difference of the unemployment rate causes around 328 TL decline in
F.., after 6 months. Additionally, R-squared explains to what extent the variance of
one variable explains the variance of the second variable. R-squared value is around
0.70 which means that the model explains approximately 70% of F,.,, around its

mean.

3.2 UR Modelling

To analyze the future balance of UIF, we have to predict unemployment rate in future.
Thus in this section, we model the seasonally adjusted UR by appropriate ARIMA

model.

The time series plot of d(UR) can be seen in Figure It is seen that all values
approximetaly sit around zero. ADF unit root test is applied to the series and found

stationary in UIF modelling section.

The the correlogram of the difference of UR given in Figure [3.14] is examined. To

check which one of the plausible models can be fitted, we employ ARIMA(1,1,0),
ARIMA(0,1,1), ARIMA(1,1,1), ARIMA(2,1,0), ARIMA(1,1,2), ARIMA(2,1,1), ARIMA(4,1,1),
AR-IMA(4,1,0) ARIMA(1,1,4), ARIMA(2,1,4), ARIMA(4,1,2), ARIMA(4,1,4), ARIMA
(6,1,0), ARIMA(6,1,1), ARIMA(6,1,2) ARIMA(6,1,4). The output of these models

are given in Appendix.
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Figure 3.13: Graph of the First Difference of UR, d(UR)

Date: 1172519 Time: 14:04
Sample: 2008M01 2019M0T
Included observations: 138

Autocorrelation Partial Caorrelation A PAC  GQ-Stat  Proh

0502 0502 355685 0.000
0.404 0203 58745 0.000
0180 -0117 63367 0.000
0279 0228 74616 0.000
0.241 0073 83044 0.000
0.079 -0.239 83959 0.000
0081 0105 24923 0.000
! 0.046 0036 25245 0.000
! 9 0059 -0110 85765 0.000
! 10 -0.021 -0.017 84829 0.000
! 11 -0107 -0.088 &7.584 0.000
! 12 -0135 -0103 90377 0.000
! 13 -0110 0052 92244 0.000
! 14 -0077 0017 93165 0.000
! 16 -0111 -0.078 95110 0.000
! 16 -0.081 00828 96147 0.000
1
1
1
1
'
|
|
'

II'II

L N

PRS- - = - N0 N - a—

17 -0.108 -0.053 97.982 0.000
18 -0.0580 -0.014 98.3894 0.000
19 -00100 -0.010 10001 0.000
20 -0072 -0.009 10086 0.000
21 -0.040 0044 10112 0.000
22 -0.05% -0.069 101.71 0.000
23 0003 0046 10171 0.000
24 -0.058% -0.040 10231 0.000

Figure 3.14: Correlogram of d(UR)

Hence, we compare these models by their information criteria and R-square values
given in Table [3.4] It can be seen that the lowest AIC and SIC values as well as the
highest R-square value is obtained in ARIMA(2, 1, 4).
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Table 3.4: Tentative ARIMA Models for UR

Model AIC SIC R-squared
ARIMA(1,1,0) | -0.066727 | -0.02410 | 0.255743
ARIMA(1,1,1) | -0.080105 | -0.016163 | 0.276275
ARIMA(2,1,0) | -0.103502 | -0.039252 | 0.294388
ARIMA(1,1,2) | -0.184559 | -0.099304 | 0.357506
ARIMA(2,1,1) | -0.105632 | -0.019965 | 0.306168
ARIMA(4,1,0) | -0.147650 | -0.039522 | 0.350760
ARIMA(4,1,1) | -0.139176 | -0.009422 | 0.354934
ARIMA(1,1,4) | -0.203961 | -0.076079 | 0.387984
ARIMA(2,1,4) | -0.264427 | -0.11451 | 0.433591
ARIMA(4,1,2) | -0.204917 | -0.053537 | 0.404926
ARIMA4,1,4) | -0.211374 | -0.016743 | 0.426144
ARIMA(6,1,0) | -0.187913 | -0.035037 | 0.387872
ARIMA(6,1,1) | -0.192634 | -0.017919 | 0.399916
ARIMA(6,1,2) | -0.210934 | -0.014379 | 0.419658
ARIMA(6,1,4) | -0.204483 | 0.035751 | 0.433336

Therefore the model is decided to be as follows, model:

d(URt) =c+ Oéld(URt_l) + Oégd(URt_Q) + Q3€¢_1 + Qy€t_9 + 5€t_3 + Qg€Er—4g —+ €t
(3.6)

where ¢ and «; are constants and €, are error terms. Obtained output is given in Figure

3.2.1 Diagnostic Analysis for UR Model

This section analyzes residuals or error terms of model. Serial correlation, het-
eroscedasticity, residual normality and correlogram are viewed to conclude on the

model selection. Thereafter, future prediction step comes.

Firstly, the serial correlation of the residuals are tested by Breusch-Godfrey serial
correlation Lagrange Multipliar (LM) test. It is concluded that there is no serial cor-
relation as seen in Figure p-value of Chi-Squared(2) is 15% which is higher

than significance level of 10%.
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Cependent Variable: DILIE)

Method: ARMA Conditional Least Squares (Marquardt - EViews legacy)

Date: 1222119 Time: 01:58
Sample (adjusted): 2008M04 20719007

Included ohservations: 136 after adjustments
Convergence achieved after 22 iterations

WA Backeast 2007h12 200803

Yariable Coefficient Stel. Errar tStatistic Frab.
o] 0037318 0.038285 0974754 0.3314
AR 0E10225 0.029743 2051837 0.0000
AR -0.89766RT 0.027701 -32.40573 0.0000
A1) -0.102422 0.075403  -1.358322 01767
hAA2) 1.145427 0.071429 16.035592 0.0000
hAAL3) 0173713 0.070335 2469785 0.0148
LYY 0566310 0.072114 7852911 0.0o000
R-sguared 0433591  Mean dependentvar 0.036765
Adjusted R-zsquared 04072468 S5.0D. dependent var 0.2684551
S.E. of regression 02067558 Akaike info criterion -0.264427
Sum sguared resid 5814658 Schwarz criterion -0.1144811
Loag likelihood 2498104  Hannan-Guinn criter, -0.2034804
F-=tatistic 16.45344  Durhin-Watson stat 2.06F954
ProbiF-statistic) 0.000000
Inverted AR Roots 31+.90i 31-.90i
Inverted MA Roots 35+ 932 35-92i - 30+ 700 -.30-70i
Figure 3.15: Estimated Model for UR
Breusch-Gadfrey Serial Carrelation L Test:
Mull hypothesis: Mo serial correlation at up to 2 lags
F-statistic 1.809910 Proh F(2127) 016749
Chs*R-squared 37689158 Proh. Chi-Sguared) 0148149
Test Equation:
Cependent Wariakle: RESID
Method: Least Sguares
Date: 1202219 Time: 02:03
Sample: 2008M04 2015MOT
Included ohservations: 136
Presample missing value lagoed residuals setto zero.
Yariahle Coefficient Std. Error tStatistic Froh.
C -0.000127 0.038053  -0.003329 0.9873
AR 0010673 0.0304879 0349232 0.7274
AR -0.012514 0.029089  -0.430183 0.6ETE
AT 0189143 0141784 1.334020 01846
ALY -0.220106 0136531 -1.612131 0.1094
hAA 3D 0245187 0.148700 1.648870 01016
EYE Y] -0.088831 0104741 -0.8480499 0.3380
RESID-1) -0.231187 0170733 -1.353907 0178z
RESID-2) 02771487 0161249 1.718818 0.0881
R-squared 0.027708 Mean dependentvar -0.000418
Adjusted B-squared -0.033538 5.0, dependentwar 0202112
S E. of regression 0.205473 Akaike info criterion -0.2631149
Sum squared resid 5361332  Schwarz criterion -0.070370
Log likelihood 26.89210 Hannan-Quinn criter. -0.184791
F-statistic 0452407  Durhin-Watson stat 2.041061
ProbiF-statistic) 0887061

Figure 3.16: B-G-P LM Test Result for UR model
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Besides, correlogram of the residulas given in Figure [3.17)are examined and seen that
they are uncorrelated.

Date: 12/22119 Time: 02:04
Sample: 2008M01 2019M07
Included ohservations: 136
I-statistic probabilities adjusted for 6 ARMA terms

Autacorrelation Partial Caorrelation AC FAC  GQ-5tat  Prob

-0.039 -0.038 02107

0.068 0066 09496

0.083 0098 20578

0132 0137 45232

0.053 0055 4.9277

-0.032 -0.054 50734

0144 0110 80733 0.004
0.0z20 0011 81308 0.7
9 -0.040 -0.063 83658 0.039
10 -0.009 -0.034 83788 0079
11 -0.075 -0108 92165 0101
12 -0.033 -0.054 93851 0153
13 0012 0046 94086 0.225
14 -0.038 -0.021 9E369 0.291
15 -0127 -0117 12157 0.205
16 -0.002 0.016 12158 0275
17 -0.008 0013 12170 0.351
18 0.044 0098 12473 0408
19 -0.089 -0.044 14037 0371
20 -0.025 -0.055 14135 0.440
21 -0013 -0.032 14163 04513
27 -0.081 -0.058 148231 0.508
23 0083 0114 16656 0478
24 -0.063 -0.034 17322 0501

=
[N - T RSN Y

L=8

Pt~ il - et~ - W=t~

Figure 3.17: Residuals Correlogram for UR model

Then normality of residuals is investigated by JB test whose output is given in Figure

[3.18] It can be seen that normality assumption is valid.

20 , ,
Series: Residuals
Sample Z008M04 201307
16 Ohservations 136
tEan -0.000418
12 Wedian 0.000262
tlExirmurm 0.266003
tinirnurm -0.463602
8 Std. Dew. 0202112
Skewness 0.161692
4 Hurtosis 3.055250
Jargue-Bera 0.605899
0 -II I I Praobability 0.7371610
0.0 0.z 0.4 0.6

-04 02
Figure 3.18: JB Test Result

3.3 Investment Model

Investment income (I) is one of the crucial income item of UIF. By forecasting future
investment income, determining the future of the fund can be analyzed more truely.
Firstly, inflation adjusted investment incomes per beneficary is calculated by the help

of CPIL. This income obtained from total cumulated UIF, not monthly income. Hence,
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to observe monthly investment income which comes from F, monthly investment rate,
.41, 1s Obtained by dividing investment income to the previous inflation adjusted

cumulative fund:

(Lrate)r = Iy + Total fund;_;. (3.7

In the final part, [, will be multiplied by predicted F,,.,, to observe predicted in-

vestment income per beneficiary.

The graph of the new varibale I, is illustrated in Figure Low values seem
to be followed by low values and high values seem to be followed by high values.
Based on this pattern, it seems that AR process with high correlation value would be

appropriate, if it is stationary.

18
16
14
1.2
1.0
0.8
08

04
o8 o8 10 M 12 13 14 15 16 17 18 18

Figure 3.19: Graph of [, 4

It is observed from ADF unit root test that /.. is stationary at level, i.e. 1(0). The

test result is given in Figure [3.20]

MHull Hypothesis: |_RATE has a unit root
Exogenous: Constant
Lag Length: 0 (Automatic - based on SIC, maxlag=13)

t-Statistic Prob.*

Augmented Dickey-Fuller test statistic -4 681231 00002
Test critical values: 1% level -3.4781349

% level -2.882433

10% level -2.8774940

*Mackinnon (1996) one-sided p-values.

Figure 3.20: ADF Test result of /4.
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When the correlogram of I, given in Figure [3.21] is examined, AR(14) model

seems to be appropriate.

Date: 12/2319 Time:13:03
Sample: 2008M02 2019Ma7
Included ohservations: 138

Autacorrelation Partial Carrelation AC PAC  G-Stat  Proh

1 0880 0820 10828 0.000
2 0784 0039 19642 0.000
3 0749 03232 27685 0.000
4 0715 0031 35054 0.000
5 0690 0107 41875 0.000
B
7
g

a

0.656 -0.027 48266 0.000
0620 0016 53027 0.000
0.631 -0.282 58112 0.000
0464 0008 £1333 0000
10 0.418 -0.086 B38.71 0.000
0.379 0042 661.51 0.000
12 0.348 -0.000 63011 0.000
0.264 -0.214 £3085 0.000
! 14 0234 0215 69935 0.000
N 16 0.208 -0.040 70620 0.000
N 168 0168 0032 71068 0.000
N 17 0161 0097 71484 0.000
I'I 18 0137 -0.0587 71786 0.000
llhl 19 0118 0054 72013 0.000
N

'K

ol

O

O

rosnllzanigas

,'urIlIIlllIIIIIII

0 0091 0008 F21.47 0.000
21 0073 -0.084 72235 0.000
22 0.056 -0.022 72286 0.000
23 0.0&87 0091 72340 0.000
24 0074 -0.000 72432 0.000

feBinteniiafl_H

Figure 3.21: Correlogram of [,

The fitted model:

([rate)t =c+ (0%} (Irate)t—l + ..+ a14(Inew)t—l4 + €t (38)
where c, a; are constants. ¢, is the error term.

Figure [3.22] illustrates the output of the AR(14) model. It is seen that there are in-

significant lags. After removing insignificant variables from the model, we reach the
final:
(]rate)t =c+ aq (Irate)t—l + a2(Inew)t—3 + QS(Inew)t—IQ + a4(Inew)t—13 + €t (39)

where ¢ and «’s are constant and ¢; is error term. The output can be found in Figure

3.23]

3.3.1 Diagnostic Analysis for Investment Model

First of all, residuals correlogram is given in Figure [3.24] All lags are in the confi-

dence interval except the 24th lag which is at the boundry which can be neglected.

Secondly, when we apply Breuch-Godfrey LM test, we concluded that there is no

serial correlation. The result is given in Figure 3.2
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Cependent Variable: |_RATE
Method: ARMA Conditional Least Squares (Marquardt - EViews legacy)
Date: 1272519 Time: 00:11

Sample (adjusted): 2009M03 2071 9m07

Included ohservations: 1245 after adjustments
Convergence achieved after 3 iterations

Yariahle Coefficient Std. Error tStatistic Froh.
C 0.789253 0067324 11.72313 0.0000
AR 0820229 0.080220 9.091432 0.0o000
AR -0.162535 0112077 -1.450210 0.1498
AR 0217316 01114671 1.947780 0.0540
AR -0.109743 0114520  -0.958284 0.3400
ARE) 0195943 0112103 1.747878 0.0833
AR(E) 0004109 0109879 0.0373497 0.9702
AR 0139007 0108776 1.277926 0.2040
AR(E) -0.207454 0107625  -1.8927552 0.0564
AR(S) 0033022 0.108526 0304276 07614
ARCID) -0.063900 0107028  -0.597035 08517
AR 0.030860 0106464 0.289865 07724
AR Z) 0274170 0103234 2 B55822 0.0091
AR -0.418147 0094123 -4.442649 0.0000
AR 0132268 0.061008 2168046 0.0323
R-squared 0.815685 Mean dependentvar 0.798936
Adjusted R-squared 0792227 8.0 dependentwar 0183106
S E. of regression 0.085743 Akaike info criterion -1 962763
Sum squared resid 0808701 Schwarz criterion -1.623366
Log likelihood 1376727  Hannan-Quinn criter. -1.824884
F-statistic 34.77185  Durhin-Watson stat 1.982461
ProbiF-=statistic) 0.000000
Inverted AR Roots 91-.08i 81+.08i B4-50i B4+ A0i
448 A4+ 83 44-83i .06+ 92
- 0E-92i - 48+ 811 -.48-B1i - B3-47i
- B3+ AT -.88

Figure 3.22: AR(14) Model of [,

Cependent Variable: |_RATE
Method: ARMA Conditional Least Squares (Marquardt - EViews legacy)
Date: 122519 Time: 00:18

Sample (adjusted): 2009M02 201 9m07

Included ohservations: 126 after adjustments
Convergence achieved after 3 iterations

Yariahle Coefficient Std. Error tStatistic Froh.
C 0.780160 0.054148 14.407498 0.0000
AR 0704788 0.068154 10.34110 0.0o000
AR 0149874 0.069189 21661483 0.0323
AR ZY 0150743 0.064264 2345678 0.0206
ARD3) 0157117 0.054965  -2.8584497 0.0050
R-squared 0.783748 Mean dependentvar 0.802806
Adjusted R-squared 0776600 5.0, dependent war 0192321
S E. of regression 0.080801  Akaike info criterion -1.919213
Sum squared resid 0999326 Schwarz criterion -1.806662
Log likelihood 1259104  Hannan-Quinn criter. -1.873487
F-statistic 1096333  Durhin-Watson stat 1.782964
Probi{F-=statistic) 0.000000
Inverted AR Roots B8+.08i 88-.08i T1-.45i T1+.45]
40-.76i A0+ TEi -.02+.88i -.02-.88i
- 44+ TEi - 44- TBi - T5-.44] - Th+ 44
-.86

Figure 3.23: The Final Model of I,
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Date: 12/25M9 Time: 00:20
Sample: 2008M02 2018M07
Included ohservations: 126
Q-statistic probabilities adjusted for 4 ARMA terrms

Autocorrelation Partial Correlation AC FAC  G-Stat  Prob

0.086 0.086 09604

-0.049 -0.0586 1.2679
-0.0586 -0.048 1.6840
-0.036 -0.030 1.8570

0.088 0080 28996 0.0849
01458 0123 58440 0.054
0185 0173 10458 0.5
-0.020 -0.027 10515 0.033
9 -0.005 0036 10518 0.0682
10 -0.005 0006 104622 0104
11 0021 0010 10485 0158
= 12 0184 0144 15382 0052
o 13 -0.034 -0.102 144558 0.077
! 14 0022 0025 159631 0111
! 15 0005 0012 15634 01455
15 16 -0.118 -0136 17636 0126
17 0.083 0.084 18707 0132
i 18 0002 -0.067 18708 0178
19 0082 0050 19731 0182
! 20 0031 0052 19880 0228
! 21 -0.028 -0.043 20004 0.274
1

'

W
[ IS L S

[
[
=

W-___W

Eﬂmm
e

22 -0103 -0.075 21663 0.247
23 -0.084 -0.052 22780 0.247
= 24 0237 0203 31639 0.047

| e

Figure 3.24: Residuals Correlogram of the Final Model of 7, ..

Breusch-Godfrey Serial Carrelation LM Test:
Mull hypothesis: Mo serial correlation at up to 2 lags

F-statistic 1.378102 Prob F(2119) 0.2560
QObs*R-squared 2.852270  Prob. Chi-Square( 02402
Test Equation:

Dependent Variahle: RESID

mMethod: Least Squares

Date: 12025M9 Time: 00:19

Sample: 2009M02 2019007

Included observations: 126

Presample missing value lagged residuals setto zero.

Wariable Coefficient Std. Error t-Statistic Prob.

C 0.003008 0.0540463 0.055656 09557

ARCTY -0.232363 0192613 -1.206372 0.2301

AR 0169932 0148707 1.142735 0.2554

AR 0.029478 0067704 0.435359 0.6641

AR -0.012413 0055404  -0.2240349 08231

RESID{13 0.320821 0.2108497 1.821217 01309

RESID{-2) 0103685 01623485 0.638631 045243

R-squared 0.022637 Mean dependent var -6.AZE-14

Adjusted R-squared -0.026642 5.0 dependentvar 0089435

S.E. ofregressian 0.090618 Akaike info criterion -1.910364

Sum squared resid 0977183 Schwarz criterion -1.7527493

Log likelihood 127.3530  Hannan-Quinn criter. -1.846348

F-statistic 0.459367 Durhin-Ywatson stat 1.937344
Frob(F-statistic) 0.837084

Figure 3.25: B-G LM Test Result for the /,.,,c Model
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Finally, normality of the residuals is tested with Jarque-Bera test given in Figure[3.26

Since, the p-value is greater than 10% it can be concluded that normal approximation

1s valid.
25 _ _
Series: Residuals
Sample 200902 2015M07
20 Ohbservations 126
Mean -6.82e-14
15 Median -0.012615
haximum 0.222309
mirirnum -0.210449
10 Std. Dew. 0.089435
Skewness 0351199
Kurtosis 2.819165
5
Jargue-Bera 2.761833
0 --.. - .- Probability 0.2513480
0.2 0.1 0.0 0.1 0.2

Figure 3.26: Normality Test of the Residuals
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CHAPTER 4

ROBUSTNESS ANALYSIS

To investigate sustainability of the system,we search the break point in the estimated
models. It requires, firstly, UR to be forecasted. After finding predicted values of un-
employment rates, these values are used to predict F},.,, by the help of the UIF model.
Additionally, future values of I, is predicted to find future investment income rate

for the fund.

Forecast interval begins at August of 2019 and ends at May of 2021. Figure
is the forecast graph from the model given in Equation [3.6]of UR.
Thereafter, Fund forecast is constructed for the same period by using the unemploy-

ment rate model in Equation Figure [4.2] represents forecast graph of F,.,,.

Additionally investment income rate, /..., is forecasted for the given time interval

by using model given in The Forecast graph is given in Figure
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Figure 4.1: UR Forecast Graph
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Figure 4.2: F},.,, Forecast Graph
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Figure 4.3: Forecast Graph of Investment Income Rate

4.1 Deterministic Analysis Part 1

Table 4.1: Descriptive Statistics of .S,,,,

F ¢, 1s monthly income balance per beneficary. An important expense of the fund is
the support expenses which are determined by the government. Support expenses S
is also taken per beneficary and denoted as S,,.,,. S started at July of 2018, there is
not enough data to model it. Therefore, we examine its effect in terms of scenarios.

The graph of S,,.,, and its descriptive statistics are given in Figure 4.5 and Table 4.1}

Variable

Mean

Maximum

Minimum

Std. Dev.

JB p-value

STL@’UJ

2228.58

8340.64

508.40

1967.44

0.0000
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Descriptive statistics test result of S, is given in Figure |4.4

As seen from Table [d.1] the maximum value S,,,,, = 8340.64 TL, the minimum value

Smin = 508.40 and the average value S,,,. = 2228.58 TL per beneficiary monthly.




Series: S_NEW
Sample 2018M07 2018M07

5 Observations 13
4 Mean 2228.582
Median 1928.817
3 Maximum 8340 641
Minimum 508.4018
Std. Dev. 1967 443
2 Skewness 2438811
Kurtasis 8.550639
1
Jargue-Bera  29.57543
0 Prabability 0.0000000
0 2000 4000 6000 8000

Figure 4.4: Descriptive Statistics of S,

S_NEW
9,000
8,000
7,000
8,000
5,000
4,000
3,000
2,000
1,000

M7 M8 MS M10 M1 M12 M1 M2 M3 M4 M5 ME MY
2018 2019

Figure 4.5: Graph of S,,c.,

As deterministic approach, three scenarios are constructed for the ratio f;z—e“’ and ob-
served whether these ratios are less than 1 or not. If the monthly rate g:ﬁ is less than
1, it means that income of the fund can not afford support expenses at that considered

month. Three scenarios are:

Fnew

Expensepa, = 5 <1 4.1)
FTLC’LU

Expensep,i, = 5 <1 4.2)
Fne’w

Expenseg,, = 5 <1 4.3)

avr
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Table [4.2] gives average values of determined three cases:

Table 4.2: Average Values of 3 Cases for Expense

FExpense,,y, Expense,qz Expenseg,,

Average Value 0.6276 0.0382 0.1431

ne
0e
0.4
02
0o
-0.2

2019 2020 2021

—— EXPEMNSE_AWR
EXRFPEMSE_mMAX
—— EXPEMSE_MIN

Figure 4.6: Affordability of the Fund under the Scenarios

The forecasted values of these three scenarios are given in Figure 4.6 If the highest
support expense is maintained, affordability of fund is very few, on the average %
= 3.82%. If the minimum expense is applied for all period of time, it seems that the
fund can afford only 63% of additional support expense on the average. In case of
average support payment, the fund can only afford approximately 14% of it. In con-
clusion, it is observed that the monthly income per beneficiary will not be sufficient

to afford support expenses.

Secondly, monthly balance B is calculated with the same deterministic approach.

Following equations represents the monthly balances for the three scenarios:

Bmax = Fnew - Smax (44)
Bmin = Fnew - Smin (45)
Bavr = Fnew - Savr (46)
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If B is < 0, it means there is deficit. Figure illustrates the monthly difference
cases. Average values are for the three cases of the monthly balance are given in Table
M.3] and seen that all monthly balances are negative on the average. In other words,
collected premiums income will not be able to afford support expenses. It must be
remembered that we do not take the investment income into account in these analyses.

Therefore, we rerun the analysis by adding its effect in the following section.

0
-1,000
2000 -
-3,000
-4,000
-5,000
-6,000
-7.000
-8,000
-5.000

—

I [+ Il I [ | Il
2019 2020 2021

— B_AVR B_hiAx —— B_hIN

Figure 4.7: Three Cases for Monthly Balance of the Fund

Table 4.3: Average Values of 3 Cases for Expense

Bmin Bmaz Bavr

Average Value -189.3070 -8021.547 -1909.487

4.2 Deterministic Analysis Part 2

The predicted investment income rate is given in Figure4.8] The predicted investment
income of monthly balance of the fund is calculated by multiplying F},.,, with these

rates, I, to find the investment income for the next month:
(Inew>t = (Fnew)tfl X ([rate>t71~ (47)
Thus, the predicted investment income per beneficiary, /,,.,,, is given for the forecast

period August of 2019 to May of 2021 in Figure If the F),.,, value is negative,

naturally there will not be investment income. I,,.,, is taken 0% in this case.
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Figure 4.8: Predicted Investment Income Rate (%)
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Figure 4.9: Predicted Investment Income

Consequently, total income per beneficiary, TI, is ready to be obtained by adding /,,¢,,
to [, as:
TI = Liew + Frew- (4.8)

The graph of TI is given in Figure d.10]

The same deterministic approach in Section 4.1 is applied for TI:

TI

T.Expense o, = 5 <1, 4.9)
TI

T.Expensei, = 5 <1, 4.10)
TI

T.Expenseg,, = g < 1. “4.11)
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Figure 4.10: Predicted Total Income

The Figure d.11] represents the affordability of the fund under these scenarios:

0.8
0.6
0.4

0.2

0.o

-0.2
Il I\ | Il 1l [ I Il

2019 2020 201

—— T_EXPEMSE_&YR
—— T_EXPEMSE_MA&X
—— T_EXPENSE_MIN

Figure 4.11: Affordability of the Total Fund under the Scenarios

Table 4.4: Average Values of 3 Cases for T.Expense

T.Expensepnin T.Expensea T.Expenseg,,

Average Value 0.632667 0.038564 0.144329

Average values for each scenarios are given in Table[d.4] It is seen that similar to part
1, all average values of the three cases are smaller than 1. Hence, total balance of the
fund is not able to afford the support expenses. Finally, total balance, TB, is observed

whether they are < 0 or not for the predicted interval:
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TByas =TI — Spew < 0 (4.12)

TBin =TI — Spin <0 (4.13)

TBuyyr =T1 — Spr <0 (4.14)

The graph of and average values of TB under each scenario are given in Figure {.12]

and Table respectively.

a
=

-1,000

2,000
-3,000
-4,000
-5,000
-6,000
-7,000
-8,000

-9.,000
I [ Il I [+ I Il

2019 2020 20

— TH_AVR TH_MAX —— TH_MIM

Figure 4.12: Three Cases for Monthly Total Blance of the Fund

Table 4.5: Average Values of 3 Cases for TB

TBmzn TBma:r TBavr

Average Value -186.7520 -8018.992 -1906.932

To conclude, if the support payments continue at the minimum level, monthly total
balance per beneficiary will be -186.8 TL. For the other cases, negative balances
are much more higher than this value. They are respectively -8018.9 TL for the
maximum payment case and -1906.9 TL for the average support payment case. Again
it should be noted that we do not consider the total fund asset in these analyses. We
conclude that these support payments can not be afforded by the premiums and their
investment incomes meaning that the total fund asset will start to decrease and it is
another interesting question to figure out the point where the whole system gets stuck

which is a future work.
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CHAPTER 5

CONCLUSION

This thesis introduces a modelling approach Turkish Unemployment Fund in terms
of its components, factors and its sustainability in the future. The influence of un-
scheduled, unexpected and out of unemployment insurance support payments to the

fund growth is investigated.

The main affecting factor to UIF is naturally unemployment rate. Thus, first of all,
unemployment rate is predicted by ARIMA model. Then, by the help of this infor-
mation, monthly fund revenue per beneficiary is predicted by appropriate regression
model. Additionally, investment income rate for UIF is modelled and predicted by
ARIMA model separately due to the fact that it depends on investment strategies de-

cided by the fund managers and the government.

In deterministic analysis part, predicted fund revenue and investment income added
total fund revenue is tested for three cases of ongoing support expenses which are
the average, maximum and minimum values. It is observed that the fund will not be
able to afford support expenses under all scenarios in the forecast period of August
of 2019 to May of 2021. Therefore, the study asserts us that if the ongoing expenses
continue, the UIF will be in deficit in terms of premiums and expenses and the sup-
port will start to decrease the total fund asset. However, the time when the total fund

asset will be spent all is not examined in this thesis and a remained as a future study.
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This thesis study can be a reference for those desire to analyze this topic more de-
tailed. The fund managers and authorities can rearrange future support payment pro-

grams by considering this thesis study.
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APPENDIX A

APPENDIX

A.1 Plausible Tentative Models

Dependent variahle: D{UR)

methad: ARMA Conditional Least Sguares (Marguardt - EViews legacy)

Date: 01403720 Time: 01:03

Sample (adjusted): 2008M03 2018M07
Included oh=ervations: 137 after adjustments
Comvergence achieved after 2 iterations

Wariable Coefficient Stel. Error -Statistic Proh.

c 0.035036 0.040159 0.872450 03845

AR 05805710 0.0742450 F.810939 n0.0ooo

R-squared 0.2595743  Mean dependent var 0.035036

Adjusted R-squared 0.2560230 5.0 dependentvar 0268326

S.E. ofregressiaon 0.232341  Akaike info criterion -0.066T727

Sum squared resid T.287T6E3Y  Schwarz criterion -0.0z24100

Log likelihood B.570829 Hannan-Quinn criter. -0.049405

F-statistic 46.38889 Durbin-Ywatsan stat 2148182
Frob(F-statistic) 0.000000

Inverted AR Roots A1

Figure A.1: ARIMA(1,1,0) for UR
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Cependent Variable: DILIE)

Method: ARMA Conditional Least Squares (Marquardt - EViews legacy)

Date: 0103520 Time: 01:05
Sample (adjusted): 2008M04 20719007

Included ohservations: 136 after adjustments

Convergence achieved after 3 iterations

Yariahle Coefficient Std. Error tStatistic Froh.

C 0.041446 0.050245 0824887 04109

AR 0.415698 0.084658 4910296 0.0o000

AR 01896227 0.084357 2326139 0.0214

R-squared 0.2894388 Mean dependentvar 0.036764

Adjusted B-squared 0283778 5.0 dependent war 0.2634551

S E. of regression 0.227275  Akaike info criterion -0.103402

Sum squared resid B6.869958  Schwarz criterion -0.0392452

Log likelihood 10.03814 Hannan-Quinn criter. -0.077393

F-statistic 27.74445  Durhin-Watson stat 1.957373

Prob(F-=statistic) 0.000000

Inverted AR Roots Ja -.28

Figure A.2: ARIMA(2,1,0) for UR

Cependent Variable: DILIE)

Method: ARMA Conditional Least Squares (Marquardt - EViews legacy)

Date: 01003520 Time: 01:07
Sample (adjusted): 2008MOE 201 9m07

Included ohservations: 124 after adjustments

Convergence achieved after 3 iterations

Yariahle Coefficient Std. Error tStatistic Froh.

C 0.040370 0.057813 0E98291 0.4863

AR 04653497 0.085418 f.443441 0.0000

AR 0210478 0.082347 2279203 0.0243

AR -0.240759 0.092377  -2606267 0.0102

AR 0234973 0.084327 2 TBE456 0.00861

R-squared 0.350760 Mean dependentvar 0.03B0E0

Adjusted R-squared 0330628 5.0 dependent war 0269724

S E. of regression 0.220675 Akaike info criterion -0.147650

Sum squared resid 6281982 Schwarz criterion -0.039522

Log likelihood 14.892587 Hannan-Quinn criter. -0.103710

F-statistic 17.42344  Durhin-Watson stat 2.044786

Probi{F-=statistic) 0.000000

Inverted AR Roots B1 21+ 48i 21-.58i - 76

Figure A.3: ARIMA(4,1,0) for UR
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Dependent Variahle: D{UR)
Method: ARMA Conditional Least Squares (Marguardt - Eviews legacy)
Date: 01403720 Time: 0109

Sample (adjusted): 2008M08 2019M07

Included abservations: 132 after adjustments
Convergence achieved after 3 iterations

Wariable Coefficient Std. Error t-Statistic Prob.
C 0.030020 0048726 0616053 04390
ARCTY 0.447332 0.086703 5.158971 0.00o0
AR 0.288739 0.0940463 3.069953 00026
AR -0.294343 0034865  -3.102611 00024
AR 0.232482 0094214 24675593 001450
AR 0.185863 0.093520 1.987407 0.0491
AR(B) -0.243658 0085188 -2.861217 000449
R-squared 0.387872 Mean dependent var 0.032576
Adjusted R-squared 0.3534580 5D, dependentvar 0268014
S.E. ofregressian 0214664  Akaike info criterion -0.1874913
Sum squared resid 8760078 Schwarz criterion -0.035037
Log likelihood 1940228 Hannan-Quinn criter. -0.1267492
F-statistic 13.20085  Durbin-Ywatson stat 1.902166
Frob(F-statistic) 0.000000
Inverted AR Roots Ja+.18i T5-19i 20+ 78I .20-.78i
- 73300 - 73+ 300

Figure A.4: ARIMA(6,1,0) for UR

Dependent variahle: D{UR)
methad: ARMA Conditional Least Sguares (Marguardt - EViews legacy)
Date: 01403720 Time: 01:04

Sample (adjusted): 2008M03 2018M07

Included oh=ervations: 137 after adjustments
Comvergence achieved after 8 iterations

MA Backeast 2008mM02

Wariable Coefficient Std. Error t-Statistic Prob.

& 0.037400 0.051766 0722474 04713

ARCTY 0.743330 0105130 7.0704865 0.00o0

MACT) -0.326458 0148003  -2.205754 0.0291

R-squared 0276275 Mean dependent var 0.035036

Adjusted R-squared 0.2659473 5D dependentvar 0268326

S.E. ofregressian 0.225967  Akaike info criterion -0.080104

Sum squared resid 7.086586 Schwarz criterion -0016163

Log likelihood 8487163 Hannan-Quinn criter. -0.054120

F-statistic 2587664 Durbin-Ywatsan stat 1.956359

Frob(F-statistic) 0.000000

Inverted AR Roots T4
Inverted MA Raoots 33

Figure A.5: ARIMA(1,1,1) for UR

49



Dependent Variahle: D{UR)

tethod: ARMA Conditional Least Squares (Marquardt - EViews legacy)

Date: 0103420 Time: 01:05
Sample (adjusted)y, 200803 201907

Included ohzervations: 137 after adjustments

Convergence achieved after 9 iterations
WA Backeast: 2008M01 2008M02

Yariahle Coefficient Std. Error tStatistic Froh.
C 0036067 0.035853 1.004842 0.3168
AR -0.2674451 0136100  -1.965103 0.0514
A1) 0797035 0104182 7. B50399 0.0000
A 2) 0.654607 0.068143 9606432 0.0o000
R-sguared 0357406  Mean dependentvar 0.035036
Adjusted R-zquared 0.343013 5.0. dependent var 0.268326
S.E. of regression 0217491 Akaike info criterion -0.18445549
Sum sguared resid B.281193  Schwarz criterion -0.099304
Log likelihood 16.64228 Hannan-Guinn criter, -0.1459913
F-=tatistic 24 BRA5E  Durhin-\Watson stat 1.994311
ProbiF-statistic) 0.000000
Inverted AR Roots =27
Inverted MA Roots - 40-T0i - 40+.70i

Figure A.6: ARIMA(1,1,2) for UR

Dependent Variahle: D{UR)

tethod: ARMA Conditional Least Squares (Marquardt - EViews legacy)

Date: 0103420 Time: 01:07
Sample (adjusted)y, 200803 201907

Included ohzervations: 137 after adjustments

Convergence achieved after 10 iteration
WA Backeast 2007M11 2008M02

=

Yariahle Coefficient Std. Error tStatistic Froh.
C 0036766 0.055163 0 BEG48E6 0.5063
AR 0.738848 0170406 4.335803 0.0o000
A1) -0.270276 0171215 -1.5785T1 01168
A 2) 0171879 0119022 1.444101 015811
hAAL3) -0.435273 0115115 -3.781188 0.0002
YY) 0322091 0.084036 3832787 0.0o002
R-sguared 0387924 Mean dependentvar 0.03a036
Adjusted R-zsquared 0364624 5.D. dependent var 0.268326
S.E. of regression 0213384  Akaike info criterion -0.203961
Sum sguared resid 59892747 Schwarz criterion -0.0760749
Loag likelihood 19.97134  Hannan-Guinn criter, -0.1519493
F-statistic 16.60932  Durhin-\Watson stat 1.931334
ProbiF-statistic) 0.000000
Inverted AR Roots T4
Inverted MA Roots AT-345i AT+ 35 - 44+ T30 - 44-73i

Figure A.7: ARIMA(1,1,4) for UR
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Dependent variahle: D{UR)

methad: ARMA Conditional Least Sguares (Marguardt - EViews legacy)

Date: 01403720 Time: 01:08
Sample (adjusted): 2008M04 20158M07

Included oh=ervations: 136 after adjustments
Comvergence achieved after 20 iterations

MA Backeast 2008mM03

Wariable Coefficient Std. Error t-Statistic Prob.
& 0.038216 0047713 0.800945 04246
ARCTY -0.060193 0238955  -0.251903 08015
AR 0.455338 0119639 3.805949 n0.0ooz
MACT) 0.489730 0.257211 1.904004 0.0591
R-zquared 0.306168 Mean dependent war 0036765
Adjusted R-squared 0.290359 5.0 dependent var 0.2685451
S.E. of regression 0226222 Akaike info criterion -0108632
Sum sguared resid B.795267 Schwarz criterian -0.019965
Laog likelihood 1118286  Hannan-Gudinn criter. -0.ovoaty
F-statistic 194145586  Durbin-wwatson stat 1.956348
Frobi(F-statistic) 0.000000
Inverted AR Roots 65 =71
Inverted MA Roots -.449

Figure A.8: ARIMA(2,1,1) for UR

Dependent variahle: D{UR)

methad: ARMA Conditional Least Sguares (Marguardt - EViews legacy)

Date: 01403720 Time: 01:07
Sample (adjusted): 2008M06 2018M07

Included oh=ervations: 134 after adjustments
Comvergence achieved after 67 iterations

MA Backeast 2008mM05

Wariable Coefficient Std. Error t-Statistic Prob.
& 0.037658 0061479 0.612537 045413
ARCTY 0.657762 0297016 2.2144569 0.0286
AR 0130856 0156554 0.836108 04047
AR -0.291040 0119208  -2.441444 0.0160
AR 0.255385 0086321 2958561 0.0037
MACT) -0.206456 0309053  -0.668030 05053
F-zquared 0.354934  Mean dependent war 0038060
Adjusted R-squared 0328737  5.D. dependentvar 0.269724
S.E. of regression 0220822 Akaike info criterion -0139176
Sum sguared resid B.241587  Schwarz criterian -0.0094272
Laog likelihood 1832480  Hannan-Gudinn criter. -0.086448
F-statistic 1403589  Durbin-wwatson stat 2002408
Fraobi(F-statistic) 0.000000
Inverted AR Raoots 84 .28-.59i 28+.488 -73
Inverted MA Roots el

Figure A.9: ARIMA(4,1,1) for UR
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Dependent Variahle: D{UR)

tethod: ARMA Conditional Least Squares (Marquardt - EViews legacy)

Date: 0103420 Time: 01:08
Sample (adjusted)y, 200806 201907

Included ohzervations: 134 after adjustments
Convergence achieved after 23 iterations

WA Backcast: 2008m04 2003M05

Yariahle Coefficient Std. Error tStatistic Froh.
C 0036926 0.048647 0.7590458 0.4492
AR -0.239440 0163279 -1.466506 0.1450
AR -0.071010 0132739  -0534964 0.5936
AR 0188980 0126645 1.482205 013831
AR 01739494 0106352 1636020 01043
AT 0.7595721 01414534 5339517 0.0000
ALY 0753133 0113749 B.EZ21003 0.0000
R-squared 0404426 Mean dependentvar 0.03B0E0
Adjusted B-squared 0376312 8.0 dependent war 0269724
S E. of regression 0.2128268 Akaike info criterion -0.204917
Sum squared resid 5757874 Schwarz criterion -0.05834537
Log likelihood 2072842  Hannan-Quinn criter. -0.143401
F-statistic 14.40314  Durhin-Watson stat 2.057859
Probi{F-=statistic) 0.000000
Inverted AR Roots BT - 18- 6Ti - 18+ BTi -55
Inverted MA Roots -.38-78i - 38+ T8

Figure A.10: ARIMA(4,1,2) for UR

Dependent Variahle: D{UR)

tethod: ARMA Conditional Least Squares (Marquardt - EViews legacy)

Date: 0103420 Time: 01:08
Sample (adjusted)y, 200806 201907

Included ohzervations: 134 after adjustments
Convergence achieved after 28 iterations

WA Backcast: 2008mM02 2003M045

Yariahle Coefficient Std. Error tStatistic Froh.

C 0054289 0.058077 0934763 0.3517

AR 0.451080 0101656 4.435582 0.0000

AR -0.036403 0.040421 -0.9005498 0.36945

AR -0.648735 0.039167  -16.596316 0.0o000

AR 0684028 0.085619 7989173 0.0000

AT -0.020648 0146234  -0.1412M1 0.8a79

ALY 0.2153M 0.046659 4 E14334 0.0000

hA A3 0871129 0.044209 18.70461 0.0000

Ve Y] -0.318281 0141134  -2.255175 0.02549

R-squared 0426744  Mean dependentvar 0.03B0E0

Adjusted B-squared 0389418 5.0 dependent war 0269724

S E. of regression 0.210762  Akaike info criterion -0.211374

Sum squared resid 5852967  Schwarz criterion -0.016743

Log likelihood 23162068 Hannan-Quinn criter. -0.132282

F-statistic 11.60310 Durhin-Watson stat 1.965059

ProbiF-=statistic) 0.000000

Inverted AR Roots 78 32-.90i 32+ 90 - 87
Inverted MA Roots 34+ 93 34-.93i 33 -89

Figure A.11: ARIMA(4,1,4) for UR
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Dependent variahle: D{UR)

methad: ARMA Conditional Least Sguares (Marguardt - EViews legacy)

Date: 01403720 Time: 01:04
Sample (adjusted): 2008mM08 2018M07

Included oh=ervations: 132 after adjustments
Comvergence achieved after 12 iterations

MA Backeast 2008m07

Wariable Coefficient Std. Error t-Statistic Prob.
& 0.030776 0054019 05869724 056949
ARCTY 0.016382 0.229232 0.071464 0.9431
AR 0466719 0122867 3.798567 n0.0ooz
AR -0.175424 0108067  -1.623296 01071
AR 0124653 01096492 1136747 02578
ARA) 0.238120 0087718 2.714625 00076
AR(B) -0.173824 0neryz212  -1.788087 00762
MACT) 0464652 0.231509 2.007230 0.0469
R-zquared 0399916  Mean dependent war 0032576
Adjusted R-squared 0.366041 5.D. dependentvar 0.268014
S.E. of regressian 0.213387  Akaike info criterion -0192634
Sum sguared resid 5 646743  Schwarz criterian -0.0174914
Log likelihood 2071383  Hannan-Gudinn criter. -0121638
F-statistic 11.80540  Durbin-wwatson stat 1.876585
FraobiF-statistic) 0.000000
Inverted AR Roots .BE-.05i BE+.04i A5-73i A8+ T30
-.80-.300 -.80+.30i
Inverted MA Raoots -.46

Figure A.12: ARIMA(6,1,1) for UR

Dependent Variahle: D{UR)

Method: ARMA Conditional Least Squares (Marguardt - Eviews legacy)

Date: 01403720 Time: 0109
Sample (adjusted): 2008M08 2019M07

Included abservations: 132 after adjustments
Convergence achieved after 12 iterations

WA Backcast 2008M06 2003MOT

Wariable Coefficient Stel. Error -Statistic Proh.
c 0.033034 0057791 0.571618 0.5686
AR -0.335938 0223924  -1.500236 01361
AR 0106709 0161467 0.660871 0.5099
AR 0141228 01473499 0.958130 033949
ARC4) 0132163 0106457 1.241468 0.2168
ARE) 0.202929 0101764 1.994121 n.n4s4
ARE) -0.016029 0124064  -0.129200 0.84974
MACT) 0832341 0212946 3908656 n.nooz
MACZ 0.594242 0188524 3152076 0.0020
R-zquared 0.419658 Mean dependent war 0032576
Adjusted R-squared 0381912 5.D. dependentvar 0.268014
S.E. of regression 0.210708  Akaike info criterion -0.210934
Sum sguared resid 5460976  Schwarz criterian -0.014374
Laog likelihood 2292163 Hannan-Guinn criter. -0131063
F-statistic 1111759 Durbin-wwatson stat 1.986485
FraobiF-statistic) 0.000000
Inverted AR Roots 78 Rik] O7-.67i OT+.67i
- B7+.38i - 67-.38i
Inverted MA Raoots -.42+ B5j -.42- B5i

Figure A.13: ARIMA(6,1,2) for UR

53



Dependent Variahle: D{UR)

tethod: ARMA Conditional Least Squares (Marquardt - EViews legacy)

Date: 0102420 Time: 01:10
Sample (adjusted)y, 200808 2071 9m07

Included ohzervations: 132 after adjustments
Convergence achieved after 24 iterations

WA Backcast: 2008m04 2003M07

Yariahle Coefficient Std. Error tStatistic Froh.
C 0011178 0.0484491 0230510 0.8181
AR -0.125647 0231415  -0.542952 0.5882
AR 0.E22582 0.201349 3.0820487 0.0025
AR 0.2089455 0.223763 0933824 0.3523
AR 0192920 0169948 1135174 0.2584
AR(E) -0.014454 0131729  -0.108722 0.9128
AR(E) -0.171366 01106882  -1.548268 01242
AT 0635238 0.238288 2665836 0.0o087
A2 -0.049135 0.253065  -0.194161 0.8464
hAA 3D -0.453447 0.233752  -1.939859 0.0547
hAA4) -0.429674 0183107  -2.3465E9 0.0206
R-squared 0.433336 Mean dependentvar 0.032476
Adjusted B-squared 0386505 5.0 dependent war 0.263014
S E. of regression 0.209824  Akaike info criterion -0.204483
Sum squared resid 5332262  Schwarz criterion 0.035751
Log likelihood 24 49585 Hannan-Quinn criter. -0.106863
F-statistic 9253054 Durhin-Watson stat 2.039883
Probi{F-=statistic) 0.000000
Inverted AR Roots B0 T2 - D6+ ESi - DE- E9i
-.76-.21i - 7B+ 210
Inverted MA Roots B3 -33-73i =33+ 730 -.81

Figure A.14: ARIMA(6,1,4) for UR
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