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il
OZET

Bu calisma, Tiirk¢ce’de sozciik tiirli etiketleme amacli ve kural-tabanli bir
Sonlu-Durum ¢eviricinin kokten-eke bir yaklagimla tasarlanabilecegini Onerir.

Calismanin ilk bolimii Dogal Dil Islemede Sonlu-Durum ¢eviricilerin
kullanimin1  iceren caligmalar1 6zetlemekte ve Tiirkge’deki bazi uygulamalara
deginmektedir.

Yontem boliimiinde, calismanin yazilim degerlendirme, veri toplama ve sozliik
olusturma agsamalar1 ayrintilandirilmaktadir.

Sonlu-durum Cevirici Tasarimi bagslikli bolimde ise Tiirk¢e nin tiiretim ve
cekim siireglerinin modellenmesinin agamalar: ve giicliiklere deginilmektedir.

Sonug boliimii ise ¢calismanin kisa degerlendirmesini ve dnerileri sunar.

Anahtar sozciikler: Sozciik Tirli Etiketleme, Tiirkce’'nin Bicimbilimi,

Bi¢imbirim Siralamasi, Nooj, Sonlu-Durum Cevirici Diizenegi
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ABSTRACT

This study proposes that a rule-based Finite-State Transducer for Turkish Part
of Speech Tagging can be designed in a root-to-affix approach.

The Introduction part of the study summarizes the studies on Finite-State
Transducers for Natural Language Processing and mentions some applications for Turkish.

In the Methodology section, details of the software evaluation, data collection
and dictionary compilation stages are given.

In the Components of the Transducer section, the stages of modeling the
inflectional and derivational processes and the challenges are mentioned.

Conclusion section presents the overview of the study and recommendations.

Keywords: Part of Speech Tagging, Turkish Morphology, Morpheme Order,

Nooj, Finite-State Transducer Automata
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INTRODUCTION

The persuasiveness of Syntactic Structures had the effect that, for many decades
to come, computational linguists directed their efforts towards more powerful
formalisms. Finite-state automata as well as statistical approaches disappeared
from the scene for a long time. Today the situation has changed in a fundamental
way: statistical language models are back and so are finite-state automata, in

particular, finite-state transducers (Karttunen, 2001).

Finite-State Transducers (FST) in Natural Language Processing (NLP) have a
rather suppressed history. This study will also begin with providing a brief outline of that

history.
Preliminaries

As stated in Joshi (1997), the use of finite-state automata for rule-based NLP
begins with Transformations and Discourse Analysis Project (TDAP) directed by Zellig S.

Harris at Pennsylvania University in 1958.

Another implementation was the DeComp module of MITalk system dating
back to the early 1960s. As the name implies, it was a decomposer, morphological analyzer
that used affix-stripping or right-to-left approach to analyze the morphemes of a given

word in English (Sproat, 1992: 185).

The ke¢i system designed by Hankamer for Turkish was also unique in that it
was implemented specifically for Turkish. As Sproat (1992) points out, it was designed
with a motivation “to check the typographical accuracy of a corpus of Turkish text that had
been typed into a computer” and thus originally checking the harmony rules of Turkish. Its

tags for each morpheme was like NO, N1, indicating only the ordering of them.

Then, the method two-level morphology is studied by Ronald M. Kaplan and

Martin Kay in the 1970s and implemented by Kimmo Koskenniemi in 1983 as KIMMO
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(Roark, 2007). In a conference on parsing organized by Lauri Karttunen in 1981, “the four
Ks” discussed and then formed the basics of “the first general model in the history of
computational linguistics for the analysis and generation of morphologically complex

languages” (Karttunen, 2005).

As Karttunen (2005) states, the system was “a new way to describe
phonological alternations in finite-state terms”. The power of KIMMO-style programs was
that - especially for languages like Turkish, Finnish — they are able to simulate the
phoneme alternations of highly concatenative languages by parallel working rule
specifications. Thus, the system was used later widespreadly, especially for rule-based
processing of phonological phenomena of Turkish. In terms of morphological analysis or
morpheme tagging, multi-level transducers were regarded as more appropriate and
practical. As Karttunen points out, ‘it became evident that lexical transducers are easier to

construct with sequentially applied replace rules than with two-level rules”.

Among the mentioned approaches, Hankamer’s kegi is of special interest since
it shows the significance of Turkish as a language with “purely concatenative morphology”
even in the earliest phases of finite-state morphology (Sproat, 1992). However, it was,
“while certainly more powerful in what it can accomplish than was DeComp, is more

limited than KIMMO” (Sproat, 1992).

As the most successful of the approaches above, KIMMO-style programs went

on being improved for various languages such as Finnish, Turkish etc.

In the methodology section, theoretical considerations related to the early

software mentioned above will be discussed again in more detail.



Morphotactics of Turkish

Turkish is often cited as a representative example to highly concatenative or

agglutinative languages. It is almost a tradition to cite rather exaggerated samples from the

affixation process of Turkish as in (1-5);

ey

2

3)

4

(&)

0l-lim-siiz-les-tir-t-tir-il-e-me-yebil-in-en-ler-de-ki- ler-den-mi-ymis-ler-
ce-sin-e

Is it as if they are of those that belong to the ones which one may not be

able to get immortalized?
(Sebiiktekin, 1974)

¢Op + lik +ler +imiz +de +ki +ler +den +mi +y +di
Was it from those that were in our garbage cans?

(Hankamer, 1986)
c.f. (Sproat, 1992: 20)

osmanl +las +tir +ama +yabil +ecek +ler +imiz +den +mis +siniz

Behaving as if you were of those whom we might consider not
converting into an Ottoman.

(Oflazer, 1994a)

uygar +las +tir +ama +dik +lar +1mi1z +dan +mis +siniz +casina
Behaving as if you are among those whom we could not civilize.
(Oflazer, 1994b)
c.f. (Jurafsky, 2006)
masa +lar +1m +da +ki +ler +in +ki +nde
At those (things) which belong to those (other things) at my tables.

(Oflazer, 1994a)

Although the examples above are statistically rare, as the values in Table 1

presents, Turkish is extremely concatenative when compared to languages like English.



maximum number of suffixes 8
average number of suffixes for all words 0.94
average number of suffixes for affixed words 1.85
maximum suffix length 7
Table 1. Statistics for the affixation of Turkish. (Glingor, 2003)

As Sebiiktekin (1974) states, “morphotactics, then, should have an important
place in any discussion of Turkish structure”. Work of linguists on the complex
morphology of Turkish provided insights especially into the modeling process of this

study.

Sebiiktekin (1974), as an earlier study, demonstrates the morpheme order of the
verbal paradigm in Turkish in a linear manner. All possible combinations of verbal affixes
are presented in detail. Sebiiktekin also argues that algebraic formulae is a more adequate
formalism than geometric graphs. Although relying upon graphical representations while
simulating the affixation of Turkish, this study also took benefit of the combination lists

provided by the mentioned study.

Other studies on the morphotactics of Turkish are mostly computational finite-
state models and discussed in the next chapter of the study.

Finite-State Morphology of Turkish

Turkish, has been an area of special interest even in the beginning phases of

finite-state morphology as seen in Hankamer (1989).

In terms of two-level morphology, studies on Turkish begin with the

publication of PC-KIMMO rule specifications (Oflazer, 1994a) and their implementation
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(Oflazer, 1994b) for Turkish. Another similar application based on the same rule
specifications was implemented in Prolog programming language and argued to be “more

efficient than the PC-Kimmo system” (Cigekli, 1997).

The affix-stripping or right-to-left approaches to the morphological analysis of

Turkish are the implementations of Sever (2003), Adali (2002, 2004) and Cilden (2006).

Among the stochastic studies, we can mention the study of Sak (2009).

Another natural language processing application that we can mention among
the finite-state approaches to Turkish is the open-source Zemberek project which is

basically designed as a spell-checker (Akin, 2007).
Statement of the Problem

Although the previously mentioned studies provided various models on the
morphotactics of Turkish, a graph-based, open-source finite-state transducer with pre-
tagged, corpus-based dictionaries and adequate models of Turkish morphology is needed in
order to lead to further developments in Turkish NLP. Such an implementation will
provide graphical representations of Turkish morphotactics, easily adaptable to other
formalisms and together with its corpus-based, pre-tagged dictionaries, be completely

accessible to linguists and researchers for review, testing and modification.
Purpose of the Study

The aim of this study is to describe the processes and principles of constructing
an open-source, graph-based, root-driven, non-stochastic finite-state transducer and its

components for Parts of Speech Tagging of Turkish.



Importance of the Problem

The resulting graphical representations of Turkish morphology and the pre-
tagged dictionaries of the transducer will provide input for further studies. This study will
also make it easier to construct annotated user corpora in Turkish without requiring much
computational background and lead to improvements in parallel/bilingual corpora design

for ELT researchers as well as linguists.

Research questions

1. Can a finite-state transducer for parts of speech tagging of Turkish be
designed?

2. Can finite-state transducers be used for the morphological analysis and
tagging of Turkish language corpora with a left-to-right or root-to-affix approach?

Hypotheses

1. A finite-state transducer for parts of speech tagging of Turkish can be
designed.

2. Finite-state transducers can be used for the morphological analysis and
tagging of Turkish language corpora with a left-to-right or root-to-affix approach.

Data collection techniques

Data for this study are derived from the Turkish National Corpus (TNC)
project held by English Language and Literature Department at Mersin University and
funded by the Scientific and Technological Research Council of Turkey (TUBITAK) for a

three-year period (2008-2011).



Operational Definitions

Morpheme: “The minimal distinctive unit of grammar”. “The smallest

functioning unit in the composition of words” (Crystal, 2003).

Parts-of-speech tagging: In Jurafsky’s (2000) terms, “parts-of-speech tagging
is the process of assigning a part-of-speech or other lexical class marker to each word in a
corpus”’. However, when highly agglutinative languages like Turkish is considered, we
prefer using the term in a broad sense such as ‘the procedure for assigning pre-defined
linguistic information to the pre-defined set of morphemes in a corpus’. This definition is
also compatible with the standards of The European Commission's Expert Advisory Group
on Language Engineering Standards (EAGLES) as described in Kahrel (1997). According
to EAGLES guidelines, the most common two types of tagging are morphosyntactic
annotation and syntactic annotation (Treebanks). Semantic annotation as in WordNet
implimentations is another type or level of tagging. In this study, all the terms parts of
speech tagging, morphosyntactic annotation and grammatical tagging refer to the same
procedure defined above which does not include any sentential, function-denoting,

constituent or dependency tagging as done in Treebanks.

Finite-state transducer (FST): Formalism or method used for simulating,
computerizing finite processes, rules of natural languages. Like all Finite-State Automata
(FSA), a FST includes a limited number of states between an initial and a final state, and
the transitions between these states. Unlike other FSAs, a FST includes both an input

(words, morphemes) and an output (tags denoting linguistic information) within each state.

Token: Any sequence of letters followed and preceded by delimiters, such as

space characters, tabs, carriage returns, apostrophes, digits or any punctuation marks.



Lemma: “the item which occurs at the beginning of a dictionary entry; more
generally referred to as a headword” (Crystal, 2003). To be more specific, ‘dictionary
entries without any pre-defined inflected or derived forms’. The term is used to cover all
phonological alternates of a given root as in ‘akil/, akl’ in Turkish. Both roots belong to the
same lemma ‘akil’. However, ‘akill’ is not considered as a lemma in this study since affix
+1I is a pre-defined derivational affix and recognized by the transducer being not regarded
as part of the lexicon. In this respect, the term is used more specifically than Crystal’s,

which refers to traditional dictionaries rather than electronic dictionaries.

Limitations

Diachronic or etymological analyses are beyond the scope of this study. It is
limited to the description of the design process of a finite-state transducer for Parts of
Speech (POS) tagging of Turkish. Syntactic and morphological disambiguation and

analysis of compound words or multi-word units are also beyond the scope of the study.



I. METHODOLOGY

In this study, methods of finite-state morphology are used. Theoretical
considerations underlying the strategic and technical details of the methodology are
discussed below.

Natural Language Processing studies including POS tagging can be regarded as
works of Artificial Intelligence and thus as attempts to simulate human mind.
Psycholinguistic arguments, in this respect, has an important role in the methodological
choices of such studies including ours. The following binary oppositions illustrate some

key concepts that shape the methodological details of the study.

a) Decomposition / Full-listing

Debate on whether our minds store and process the morphemes of a given
word as a whole -full listing- or uses the linguistic knowledge about each morpheme
separately -decomposition- was one of the key issues of both psycholinguistics and
computational morphology. As argued in Hankamer (1989) in detail, a full-listing
approach cannot be an adequate model of cognitive processes especially for agglutinative
languages like Turkish. Although experiments in Giirel (1999) present that “some
multimorphemic words that consist of frequent affixes are processed as fast as
monomorphemic words”, this study relies upon the decompositional point of view
methodologically since it is difficult to decide which affixations in Turkish let a whole-
word lexical access and to what extent processing time can be regarded as evidence for
whole-word processing. In this study, besides having a decompositional point of view, we
also share, for practical reasons mostly, the arguments on lexical organization in Sehitoglu

& Bozsahin (1996), indicating that “bound morphemes are not” even “part of the lexicon”.
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b) Affix-stripping / Root-driven

Another debate is on the direction of morphological parsing between root-
driven (left-to-right) and affix-stripping (right-to-left) strategies. As stated in Hankamer
(1989), “the set of suffixes determined by a stem is a finite set, whereas the set of stems
determined by a suffix is always very large, and not necessarily even finite”. Thus,
according to Hankamer, stripping an affix does not narrow the choices of stems and every
time an affix is stripped, the parser should look for almost an infinite set of allowed stems
which is actually a wasteful process. In addition, the ambiguities as the ones exemplified in

Table 2 will require additional operations which is again at least not practical.

Left-to-right Right-to-left
Kayisi Kayisi Kay1 + s1
Elmasi Elmas + 1 Elma + s1
Elmasi Elma + s1 Elma + s1

Table 2. Possible decompositions with left-to-right and right-to-left processing.

¢) Rule-based / Probabilistic

The primary distinction among approaches to POS tagging are often figured
out as between unsupervised and supervised methods, according to the usage of
distributional, contextual, syntactic, morphological or lexical rules or, in supervised
methods, the tagging probabilities taken from a training corpus and computed by a variety
of formulae. Through this dichotomy, we generalize all stochastic methods using
probabilities, frequencies or statistics and the ones using only distributional, contextual or
lexical rule specifications. This study, presupposing that there isn’t evidence for the use of
probabilities or other statistical information in human lexical processing, is based on rule-

based methods not involving any training data or statistical techniques.
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This study uses methods of finite-state morphology with an unsupervised, non-
stochastic, decompositional, rule-based, root-driven approach.

I.1. Software Evaluation

Based on the methodological considerations discussed in the previous section,
we have evaluated the finite-state compilers listed in Laitinen (2008).

Bearing in mind that “with existing taggers, automatic perfect tagging is not
possible”, as Mihalcea (2003) showed in his performance analysis of mostly stochastic
POS taggers, our primary criterion was the opportunities of rule declaring and semi-
automatic or manual tagging that are provided. Besides, the capacity of processing large
amount of textual corpora was another criterion.

In this respect, a graph-based corpus processor, Nooj, presented in Silberztein
(2003) is chosen since it has both graphical tools for modeling, simulating the affixation of
Turkish and the power to process large amount of texts simultaneously. In addition, the
architecture of Nooj is pre-determined to be based on dictionaries as inputs to FSTs
included, so again suitable for the root-driven approach of this study.

“Nooj is a development environment used to construct large-coverage
formalized descriptions of natural languages, and apply them to large corpora, in real
time.” It uses basically two resources for the annotation of textual input: “electronic
dictionaries” and “grammars represented by organized sets of graphs” (Silberztein, 2005).

In brief, the dictionaries of Nooj allow assigning unlimited linguistic
information to the entries and it can also handle multi-word units. The graphs allow the
user construct a FST visually in a cascaded manner. Each graph can contain or refer to
other graphs and this makes the modeling task simpler. The features and advantages of

Nooj dictionaries and graphs will be discussed again in detail.
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I.2. Data Collection

Data of the study are derived from the Turkish National Corpus (TNC) project
held by the Linguistics Department at Mersin University and funded by the Scientific and
Technological Research Council of Turkey.

I.2.1. Corpus

Sub-corpus for tokenization are extracted randomly from TNC. It included 100
text files including both fictional and non-fictional books. Number of word forms is

computed as 3,323,853 by Nooj.

o Corpus TRM_Nooj.noc [Modified] = Ech =
Corpus Language is "Turkish (Turdcey)ir)"; Characters
Criginal Texd File format is " Default”. Tokens
Compus consists of 100 texd files Digrams
File Name | Size [ Last Modf._ | ~
Metin Kacan-Findik Sekiz 442594 30.03.2010
Lale: Maldir-Uzak Fitina 46668 30032000 (=
Hizh Cleuma Teknilder 62185 30.03.20010 |
Bedri Baykam-Kemik 64144 30.03.2010
Fatma Urekli-Tanzimat Danemi Osmanh Edttim Sistemi ve Kurumlan BE657 30.03.2010
Burak Eldem-Marduk ya da Kaos 20622 30.03.2010
Sebnem igighzel<Chkeimd Kim Anlatacak 86147 30.03.2010
Ahmet Umit-Minattarn Bilezidi 113636 30.03.2010
Hasmet Babaodlu-Haydi Kirahm Hayalledmizi 121617 30032010
Gani Mijde-Seni Sevdidimi Kimseye Soyleme Clnkd Ben Herkese Soyledim 122070 30.03.2010
Necip Hablemitodlu-Fethullah Gilen we Kurdudu itica Oralii 122855  30.03.2010
Wusat Orhan Bener-Bay Muannit Sahteainin Notlan 123502 30032010
ilber Ortayi-Osmanh Devietinde Kadi 125345  30.03.2010
Kemalettin Erdil-Yasayan Hurafeler 127500 30.03.2010
Cezmi Ersoz-Kirk Yilda Bir Gibisin 137063 30032010
Latife Tekin-Agk isaretler 137565 30.03.2010
Denizden Gelen Lezzet 135545 30032010
Bilge Kamsu-Me Kitapsiz Ne Kedisiz 143000 30.03.2010
Cengiz Tan-Yurekien Hilayeler 146261 30.03.2010
Erdal Demirkran-Ben Dimyanin En Akl insannam 147655  30.03.2010
Mige Iplikgi-Transit Yoloular 153145 30032010 -
Remove Add

Figure 1. Corpus interface of Nooj
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I.2.2. Tokenization
As presented in Figure 2, Nooj has a built-in tokenization tool that is accessible
through the corpus interface in Figure 1 (see page 12). It also provides frequencies of each

token.

ol Tokens in Corpus: TRM_Nooj IEI

284148 different tckens
Fredg ITokens
92%20 bir
5375959 we
21%66 da
21750 de
25874 bu
170327 igin
166432 gibi
14124 Bu
12202 <ok
12228 o
11750 daha
11127 mne
10442 sonra
5845 olarak
S786 kadar
S010 her
8974 ile
8152 ki
8112 Bir -
4 LLLE

13
Reset | Selecta |  Fiter |  Excport | | IERIIE 2|

Ll

Figure 2. Sample tokens ordered by frequency

As seen in the first and last lines of the tokenization pane in Figure 2, Nooj’s
tokenization is case-sensitive. This feature makes the given frequencies of tokens
problematic but it helps extracting proper nouns, acronyms and abbreviations since they
are all assumed to begin with upper-case letters. The exceptions were tokens like ‘ntv, atv’
that are acronyms in Turkish with lower-case initials. Another problem was homophonous
tokens such as ‘Deniz, Umit’ etc. being both proper nouns and common nouns. These
tokens, as all other homophonous root forms with different POS, added to both noun and
proper noun dictionaries. Finally, the task of filtering proper nouns, acronyms and
abbreviations are done semi-automatically with the help of case-sensitive tokenization and

Unicode sorting.
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I.2.3. Lemmatization

Lemmatization, by definition, depends on which word forms are considered as
lemmas. Since each analyzer has its own set of recognized affixes, the lemmas included in
the dictionaries may differ. In this study, both inflectional and derivational affixes of
Turkish are in the scope of analysis and, if not an archaic derivation or include a non-
productive affix, only non-derived word forms or roots are considered as lemmas. In this
respect, the dictionaries formed are root-dictionaries rather than stem-dictionaries.

Forming a stem dictionary of Turkish is problematic since some homophonous
affixes such as +mA (negative & nominalizer), +(I)r, +AcAk (tense & nominalizer) etc.
serve both in inflectional and derivational processes, and some derivational affixes such as
+1A, +11, +1Ik, +CI are very productive that they can easily be overused in forming lemmas.

After elicitation of mostly inflectional, non-homophonous, non-problematic
affixations in a reverse ordered token list, lemmatization is done manually with the above

stated considerations.



II. COMPONENTS OF THE TRANSDUCER

I1.1. Overview of Nooj grammars

15

Nooj system includes three types of grammars that accept both graphical and

textual rule specifications as presented in Figure 3. In M. Silberztein (p.c., September 20,

2009) terms, the difference between an

“Inflection/Derivation”

and “Productive

Morphology” grammar is that the former is used to compile a dictionary with all inflected

and derived forms of a root and thus adds the output to the dictionary with its annotations

whereas the latter only annotates the given input text from the corpus by matching it with

the corresponding lemma and category in the compiled dictionary and assigning them the

linguistic information specified in the graphs.

e

Create a new Grarmmar

3p

(1) Select Languages: ————————————
Input: Qutput:
o Y ro -
n n
=3 =3
sy sy

3p

—(2) Optional Information ———————————

Author I

Instituticn: I

I" Lock Grammar: & g display

" Community

Password: I

sequences of waords.

¥ graphical editor

—(3) Select Grammar Type
Morphological Graphs recognize sequences of letters. Syntactic Graphs recognize

Inflection & Derivation

" rule editor

Productive Morphology Syntaz

Figure 3. Nooj grammars
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I1.2. Architecture of Turkish Module
Our strategy, based on a similar approach to Bisazza (2009), is to use;
L Dictionaries (.nod files) for assigning a POS or Lexical Category tag to
each lemma with all its morphophonemic alternations.
1i. Infection/Derivation grammars (.nof files) for specifying in-root
phonemic alternation rules, in other words to compile the dictionaries
including all possible alternations of the lemmas.
1il. Productive morphology grammars (.nom files) for modeling both
derivational and inflectional affixations of Turkish, namely for
morphological tagging.
1v. Syntactic grammars (.nog files) for contextual disambiguation of the
annotated corpora.
Although M. Silberztein (p.c., September 20, 2009) notes that from a
Hungarian dictionary of over 50,000 entries, researchers generated a .nod file that
recognizes over 150 million word forms, the affix combinations of Turkish, considering
the recursive nature of some affixes, are theoretically almost infinite. Hence, at least for the
present version of the module, we have preferred .nom files for morphological tagging. In
the following sections, the design process of each component of the module and the
difficulties encountered will be presented.
I1.3. Dictionaries
In Nooj formalism, dictionaries are formed in two formats. The Raw-
Dictionaries consist of lemmas, related lexical categories and rule tags. Then, in our case,
the Raw-Dictionaries are compiled through Nooj interface in Figure 4 with the triggered

phonemic alternation rules specified in the Inflection/Derivation Grammar files.
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a2 Dictionary Lab (23]
Enter a Moo Dictionary file (*.dic):
[
Edit I Sort Replace... Extract... Inflect Compile l ¥ Check Agreement
—Display Dicti ¥

Figure 4. Dictionary compilation interface

During the compilation process, the operations declared in (.nof grammars) are

implemented and, the Raw-Dictionaries (.dic files) and the variant lemmas formed by

Inflection/Derivation grammars (.nof files) are combined as Dictionaries (.nod files).

The entries in (9-11) exemplify the formalism of Nooj raw-dictionaries.

(9) akil, NN+FLX=drop+abstract
(10) giines tutulmasi, NN+FLX=compound1

(11) abi, agbi, agabey, NN

The keyword ““ +FLX= " triggers the rules specified in .nof files. Although out

the scope of the present study, Nooj can also handle multi-word units within a single

dictionary format as in (10). As Silberztein (2005) notes, this is the major superiority of

Nooj over its predecessor Intex. Users can add extra properties to the lemmas or subclasses

to the Lexical Categories as in (9) and refer to them as constraints in the graphs. This

feature is not used in this version since a tag set for subclasses of lexical categories is

subject to further studies. Nooj also lets the user associate more than one word form to the

same lemma that, in (11), the variant “abi” and “agbi” both belong to the lemma “agabey”.

We have also reserved this feature for future releases of the module. Also, regular Optical

Character Reading errors or character encoding problems may be handled by including the

erroneous form of the lemma in the dictionary if not homophonous with another entry.



I1.3.1. Lexical Categories

While forming the raw dictionaries, lemmas are tagged with the following POS

Tags listed in Table 3.

TAG POS EXAMPLE
<VB> Verb git, gel, dur, bak, kal, sus, gor, dok
<NN> Noun gece, hava, renk, fark, dost, oyun
<PN> Pronoun bu, kendi, hepsi, herkes, kim, oteki
<NB> Number iki,ii¢, bes, sekiz
<AJ> Adjective mavi, yeni, diiz, diiriist, zeki
<AV> Adverb acaba, asla, bazen
<DET> | Determiner bu, su, o
<PP> Postposition gibi, gore, icin, kadar, karsi, ragmen
<ITJ> Interjection aferin, sagol, haydi, hoscakal, liitfen
<CJ> Conjunction ama, ¢iinkii, meger, listelik
<ON> Onomatopoeia takir, vizl, giiriil
<NP> Proper Noun Atatiirk, Mersin, Umit

Abbreviation TBMM, TDK
<AB>

Acronym
<MI> Affirmative particle | mi, mi, mu, mii

Table 3. Part-of-Speech Tags

As Trask (1999) notes, “over centuries, at least four different types of criteria
have been proposed for identifying parts of speech” namely meaning, distribution,
inflection and derivation and, as Haspelmath (2001) suggests, “there is universal
agreement among linguists that language-particular word classes need to be defined on
morphosyntactic grounds for each individual language”. With a similar point of view, we
also relied upon distributional, inflectional and derivational features of a given lemma
while assigning the appropriate lexical categories. Schachter & Shopen (2007) also
proposes that “the primary criteria for parts-of-speech classification are grammatical, not
semantic”.

In terms of lexical tagging, especially the Adjective/Noun, Conjunction/Adverb

distinctions were challenging and required collaborative work with linguists.
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The tags ‘ON’ for Onomatopoeic words and ‘MI’ for ‘Affirmative Particle’ are
also used although not common in other languages. Onomatopoeic words have unique
derivational features and the affirmative particle is also considered as a lexical category
since it has its own affixation and must have a Category tag, for practical reasons in terms
of computational analysis.

I1.3.2. Phonemic Alternations

After the pre-tagging stage, lemmas are also annotated with the following tags
which denote the in-root phonemic alternations listed in Table 4. As stated in (Goksel &
Kerslake, 2005: 14), “certain of these changes are confined to specific lexical items,
whereas others occur as part of a general phonological process in the language”. The
changes confined to specific lexical items are subject to the pre-tagging stage of this study
whereas others, being mostly “part of a general phonological process”, are handled through
the graphs. The phonemic alternations highly irregular with a computational point of view
are discussed below;

Aorist +(A)r and +(D)r

As Lewis (1967: 116) stated, for all monosyllabic verbs ending with a
consonant -with 13 exceptions - , the aorist affix is “+(A)r”, whereas for all others it is
“+(Dr”. The verbs requiring +(A)r affixation for the Aorist are tagged with rules “add_er”
or “add_ar”.

Imperfective +(I)yor

When +(I)yor combines with stems ending with a vowel, the final —e, -a of the
verb stems changes to -1,-1,-u,-ii (Lewis, 1967) (Goksel & Kerslake, 2005).

The in-root phonemic alternation caused by the affix ‘+(I)yor’ causes

ambiguities as shown in (5-8).
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(5) biliyor > bil+(I)yor / bile+(I)yor

(6) yikiyor > yik+(I)yor / yika+(I)yor

(7) atiyor > at+(I)yor / ata+(I)yor

(8) uyuyor > uy+(I)yor / uyu+(I)yor

Although the ambiguities in (5-8) are acceptable for native speakers of Turkish,
formulating this operation as substitution of a phoneme causes some artificial ambiguities
since the resulting word form with substituted final vowel can also be homophonous as in
).

(9) bicakla > bigakli

To avoid false-processing of the non-affixed forms of those homophones as
Verbs, we preferred to declare the rule as deletion and include the buffer vowel (I) in the
graphs, in order to reduce the number of artificial ambiguities. Underhill (1976: 112) also
suggests this option in his note “If you prefer, you may simply learn that the suffix —Iyor
causes a preceding vowel to drop”.

Other alternations such as the addition of buffer phoneme ‘(n)’ to pronominals
“bu, su, 0” before case markers and the plural, as mentioned in Underhill (1976:90) as an
in-stem variation, are all included in the graphs and not considered as in-root variations.

As Kornfilt (1997: 214) states ‘“Turkish does not have internal
morphophonemic alternations that ... are not conditioned by suffixation”. Thus, our
tendency was to use the deletion operator <B> where applicable and include the

alternations in the graphs rather than the lexicon.
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tag rule example

double <D> af > affi, zam > zamma

drop <L><B><R> akil > aklini, fikir > fikrimin
dropsoften <B2>b kayip > kaybina, kutup > kutbuna
compound| <B> anaokulu > anaokullar1
compound? <B2> elyazis1 > elyazilari, bagagrisi > basagrilari
compound3 <B2>¢ ipucu > ipuglari

compound4 <B2>k aycicegi > aycicekleri

soften_ch <B>c agag > agaci, siire¢ > siireci
soften_k <B>g emek > emegi, diyalog > diyalogu
soften_p <B>b kitap > kitabi, mektup > mektubu
soften_t <B>d cilt > cilde, dort > dordiinii
soften_t_er <B>d + <B>de | et > eder, git > gider

soften_t_ar <B>d + <B>da | tat > tadar

softendouble <B>b<D> tip > tibbin, muhip > muhibbi
change_an <B2>an ben > bana, sen > sana

change_i <B> iste > istiyor

change_1 <B> kapa > kapiyor

change_ii <B> 0zle > ozliiyor

change_u <B> bosa > bosuyor

add_er e iz > iizer

add_ar a yap > yapar

Table 4. Rule specifications for in-root phonemic alternations in Turkish.

The rules in Table 4 follows the formalism of Nooj as in Table 5.

<B> | delete last character, backspace <L>

go left

<B2>

delete last two characters

<R> | go right

<D> | duplicate last character

+ |OR

Table S. Operators in Nooj grammar formalism (Silberztein, 2003: 92).

Any character following the mentioned operators is added to the resulting or

existing form of the lemma.

The final format of the dictionary entries before compilation is shown in (2):

(10)  akil,NN+FLX=drop
af NN+FLX=double

kitap, NN+FLX=soften_p
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The “ +FLX= " operator declares that the following tag should lead to the
predefined operation in the Nooj Inflection file (.nof). Finally, Nooj compiles the Raw-
Dictionary and adds the variations of the lemma into the Nooj Dictionary file (.nod).

I1.4. Graphs

After compiling the Dictionaries with Infection/Derivation grammars, Nooj
needs Productive Grammars that will accept tokens as inputs and match them with the
corresponding lemmas in the dictionary.

Since the transducer will not be used as a spell-checker or generator, all
allomorphs are included in the same input of each state as the GENITIVE in Figure 5
represents. This strategy, although causing some false-annotations as in “alti >
al_VB+DI”, is preferred in the present version of the module since including allomorphs in
separate graphs would require pre-tagging of lemmas according to the phonological

paradigm they belong to.

GEN_DAT

<INFO+A[DAT] >

Figure 5. Sample graph representing allomorphs of an affix.

In Figure 5, the <INFO> stands for all previous annotations. All tags declared
between the “ < and “ > " characters form the output for the processed token. So the input

“okulunki” returns an annotation as “okul, NN+In[ GEN]+ki[PN]”.
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Homonymy was again a challenge in forming the graphs because Turkish also

includes homophonous suffixes like “ InfGEN] ” and ““ I+n[POSS] ”. So, an input such as

“okulun” returns two annotations as ‘“okul, NN+In[GEN]” and “okul, NN+I+n[POSS]”.

First one with a context such as “okulun kapis1” and the second “okulun nerede?”. As

stated in the introduction, ambiguity resolution at the syntactic level is out the scope of this
study.

All the subgraphs described in the following sections are designed in a single

.nom file as presented in Figure 6.

Figure 6. Main graph with the nominal and verbal paradigms.

The subgraphs VB, NN and AJ includes all derivational affixations forming
stems of the given lexical category. Together with the deverbals in DeVB subgraph, they
form inputs for the verbal and nominal inflectional paradigms, namely FLX_VB and
FLX_NN.

I1.4.1. Derivation

A detailed discussion of constraints governing derivation in Turkish can be
found in Uzun (1992, 1993, 2008). However, the scope of this study is limited to the
lexical categories of the derivational input and output word forms. Lexical subcategories
related to derivational constraints are subject to further studies. We have organized the

derivational graphs in Appendix D as exemplified in Figure 7. and Figure 8.
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Figure 7. Sample derivational graph

NN_VB

I les Ty
V3 lag
<INFO+1lAs VB>

<INFO+ ]_PJ._VB}

Figure 8. Sample derivational subgraph

The affixes in the derivational graphs and their distributional properties are
listed in Uzun (1992).

I1.4.2. Inflection (Nominal Paradigm)

Various finite-state models for Turkish nominal paradigm are provided by
Oflazer, Gogmen & Bozsahin (1994a), Kiilek¢ci & Ozkan (2001), Adali & Eryigit (2004),
Makedonski (2005). Our strategy for Nominal Inflection is to form two subgraphs for

stems ending in a vowel and in a consonant. By separating the graph into two, we have
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reduced the number of homophonous affixes or buffer phonemes occurring in the same
graph and thus causing artificial ambiguities. We have also included a RARE subgraph for

irregular or archaic affixations in TNC.

Figure 9. Main Graph for Nominal Inflection in Turkish.

Both graphs NOUNc and NOUNYv in Figure 9. are the same except for some
affixes such as buffer phoneme “(s)” for 3rd Person Possessive are included in NOUNYv as
in “gece+si” but not in NOUNCc as in “asker+I”.

The STEM subgraph in Figure 10. includes the deverbals to avoid transition
between verbal and nominal paradigms. Also the special case of pronominal “bu, su, 0”

requiring a buffer phoneme “n’ is included in this subgraph.

[bu_su_o |
DEVERBAL

Figure 10. Stems for nominal inflection
The NOUNc graph in Figure 11. presents the classification and transitions of

nominal inflectional affixes.
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<INFO+ki_AJT>

<INFO+ki_PN>

Figure 11. Nominal Inflection in Turkish

11.4.2. Inflection (Verbal Paradigm)

The morphotactics of verbal inflection in Turkish is modeled as in Figure 12.
adopting the combinational features explained in Sebiiktekin (1974) and arguments for
Turkish Tense 1 and Tense 2 slots in Sezer (2001). As mentioned in that study, Tense 2

slot is only for;

1. 1-DI - indicating only witnessed past but not present perfect.
il. i-mls - with an only inferential function but not present perfect.
1ii. i-sE - conditional with an indicative function but not subjunctive.

iv. i-ken - adverbializer ‘while’.
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FLX VB

\ ADVERB |
Sl

/ REEIEE

Figure 12. Verbal Inflection in Turkish

We haven’t reserved a Tense 3 subgraph since it can be represented with a
recursive transition from and to Tense 2 and can analyze the sequences as in (11);

(11) bil + ir + se + ymis

III. IMPLEMENTATION AND TESTING

Nooj has a built-in analyzer and a concordancer for the implementation and
testing of the modules. We have implemented the module, first on a test file as in Figure
13. and 14. and then the subcorpora of fiction and journalism from Turkish National

Corpus Project.

-

8 test.not [Medified]

ST <] s

[v Show Text Annotation Structure

&gretmenden

0

dgret, VB+mAn NN+DAn[ABL

agret, VB+tmA-n+DAn[ABL]

Figure 13. Sample Annotation 1.



o0l test.nat IModified]
JI 1 j /1TUs Characters + |Language i= "Turkish (Tuckey) (tz}™. o~
Tokens Text Delimiter i=: ‘n [NEWLINE} I:‘
Digrams 5 tokens= including:
Arnotations damodiorm e e -
[¥ Show Text Annotation Structure Unknowns =1 [ 1 3
IVerdigim kitaplar: okudun mu?

0
fver, VB+DIk NN+I

oku, VB+DI[PasHn[2Psn

Figure 14. Sample Annotation 2.

Implementation and testing procedure involved the following steps;

L annotating text or corpora — in Nooj terminology Linguistic Analysis

il. checking the lists of Unknowns and Ambiguities to review the dictionaries
and graphs.

1ii. concordancing in test-corpora — the Locate tool in Nooj terminology

Below are some concordances provided by the preceding queries. The
operators ‘<’ and ‘>’ returns all affixed and bare forms of the given word. Without them,
as in Figure 16., the results are only the bare forms. Space character is the ‘then’ operator
in NooJ formalism and denotes sequential ordering of the given queries as in Figures 17,
18 and 19. Each affix is preceded with a ‘+’ operator and an affix search as in Figures 18

and 19 is also possible through the NooJ ‘Locate’ menu (Silberztein, 2003).



<oku,VB>
bir teorik yapirin sundudu yontemlede  okuyor
badlantilan kurdurabiliyor muyuz "Raskolnikov'u  okurcen
durduran, bir romanin kisaltlmig versiyornunu — okumay
okumay kendine hakaret olarak alglayan " okur
zaman garzda olur yalundan istindilk.  Okuma
bir destan. Eve gidip iyice  okumalk
iyice olkumak: ve anlamak isterdim.  Olududumda
Sory Reader PRS-500, elektronilc kitap  olkumaniz
seyirlik unsura dénustime bigiminde uygulandiini okuduldanmizdan
zaman gargda olur yalundan igtirdil.  Okuma
bir destan. Eve gidip iyice  okumak
ivice okumak ve anlamak isterdim.  Okudugumda
bir teorik yapirin sundudgu yontemlede  okuyor
badlantilan kurdurabiliyor muyuz "Raskolnikov"u  okurken
durduran, bir romanin kisattlmis versivornunu — alkumay
olcumay kendine hakaret olarak alglayan " obowr
elbette. Hele bir parca Csmanlica okuyabilen
mi bileceksin? Bakanlita su kadar  okumus
para eder de bir ehmet  akour
uzak durmal. Televizyon seyretmeyim, gazete  okumaym
ya canim! O kadar biyoloji  okumuszum
seyirik unsura donustume bigiminde uygulandifini okuduklanmizdan
belitmigtim. "Bir de bu kitabirn  oku
kez de aynnt abartisnda karglagim.  Chumaya
alglama zodudu gekenlerigin. Universte  okumanin
verilere ulasamiyor. Urin, saniyede 24 MB  okuyabiliyor

Figure 15. Sample Concordance 1.

. Kullanim dederinin yerine goktan

7 Kurdurmak zorunda mz? " Karanhgin Yuredi
kendine hakaret olarak alglayan "okur

"un klasikten ne umdudunu, ne

yazmasi olmayan birydi. Nedenini bilemem

ve anlamak: isterdim. Ckududumda bir

bir torl pazar yerndeki o

. R55 habederni takip etmenizi ve
agreniyoruz. Foucault'un "Hapishanenin Doduzu
yazmasi olmayan birydi. Medenini bilemem

ve anlamak: isterdim. Okududumda bir

bir tur pazar yerindeki o

. Kullanim dederinin yerine goktan

7 Kurdummak zorunda mz? " Karanhdgin Yuredi
kendine hakaret alarak alglayan "okur

"un ldasikien ne umdudunu, ne

varsa tanidik. gevrede, kesin soylivorum

kigi geceler boyu calismiz didinmiz

bana dive. Ama ben satamam

. Iyi de maag zammina itiraz

, kendi laboratuvanm davar. Olmad mutfalda
odreniyoruz. Foucault'un "Hapishanenin Dodgusu
I" dercesine Grassn kitabiru verdiler

ara verdim. Gerek gigirlmis gozlemler

maliyeti nedir? 22 yaginda okul bitecek

ve 10 MB yazabiliyor. 512MB, 1GB

I" dercesine Grassin kitabirn verdiler

ghkardiginda sivri kanatlan geriye dodru
| Bazl beyin hucreled bagkalannin aklindan
takmak: gibi, onun hirsini da

oku
belitmistim. "Bir de bu kitabimm ok
bir ok saplarr. Kral bu  oku
dokuz hayvan kullaniyor.  Aklimdan gegenled  aku
torl kayitsiz kalinamayan; gergin yaya  oku
calznca bana ‘gok dua ettim oku  diye, ama sen de cok

Figure 16. Sample Concordance 2.

<NN> <oku,VB>

goldlu bir teoril yapirin sundugu

sulan durduran, bir romanin kasatilmiz
urind Sony Reader PRS-500, elektronilk
goklu bir teorik yapirin sundudu

sulan durduran, bir romanin kasaltilmig

gok para eder de bir

silartidan uzak durmal. Televizyon seyretmeyim,
olmiyordu ya canim! O kadar

oldudunu belitmistim. " Bir de bu

zekilde alglama zodudu gelkenler igin.
Ulkce yolctur.” Sorra da zu

hedefler agldi Arasimacilar Homao sapiens
Bundan sonraki gorevler, sadece bu
Yabancilarda konusmak igin mi? Yabanc
uyesi olan Fikret Adaman’in

de "uyanikhk" oldudu soylenir. Lyumayan,
Burun igin goke ve gesitli

insanlar bu ihtiyaglann yolcululk: yaparak:,
yetismekte olan kuszaklann bilgisayar ve

yontemlede olouyor
versiyonunu okumay
kitap okumarizi
yontemlerds okuyor
versiyonunu okumay
rahmet oleur

gazete okumaym
biyoloji okumusum
kitabirn oku
Universite: okumanin
gozlemler akouyalim
kealtimir okumaya
bilgiler okuyabilmeyi
yayinlan akumak
kaleminden okuyalm
meydan okumalara

kaynaldardan okumaniz

kitap okuvarak
intemet okwur

Figure 17. Sample Concordance 3.

. Kullarim dederi'nin yerne goktan

kendine hakaret olarak alglayan "olwr

, RS5 haberderini takip etmenizi ve

. Kullarim dederinin yerine goktan

kendine hakarst olarsk alglayan "okur
bana diye. Ama ben satamam

. iyi de maas zammina itiraz

. kendi laboratuvanm davar. Olmad mutfakta
I" dercesine Grassin kitabim verdiler

maliyeti nedir? 22 yazinda okul bitecek

: "Jlapormya, Guney Kore, Tayvan, Hong
agreniyor: Doltonar her kanser tunine
odrenmek. MNe var ki bildik

igin mi? Yoksa amacimiz ikisini

: "BUdeki edtimin ingilizee almasimin

hazir, gevik, dayanaklanm bilen, gelebilecek
gereldr. Cabuk okuma tekmnilden arasinda

. spor yaparak, agk olarak, sosyal
-okuryazanid orani atacaktir. Bu da

29



<VB+r[Aor]> <VB+mA+z[Aor]>
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metin” de "kikdrsiz kumazhdin" eline
sumUyor. Digan glanca yola adiminiz
metin” de "kikdrsiz kumazhdin" eline
olusturdu. Devinim adidikh bir anlays

bilim adamlan insanlann bir yanhs

ulke bir ekonomik: kriz otamina

Kurumsal inceleme heyetinden onay
solunum merkezlen baskilanr ve bebek
oldudu kadar kagnilmas: ve bebedin

gibi, tek egliler gitlesme sona

verlen gezegenle ilgili bir gevredir.

boyle bir gevreyle kary karsyapz.

uraryum kullarilarak yapilan fizyonun kegfedildigini
hekimler hastanin gdzlerinde bu istedi
hekimler clduguna gore, promosyon da
Onu da kansi Klytemnestra eve

Amerika kaynakh steye bulasmis durumda.
g-kitabimi okuyabilmelyim. Bu da

turinden varafanacak. Kamera raspalayan sinyali
aileye konuk olur, ama firsatin

asla sokmaymiz!" Hani godumuz baryodan
gare isim vermel anlann isimlerine

agibi, tek egliler gitlesme sona

verilen gezegenle ilgili bir gevredir.

boyle bir gevreyle kary karayapz.

en kolay yolu bu. Servize

geger gegmez
atar atmaz
geger gegmez
ister istemez
bulur bulmaz
girer girmez
alr almaz
dodar dodmaz
dodar dogmaz
Erer eMmez
Dogar dogmaz
Dodar dogmaz
duyar duymaz
se7er seImez
ister istemez
doner donmez
Bulaar bulasmaz
ister istemez
iletir iletmez
bulur bulmaz
gkar gkmaz
bakar bakmaz
EMEr eMMmez
Dogar dogmaz
Dodar dogmaz
biner binmeaz

Figure 18. Sample Concordance 4.

<VB+Ip[AV]> <dur>

hep iyiyi yaratan wh ile

tarmina kitlenmis, hatta "mitosa” ger

kendi iktidar temsilcilen kadrolanna " geliskiler”
sarsiimaz temel eseder olarak "okura”

Kum fitinalannda tutunamayp top gibi

tipla semsiye gibi, bizimle kosarar.

Toplam 184 kusg tind bagizin Ostinde

hep iyiyi yaratan wh ile

tamimina kitlenmis, hatta "mitosa” gen

kendi iktidar temsilcilen kadrolanna " geliskiler”
sarsimaz temel eseder olarak "okura”

kimse olmasa da & ay boyunca

korfezine yuvardanabilir. Dosinan bir, dimann
hirden fazla insan-oncesi tini

ve i govdesiye tramvayin onunu
cevresindeki herkes her gesit konuyu

dansina devam etti. Biz hala

bir de o hiz yapinca

biliyorsunuz, ne kamaglar yemigtik ki

Bey buglnlerde pek hiddetli. Kizp

olmadidi igin konusmay da unutmusg,

sanki. Kutar ve Turizm Balcanhd,

Bakanhdi, durup dururdken belki de

sinemaya ve Lydu’ya tutkusunun

karglagp dunsyor
dondp duran
lretip durmasindan
sunup dunircen

yuvaranip durduklanndan

Yomulup durunca
dolagp durur
karglagp dunsyor
dandp duran

(retip durmasindan
sunup duniricen
donup durabilecek
dondp durmas:
dolanip dunyardu
kesip durmasin
tarbsip dururcen
tarbsp dunryordule
Gtip duran
sahlarp durmustuk
lzip duruyar
susuUp dunsyor
dunup dururken
durup dururken
catimp durmas:

Figure 19. Sample Concordance 5

bir gekilde "toplumsallasabilyor”, ama nasil
cenk bagyor. Cocuklanmiz da bu

bir zekilde "toplumsallasabilyor”, ama nasil
beden yapinin dengesini sadlama sorununu
gulmediklerne, ancak puf noktasin yakalayip
toplumdaki "ginah kegisi” olmaya basladar
dondr aragirmalanna baslayacaklann bildirdiler. Bayle
adlayamaz. Bu da oksiensiz kalmasina
annesinin st ile beslenmesi gereldidic

yeni bir esin pesine dagdler

boyle bir gevreyle kary karsyayz

, belki btin organizmalarda, gelismis canlilarda
, bu elementin zincir reaksiyonunu yaratmalkta

onlardan once davranip “sizin bir

hekimlere yonelyor Ne yazik ki

banyoda sisleyerek oldinyvor. Azl (Akhilleus
sistemi gokerten ve boylece en

ozel okuyucu cihazlan gundeme getiryar

, &n kumaz gangster bile iggudusel

arkadas Sina'min omuzuna donoverir
kulak temizleme qubuklanna saldinnz ya
baz ozeliklernin bilinmesine olanak tardid
yeni bir esin pesine dagdler

boyle bir gevreyle kary karsyayz

, belki btin organizmalarda, gelismis canlilarda

bizi kulak trmalayc bir kemenge

. Tarihin {politik ekonominin) diyalektik streci
{Aydinlanmarun Diyalektiai) bir "akl” oldudu
baszka hir anlam tagmyor. Ve

, tahayyullermizdeki muhatap kitle nasil bir
cocuklan gulmekten krar gegnder. Bakmayn
onlar da golgemizle beraber dururar

. Beyaz akbaba, tuma, ballk kartah

. Tarihin {politik ekonominin) diyalektik streci
(Pydinlanmarun Diyalektiai) bir "akl” oldudu
baszka hir anlam tagmyor. Ve

, tahayyullermizdeki muhatap kitle nasil bir

. MUhendisler aynca gavenlik onlemlerini de

. gezegen ve yildiz dengelerinin sirdrilmesi

. igte insanlar simdi bunlann iginden
sadlayacaktir. Adam clecek ama 5 kiginin

. kendi kendine bir sara minldanip

. "Yok efendim IMF geri adim

aletten var. Hemen baglyaor cikc

. Binicilerimiz ustalasincaya kadar epeyce kosup

. herthalde hakhdir. iyi de bizim

. Me zaman ki kendinden birilerini

belki de durup durudcen degil

dedil, siyasal yandaglanndan gelen uyanlara

. Ciftin hep hoitike durumda olan
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CONCLUSION

Summary

In this study, the nominal and verbal inflectional paradigms and derivational
affixation of Turkish is modeled through finite-state transducers with an unsupervised,
decompositional, root-driven, graph-based approach. A corpus-driven electronic dictionary
of Turkish including lexical categories is formed.

Results of the Study

This study showed that a finite-state transducer automaton for parts of speech
tagging of Turkish can be designed in a root-to-affix approach and discussed the
difficulties specific to Turkish in the lexicon and transducer design.

It is also shown that Turkish morphology can be simulated with the approach
of the study. However, this study also showed the need for further studies, like the
constraints on the derivational processes of Turkish and common ambiguities with their
context dependent solutions.

Recommendations

The challenges in the design procedure of the FST for Turkish POS tagging
showed that further studies concerned with the architecture of electronic dictionaries for
Turkish are needed. The linguistic information that should be involved in the dictionary of
Turkish for each specific lexical category is subject to those studies. With the adequate
features added to each lemma, the analysis will return less ambiguities and be more
accurate.

Ambiguity in Turkish needs more detailed documentation. Homophonous
roots, affixes and root-affix combinations need to be listed and classified. Their contextual

information is also needed for disambiguation.



32

Disambiguation in Turkish will be possible upon the findings of studies
focused on the Natural Language Processing of Turkish like the one here. Rule-based
disambiguation can be done through the NoolJ Syntactic Grammars and the exported
annotated corpora may then again be disambiguated stochastically.

Compound words and reduplications in Turkish are topics that are studied by
various researchers. A corpus-driven database for those multi-word units will form the
necessary dictionaries and add new findings to the available data sets.

The transducer developed in this study may be improved and be used as a
generator to identify constraints governing the affixation of Turkish.

Parallel or bilingual corpora, especially including English and Turkish texts,
will lead to new findings on the problematic areas specific to Turkish learners of English.
Syllabus design and material development for Turkish learners will be more specific by the
help of mentioned studies.

Parallel corpora will also lead to improvements in material development for

Turkish as a Foreign Language.
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APPENDIX A

Affix tagset (derivational)

1 |mA_NN VB_NN 43 |zade NN |AJ_NN 80 |t_VB VB_VB
2 |AIlgGA_NN |[VB_NN 44 | yet_NN AJ_NN 81 |(Dr_VB |VB_VB
3 |KA_NN VB_NN 45| CI_NN AJ_NN 82 |DIr_VB |VB_VB
4 | (A)¢ NN VB_NN 46 | 1Ik_NN AJ_NN 83 |(DLVB |VB_VB
5 |mA¢_NN VB_NN 47| AgAn_AJ | VB_AJ 84 |(Hn_VB |VB_VB
6 |glc NN VB_NN 48 | KAn_AJ |VB_AJ 85 |(I)s_VB |VB_VB
7 | (Dng_NN VB_NN 49| AcAn_AJ |VB_AJ 86 |AlA_VB|VB_VB
8 |KA¢ NN VB_NN 50 [1IL_AJ VB_AJ

9 |sI_NN VB_NN 51 |KIn_AJ VB_AJ

10 | (y)+IcI_NN | VB_NN 52|11_AJ VB_AJ

11 |KI_NN VB_NN 53| AlL_AJ VB_AJ

12| (Dt NN | VB_NN 54 | (Dmtrak_AJ | AJ_AJ

13 [tI_NN VB_NN 55 | kar_AJ AJ_AJ

14| (A)nAk_NN | VB_NN 56 |[CA_AJ AJ_AJ

15|(s)+Ak_NN |VB_NN 57 |(s)Ar_AJ  |AJ_AJ

16| Am_NN VB_NN 58 |1Ak_AJ AJ_AJ

17 | (y)+(I)m_NN | VB_NN 59| (Dncl_AJ | AJ_AJ

18 | mAn_NN VB_NN 60| Acik_ AT |AJ_AJ

19| KAn_NN VB_NN 61 [rAk_AJ AJ_AJ

20 | KIn_NN VB_NN 62 |1ArcA_AJ | AJ_AJ

21 [(Dt_NN VB_NN 63 [ (DmsI_AJ |AJ_AJ

22| (A)y_NN VB_NN 64 | Al_AJ NN_AJ

23 | tay_NN VB_NN 65 | sIL_AJ NN_AJ

24 |iye_ NN NN_NN 66 [11_AJ NN_AJ

25| Ar_NN NN_NN 67 |slz_AJ NN_AJ

26 | GAr_NN NN_NN 68 [SAL_AJ NN_AJ

27 |at_NN NN_NN 69 | (DmsI_AJ |NN_AJ

28 | kes_NN NN_NN 70| cAl_AJ NN_AJ

29 |mAn_NN NN_NN 71| CIL_AJ NN_AJ

30 |baz_NN NN_NN 72| sI_AJ NN_AJ

31 [lak_NN NN_NN 73 |DAs_AJ NN_AJ

32 |ist_ NN NN_NN 74 |1As_VB NN_VB

33 |DAs_NN NN_NN 75|1An_VB NN_VB

34 |DAr_NN NN_NN 76 |1A_VB NN_VB

35|dIz_NN NN_NN 77 |sA_VB AJ_VB

36 | CAK_NN NN_NN 78 |1As_VB AJ_VB

37 | dIrlk_NN NN_NN 791 (A)LVB |AJ VB

38|cAglz_ NN |NN_NN

39 |tay_NN NN_NN

40 | CIK_NN NN_NN

41 |CLNN NN_NN

42 | 1Ik_NN NN_NN




APPENDIX B

Affix tagset (inflectional / nominal paradigm)

1 1Ar number/person 35 mAk_NN |nominal
2 I buffer phoneme 36 AcAk_NN |nominal
3 n buffer phoneme 37 mA_NN nominal
4 (y) buffer phoneme 38 sI_ NN nominal
5 (s) buffer phoneme 39 DIk_NN nominal
6 I case 40 An_AlJ adjectival
7 In[GEN] case 41 ki AJ adjectival
8 A[DAT] case 42 ki_PN pronominal
9 DA[LOC] |case 43 cA_AV adverbial
10 DAn[ABL] |case 44 cAsInA_AYV |adverbial
11 ile case 45 ken AV adverbial
12 Im[1Psn] person_copula 46 SA_AV adverbial
13 1z[1Ppl] person_copula

14 sIn[2Psn] | person_copula

15 sInlz[2Ppl] | person_copula

16 m[Poss] possessive

17 mlz[Poss] | possessive

18 n possessive

19 nlz[Poss] possessive

20 | possessive

21 1 verb

22 DIr copula

23 DI[Past] copula

24 mls[Perf] copula

25 m[ 1Psn] person

26 n[2Psn] person

27 k[1Ppl] person

28 nlz[2Ppl] person

29 [3Psn] person

30 1Ar[3Ppl] |person

31 sInlz[2Ppl] | person

32 sIn[2Psn] person

33 1z[1Ppl] person

34 Im[1Psn] person

37



APPENDIX C

Affix tagset (inflectional / verbal paradigm)

37| All_AV adverbial
38 | ArAk_AV adverbial
39| ArAktAn_AV |adverbial
40 | AslyA_AV adverbial
41 | DIkcA_AV adverbial
42 | IncA_AV adverbial
43 | Ip_AV adverbial
44 | mAdAn_AV |adverbial
45 | mAkslzIn_AV | adverbial
46 | ken_AV adverbial
47 |sA_AV adverbial
48 |cAsInA_AV |adverbial

1 |y buffer phoneme
2 1D buffer phoneme
3 |A buffer phoneme
4 | yor imperfective

S |bil ability

6 |dur auxiliary verb
7 | gel auxiliary verb
8 | gor auxiliary verb
9 |yaz auxiliary verb
10| kal auxiliary verb
11| ver auxiliary verb
12 | koy auxiliary verb
13| AyIm[IMP] |imperative

14| sIn[IMP] imperative

15| Allm[IMP] imperative

16 | In(Iz)[IMP] |imperative

17| sInlAr[IMP] |imperative

18 | mA negative

19| ik[1Ppl] person

20| k[1Ppl] person

21| (Dz[1Ppl] person

22 | ()m[1Psn] person

23 | nlz[2Pp]] person

24 | sInlz[2Ppl] person

25 | sIn[2Psn] person

26 | n[2Psn] person

27 | 1Ar[3Ppl] person

28 | r[Aor] aorist

29 | z[Aor] aorist

30| mAktA[Cont] | imperfective
31| AcAk[Futr] |future

32 | mAll[Necc] |necessity

33 | DI[Pas] past / perfective
34 | mls[Per] referential / perfective
3511 verb

36 | DIr(P) possibility

38



APPENDIX D
Turkish Derivational Affixation.
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AT




NN VB /

pVa
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AJ AT - msi
Fntra.k lek msi1
imtrak lak msi
mtrak <INFO+ . AT> msii
umtrak imsi
timtrak omsi
< INFO I) mtra]{_AJ} amsu

msi
ce <INFO+ (I)msI AJ>
ca -
ce
ca
< INFO+ CA_AJ}
kar
NFO+kar AJ> T
ek |
er
ar
Ser
§ar nci
<INFO+ () AX BAT>{,
neu
mser ncii
msar inci <INFO+rAk AJ>
<INFO+msAT AJ> |mc
uncu
incii

<INFO+ (I)ncI AJ>
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AJ NN
lik:
ldc
luk
by liile
lig
lig
zade lug
<INFO+=zade NN lig
- <INFO+1Ik>
cl
i |
cu
Cii T
i 1
o |
cu
il
<INFO+21 NN>
vel
<INFO+yet NN>
AJ VB
I se T

54
<INFO+sA VB>

leg
lag
<INFO+}As VB>

<INFO+(A) 1 VB>
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NN_AJ

]

sil
sl
sul
siil

li
i
lu
li

<INFO+Al AJ>

<INFO+1I_AJ>

msi
imsi
msi
umsu
limsi

<INFO+sIl AJ>

des
;#{ dag
cil tes
it sl 125
cil |17 N <INFO+DAs AT>

¢l sii
cul <INFO+sI AT>

cal <INFO+CI1 AT>

<INFO+cAl AJ>

<INFO+(I)msI AJ>
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AL - o
+ist NN> X |qiik

te HETR R '
ta. . ex

e C

: <k ik
<INFO+DES NN\ [diz cak drk

. <INFO+CAk NN>

de diz || # - duruk

dar duz tay ) cegiz diiriik

car g | STNFOrtay N> cagiz <INFO+dIrTk NN>
<INFO+dIz_NN> <INFO+cA§TIz NN>

NN_VB
I leg an)
VX lag

<INFO+lAs VB>

<INFO+1A VB>




egen

NFO+AgAn AJ>

kin
km f
kiin
gin
gin

<INFO+Al AJ>

<INFO+I1 AJ>
gun —

i

<INFD+AcAn AJ> FINFO+KIn AJ>

ili
1
ulu
filii
{INFO+IlI;EJ}

VB _VB

EEF

CAUS ',."",..--._

ele
ala
<INFO +A].PL_‘VB -

46



CAUS

<INFO+t VB>

<INFO+(I)r Y

i
tiir
tiir
dir
dir
dur
diir
<INFO+DIr VB>

<INFO+(I)n VB>

47



$
i

Pl i
R
15
ug
JiE

-
VB
FO+(I)s

N

<I

>
VB
n_
FO+(I)

N

<I

48



b elge
alga
<INFO+AlgA

ke
ka
ge

gd
<INFO+KA NN>

49



_5

a¢
<INFO+

meg
mag
<INFO+mAG™
gic
Zig

gug
glic
<INFO+gIg NN
ne
ing
me
ung
ung
<INFO+ |

keg
kag
gec
gag
<INFO+KAg NN>

50



ici
1C1
ucu
tcil
< INFO+TI GI_N'N'}
a
<1

umntu til
Tintii <INFO+ tI_N'N}
<INFO+ (1) ntI_N'N'}

k enel
anak
nek
nak
<INFO+ (A) I’LPJ.]{_NN}‘*

<INFO+Ak NN>
<INFO+ (s) >

51
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dlll
<INFO+Am .

m
im
m
um
im
v [ <INFO+(I)m NN>
<INFO+ (y) >

M en
1T1ar
< TITNFO+T NN >

gen
gan
ken
kan
< ITNFO +KM_NN}

gin
oin
gun
glin
kin
kin
kun
kiiin
<ITNFO+KT n_NN>

t
it
——[}a——F it
ut
1t
<INFO+(I)t NN>

<INFO+t ay NN>
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Turkish Inflectional Affixation. Nominal Paradigm.
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leceeer |

<INFO+1AT>

gk
<INFO+I>

<INFO+DA>

PLURAL

I ler T
lar
<INFO+1Ar>
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STEM

——( =)

DEVERBAL |:

i i

NN_PN_AJ

<8R=:AJ>
i B

T
Vs V V ¥
<SR=:NN: <SR, $1L,$1C>

<SR=:PN><!SR="bu"><!$R="su"><1§R="0">

bu su o
n ] P
<SR, $1L, $1C> <INFO+n>
<SR="bu"><$R="su"><$R="0">
DEVERBAL JATFIX
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AFFIX

ecegl

acagi

ecelklen

acaklar

<INFO+AcAlk

2n

arl
<INFO+AN "AJ>

mek

mak

<INFO+AgAk NN+I>

1Ar+T1>

meg
mag

<INFO+mAk Nb

me

ma
<INFO+m& NN>

51'
sl
{INFO+;I_HN}

DIk |

DIk

digi
dig
dugn
diigi
tigi
t181
tugu
aut=qil

dikleri
diklar1
duklar:
diikleri
tikleri
tiklar
tulkdar:
tiikleri

<INFO+DIk NN+1AT+I>

tiike

<INFO+DIk NN>

FO+cA AV>




56

PERSON-3

Ty
NP,
)
.
+
o
1
|
o ﬂ._k
) Z N
O
(2]
[+
[}
(="
o b +# I

NOUNwv

2 3 -_2
= PERSON-1
PERSON-3

A
0
+
o
1
=
ol
v

o

<INFO+ki , AJ>




POS5-1

b

LINFO+m[Poss] =

miz
miz
muz
miiz
<INFO+mIz [Poss] >

POSS-2

<INFO+n>

niz
niz
nuz
niz
<INFO+nIz[Poss] >

POSS-3

_—

i
1 £
u T
i

<INFO+I>

57



R R

ILE
le
N la AT
¥ vle %ﬁ
vla
<TNFO+ile>
ACC
1
i 1 ST
W u %{
i
<INFO+I>
GEN _DAT

<INFO+A[DAT] >

LOC_ABL

den
dan
ten

tan
<INFO+DAn[ABL] >

58



PERSON-1

<INFO+Im[1Psn]>

iz
1z
uz
iz
<INFO+Iz[1Ppl]>

PERSON-2

slin
<INFO+sIn[2Psn] >

siniz
Si1Z
SUNUE
sinidz
<INFO+sInIz[2Fpl]>

PERSON-3

ler

lar
<ITNFO+1AT>

_—

=D

59



iVERB

siniz
i1z

sunuz
siniz

sun Ea

siin <INFO+Iz[1Epl]>
<INFO+sIn[2Psn]>
<INFO+sInIz[2Ppl]>

<INFO+Im[1Psn]>

AN

S5

5da

<INFO+shA AV>

<INFO+ken AV>

PEERF

mis
I mig

¥ musg
miisg

<INFO+mIs[Per]>

P
T

PAST

di
di
du
I, di

¥ ti
1
T
i

<INFO+DI [Pas]>

T
e

60
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APPENDIX F
Turkish Inflectional Affixation — Verbal Paradigm

VER

EIL

<INFO+ge

Or
<INFO+gor>

<INFO+koy>

VEER

Iver
1VEer
uver
liver
<INFO+ (I) +ver

ivor
I wvor sl e
uvor '
vor
<INFO+ (I) +yQ

<INFO+yors>

mivor
miyor
muyor
muvor
<INFO+mA+yor>




mA
I me Fall
v ma -
< INFO+mAZ
IMPERATIVE
evim
avim

<INFO+AYyIm [IME] >

unuz

iniz

<INFO+In (Iz2) [IMP]>

sinler
smlar
sunlar

siinler

<INFO+sInlAr [IMP] >

62



Ip
ip
I+ 1p il s
3 up \:|,_,/
ip
<INFO+Ip[AV]>
AlT
I eli AT
v ali
<INFO+A1TI [AV] >
IncA
ince
D meca AT
1?1__nca e >/ ‘\_I:J
iince va

<INFO+IncA[AV]>

<INFO+ (y) A>

63



e R

ArAk

4 arak
<INFO+ATAK [AV] >

ten
fan
fy erek <INFO+tAn> T

AsIvA

b esiyve T
T

4s51va
<INFO+AsIyA[AV]>

DIkcA
dikge
dikca
dukca
D diikge
tikce %
tikca
tukca
tiikce
<INFO+DIkgA>
mAdAn
D meden T
madan -
<INFO+mAdANn [AV] >
mAkslzln

)

D meksizin
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