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Abstract

High precision stabilization is one of the fundamental problems in the control
of robotic manipulators. It is generally regarded as a special case of the trajectory
tracking problem in the control literature. This thesis focuses on the development
of various robust control algorithms for robotic systems to achieve and maintain
high precision stabilization against periodic/aperiodic parameter uncertainties and
unknown external disturbances due to terrain changes, high frequency vibrations
and sudden shocks, wind and other environmental factors.

Robust stabilization problem is first tackled by employing angular acceleration
feedback in an inner loop acceleration controller. To this end, a novel master-
slave type Kalman filter algorithm is proposed where an extended Kalman filter
(EKF) and an inverse phi-algorithm are combined in a master-slave configuration
to estimate reliable angular acceleration signals by fusing 3-axis gyroscope, 3-
axis accelerometer and 3-axis magnetometer data. Performance of the proposed
estimator is evaluated through a high fidelity simulation model where estimated
accelerations are used as feedback signals in the stabilization control of a pan-
tilt platform subject to external disturbances. When the acceleration feedback is
incorporated into the control loop, higher precision stabilization is achieved. The
performance of the proposed estimator is compared to Newton predictor enhanced
Kalman filter (NPEKF) and the error state Kalman filter (ErKF). The master-slave
Kalman filter outperforms NPEKF and provides comparable results with ErKF.

A polytopic quasi-LPV model of the pan-tilt system is developed and an LMI
based optimal LQR controller that utilizes acceleration feedback is then synthe-
sized based on this LPV model. Since the parameter vector is 4 dimensional, the
desired LQR controller is synthesized by interpolating LMIs at 16 vertices of the
polytope. A cascaded nonlinear high gain observer is designed to obtain reliable
estimates of position, velocity and acceleration signals from noisy encoder mea-
surements. Simulation results show that the proposed LMI based optimal LQR
controller outperforms the classical LQR controller.



This thesis also tackles the robust periodic trajectory tracking problem of robot
manipulators. A hybrid learning based adaptive control approach using accelera-
tion feedback is developed for robot manipulators subject to parameter uncertain-
ties and unknown periodic dynamics with a known period. Learning and adaptive
feedforward terms are designed to compensate for periodic and aperiodic distur-
bances. The acceleration feedback is incorporated into both learning and adap-
tive controllers to provide higher stiffness to the system against unknown periodic
disturbances and robustness to parameter uncertainties. A closed-loop stability
proof is provided where it is shown that all system signals remain bounded and
the proposed hybrid controller achieves global asymptotic position tracking. Re-
sults obtained from a high fidelity simulation model demonstrates the validity and
effectiveness of the developed hybrid controller.
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Ozgiin Kestiriciler ve Ivme Tabanli Giirbiiz Kontrol Teknikleri
Kullanilarak Pan-Tilt Platformlarin Stabilizasyon ve izleme Kontrolii

Sanem EVREN HAN
ME, PhD Sunumu, 2017
Tez Danismani: Prof. Dr. Mustafa Unel

Anahtar Kelimeler: Stabilizasyon, [vme Geri Beslemesi, Uyarlamali Kontrol, Ogrenmeli
Kontrol, Sensor Fiizyonu, Usta-Yamak Kalman Filtresi, Yiiksek Kazan¢ Gozlemleyicisi

Ozet

Yiiksek stabilizasyon hassasiyeti, robotik manipiilatorlerinin kontrol edilme-
sinde karsilagilan temel problemlerden biridir. Kontrol teorisi literatiiriinde, stabi-
lizasyon genellikle bir yoriinge izleme probleminin dzel bir hali olarak diigiiniilmek-
tedir. Dolayisiyla bu tez, robotik sistemler i¢in sistemdeki periyodik/aperiyodik
parametre belirsizliklerine ve arazi degisiklikleri, yiiksek-frekansl titresimler, riiz-
gar ve diger cevresel faktorlerden kaynaklanan bilinmeyen dis bozucu etkilere karst
yiiksek hassasiyetli stabilizasyon saglamak ve bunu korumak icin ¢esitli giirbiiz
kontrol tasarimlarinin gelistirilmesi iizerine odaklanmaktadir.

Giirbiiz stabilizasyon probleminin iistesinden ilk kez acisal ivme geri beslemesi-
nin i¢ dongii ivme kontroliinde kullanilmasiyla gelinmektedir. 3-eksenli jiroskop,
3-eksenli ivmeolcer ve 3-eksenli manyetometre Ol¢timlerinin birlesiminden giive-
nilir ivme bilgisinin kestirimi i¢in, genigletilmis bir Kalman filtresi (GKF) ve ters-
¢ algoritmasinin bir usta-yamak bi¢ciminde biitiinlestirildigi 6zgiin bir usta-yamak
Kalman filtresi onerilmistir. Onerilen usta-yamak sensor fiizyonu algoritmasinin
performansi, bir yiiksek sadakatli benzetim modeli iizerinde, kestirilen ivme bil-
gisini, dig bozucu etkilere maruz kalan 2-serbestlik dereceli pan-tilt platformun sta-
bilizasyon kontroliinde geri besleme sinyali olarak kullanilmasiyla degerlendiril-
mistir. Ivme geri beslemesi kontrol dongiisiinde kullamldig1 zaman yiiksek sta-
bilizasyon hassasiyeti saglanmistir. Onerilen fiizyon algoritmasinin performanst,
Kalman filtresi ile gelistirilmis Newton kestiricisi ve hata durum Kalman filtresi
ile karsilagtirilmistir. Onerilen usta-yamak filtresi, Kalman filtresi ile gelistirilmis
Newton kestiricisinden iistiin gelirken, Onerilen algoritma ve hata durum Kalman
filtresi ile elde edilen sonuglar benzerlik gdstermektedir.

Pan-tilt sisteminin bir politopik s6zde dogrusal parametre degisim modeli gelis-
tirilmis ve ivme geri beslemesini kullanan dogrusal matris esitsizligi tabanl dogru-
sal bir ikinci dereceden regiilator kontrolciisii, bu model {izerinden sentezlenmistir.
Parametre vektorii, 4 boyutlu oldugu icin istenilen dogrusal ikinci dereceden regiila-
tor kontrolciisii, dogrusal matris esitsizliklerini 16 kosede interpole ederek sen-
tezlenmektedir. Bir i¢ ice gecmis yiiksek kazanch gozlemci yapisi, giiriiltiilii enko-
der ol¢iimlerinden giivenilir pozisyon, hiz ve ivme sinyallerinin tahminlerini elde
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edebilmek icin tasarlanmistir. Benzetim sonuglarina gore onerilen dogrusal mat-
ris esitsizligi tabanli dogrusal parametre degisim kontrolciisiiniin klasik dogrusal
ikinci dereceden regiilator kontrolciisiinden {iistiin gelmektedir.

Bu tez calismasinda ayrica bir robotik platformun giirbiiz periyodik yoriinge
izleme problemi ¢oziilmeye caligilmustir. fvme geri besleme sinyalini kullanan yeni
bir hibrit 6grenme tabanli uyarlamali kontrol yaklagimi, parametre belirsizliklerine
ve periyodu bilinen ama kendisi bilinmeyen, zamanla degisen periyodik dinamik-
lere maruz kalan robotik sistemler icin gelistirilmistir. Ogrenme ve uyarlamali ileri
besleme terimleri periyodik ve periyodik olmayan bozucu etkileri gidermektedir.
Ivme geri beslemesi hem dgrenme hem de uyarlamali kontrolciisiine dahil edilerek
bilinmeyen periyodik bozuculara ve parametre belirsizliklere kargi sisteme yiik-
sek sertlik ve giirbiizliikk saglamaktadir. Biitiin sistem sinyallerinin sinirl kaldigini
ve Onerilen kontrolciiniin global asimptotik pozisyon izleme basarimini gosteren
kapali-gevrim kararlilik analizi verilmistir. Bir yiiksek sadakatli benzetim modeli
ile elde edilen sonuclar, 6nerilen hibrit kontrol yonteminin gegerliligini ve verimli-
ligini gostermektedir.
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Chapter 1

1 Introduction

A typical motion control problem consists of generating and following a desired
trajectory when the system is exposed to noises and uncertainties. Some of the
examples include autonomous vehicles, mobile robots performing tasks on rough
surfaces, and marine underactuated vehicles [1]-[3]. All those nonlinear systems
need highly accurate tracking performance. In the last two decades, a lot of in-
dustrial applications require robots to perform repetitive tasks such as assembly,
manufacturing systems and satellite formation with consistent precision and accu-
racy [4]-[5]. This type of control problem is referred as periodic trajectory tracking
problem.

Stabilization is regarded as special case of a general tracking problem in the
control theory literature although they are usually considered as two different con-
trol problems. Stabilization is becoming increasingly popular in different appli-
cation areas such as target identification, security and defense, gun-turret control,
search and rescue, entertainment and environmental monitoring [6]-[9]. The objec-
tive of stabilization is to maintain the desired orientation of the platform relative to
earth frame and at the same time reject all external disturbances. Gyro-stabilized
inertially stabilized platforms (ISP) and 2 DOF pan-tilt mechanisms are mostly
used for the need of pointing a camera, a laser range finder or a radar on a given
target while the mounted platform is moving. Examples of military and commer-
cial applications are given in Figure 1. All of these applications require very accu-
rate stabilization in the order of micro-radians because small angular displacements
may lead to large position errors if the target is kilometers away.
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Figure 1: Stabilization with pan-tilt platforms

Motivated by the aforementioned applications, both periodic trajectory track-
ing and stabilization are important tasks in the control of robotic manipulators.
Various control methods such as PID control, adaptive control, neural network con-
trol, and fuzzy control [10]-[12] are used to improve the dynamic response of the
system. Due to unknown disturbances and parameter uncertainties during actual
system operation, it is not always possible to achieve desired tracking and stabiliza-
tion performances with traditional control approaches. Robust control algorithms
are required to cope with unknown disturbances and parameter uncertainties.

1.1 Motivation

Robust control algorithms are needed to achieve sufficiently small tracking and sta-
bilization errors. It is known that the use of acceleration feedback is effective for
the disturbance rejection in industrial applications such as servo control machines
and robot arms which continuously interact with the environment and work under
different loads. Although acceleration feedback is used in several applications, the
role of acceleration feedback has not been fully explored in the tracking and stabi-
lization problems. The main objective of this thesis is to develop robust tracking
and stabilization control algorithms based on acceleration feedback. However, the
success of acceleration control techniques largely depends on reliable acceleration



feedback. Therefore, novel observers and sensor/data fusion algorithms will be
developed for estimating reliable acceleration information.

Angular positions are generally provided by encoders or Inertial Measurement
Units (IMU). Typical inertial sensors that are used in IMU are 3-axis gyroscopes,
3-axis linear accelerometers, and 3-axis magnetometers. While a 3-axis gyroscope
measures angular velocities about 3 axes, a 3-axis linear accelerometer measures
specific forces about 3 axes and a 3-axis magnetometer measures earth’s magnetic
field in 3 axes, respectively. Sometimes, a 3-axis inclinometer, which is also an
accelerometer that provides higher precision data, is also used in IMU to measure
roll and pitch angles. Euler angles are generally estimated by fusing the raw sen-
sor data using an appropriate sensor/data fusion algorithm such as Kalman filter
[13]. Although the estimation of Euler angles is a well-known problem, accurate
and efficient estimation of Euler velocities and accelerations is still an active re-
search area. In the context of this thesis, we will extend the well-known estimation
problem to include estimation of Euler velocities and accelerations as well.

A new sensor fusion method for reliable angular acceleration estimation using
a master-slave Kalman filter is presented. The proposed filter estimates the angular
acceleration by extending the state vector of the AHRS (Attitude and Heading Ref-
erence System) to include both Euler rates and accelerations in addition to Euler
angles and gyro biases. It employs both an extended Kalman filter (EKF) and an
inverse ®-algorithm in a master-slave configuration. While the master estimator
(EKF) feeds the slave estimator (inverse @) with the estimated gyro biases, the
slave estimator (inverse @) estimates bias compensated angular velocity, accelera-
tion and jerk signals in the body frame and sends them to the master. The proposed
Kalman filter is developed in a master-slave configuration due to the following
reasons:

* The master filter estimates the augmented state vector which includes gyro
biases as well.

* The process dynamics of the new estimation problem needs the computation
of body frame angular accelerations and jerks; so a slave filter is required to
estimate these accelerations and jerks.

* The process dynamics of the new estimation problem requires the use of
smooth and unbiased angular velocities to provide reliable Euler angle, ve-
locity and acceleration information; so a slave filter that utilizes the unbiased
gyroscope measurements is developed to obtain smooth and unbiased esti-
mates of angular velocities.

* In the slave filter, unbiased gyroscope velocities are used as measurements



where biases estimated by the master filter are subtracted from the gyroscope
measurements.

The master-slave filter is used to obtain reliable estimates which are employed
as feedback signals in the stabilization control of a 2-DOF pan-tilt platform. The
performance of the stabilization control largely depends on the reliable feedback
information. The stabilization control is designed by using an inner loop accel-
eration approach. When the pan-tilt platform is subject to external disturbances,
use of reliable acceleration feedback improves the robustness of the system against
the disturbances. Results obtained from a high fidelity simulation model which
consists of the nonlinear dynamical model of the pan-tilt system subject to ex-
ternal disturbances and models of the inertial sensors (gyroscopes, accelerometers
and magnetometers), demonstrate better performance of the PI controller enhanced
with acceleration feedback over the conventional PI controller which does not uti-
lize such feedback.

Nowadays linear optimal robust controllers are used for the stabilization of
nonlinear systems represented by linear parameter varying (LPV) models. The key
feature of LPV models is to provide the use of linear optimal control methods for
the control of nonlinear MIMO dynamic systems. Such controllers are obtained
by optimizing a cost function. It is known that disturbances manifest themselves
first as acceleration signals; so better disturbance rejection can be achieved by ac-
celeration feedback. This motivated us to design a new cost function that includes
acceleration errors.

In literature, learning based controllers are considered for robotic manipulators
that perform the same task repeatedly. This type of controllers improve system
performance by utilizing previous error signals into the control input. However, the
standard learning controller cannot reject aperiodic disturbances. This motivates
the design of a new hybrid learning based adaptive controller using the acceleration
feedback to achieve global position tracking for robotic manipulators despite the
parameter uncertainties and unknown periodic dynamics.

The proposed hybrid controller utilizes learning based feedforward terms to
compensate for periodic disturbances, and adaptive based feedforward terms to re-
ject aperiodic disturbances. Since it is well-known that the effects of disturbances
manifest themselves in the acceleration signals first, acceleration feedback is in-
corporated into the learning control and this should improve the robustness of the
system against unknown periodic dynamics. The performance of the controller
largely depends on reliable position, velocity and acceleration signals. However,
obtaining velocity and acceleration signals from encoder position data is challeng-
ing due to the encoder quantization errors. In literature, different methods [14]-
[16] exist to provide useful velocity and acceleration estimates from noisy encoder



measurements for the control purposes. In this thesis, a cascaded high gain ob-
server (HGO) structure is developed to estimate position, velocity and acceleration
signals. Estimated position, velocity and acceleration signals are then used in the
proposed hybrid controller. The hybrid controller is developed on an n-rigid link
robotic manipulator. A closed-loop stability proof where the filtered error is mod-
ified by including the integral of the position tracking error is provided to show
that all system signals are bounded and global asymptotic position tracking is en-
sured. The performance of the proposed hybrid learning based adaptive controller
is evaluated on a 2-DOF pan-tilt platform.

1.2 Contributions of the Thesis

This thesis makes the following contributions:

* A new estimation problem is stated by extending the state vector of AHRS
to include both Euler rates and accelerations in addition to Euler angles and
gyro biases. Thus, the state dimension of AHRS problem is increased from 6
to 12. A master-slave Kalman filter is proposed to solve this new estimation
problem by fusing noisy IMU measurements.

* A cascaded high gain observer (CHGO) is developed to estimate reliable
velocity and acceleration signals from noisy encoder measurements.

* A polytopic quasi-LPV model of a pan-tilt system is obtained and an accel-
eration based LQR controller is synthesized based on the developed LPV
model for the stabilization of the pan-tilt system.

* A new linear parametrization property is proposed for robotic manipulators.
The well-known linear parametrization property is modified such that the
regressor matrix depends on link accelerations besides link velocities, and
the unknown parameter vector includes both actuator moment of inertia and
friction parameters. By using this new linear parametrization property, ac-
celeration feedback is incorporated into the adaptive controller to improve
the robustness of the system against unknown aperiodic disturbances.

* A new learning controller that utilizes acceleration feedback is developed
for a general error system to successfully reject periodic disturbances. The
standard learning controller developed by [17] is modified by including ac-
celeration signals in the filtered error variable. Reliable accelerations are
estimated by the CHGO. The same learning controller is then modified for
rejecting periodic disturbances acting on the robot dynamics by including



both acceleration error and the integral of the position tracking error in the
filtered error variable.

* A hybrid learning based adaptive control algorithm has been developed by
integrating acceleration based adaptive and learning controllers. The hybrid
controller increases the robustness of the system against aperiodic and peri-
odic disturbances.

* Closed-loop stability proofs of all nonlinear controllers are provided to show
that all system signals remain bounded and global asymptotic position track-
ing is ensured.

1.3 Outline of the Thesis

Chapter 2 presents the literature survey and theoretical background for the sen-
sor fusion algorithms, high gain observers, acceleration feedback, LPV modeling
approaches, and hybrid nonlinear learning/adaptive controllers. Chapter 3 details
development of the proposed master-slave Kalman filter, and a cascaded high gain
observer structure. Chapter 4 presents stabilization control using inner loop ac-
celeration control. Chapter 5 derives a polytopic quasi-LPV model of the pan-tilt
system, and synthesizes an acceleration based LMI-LQR controller based on the
proposed LPV model for pan-tilt stabilization. In Chapter 6, the proposed hybrid
learning/adaptive controllers are designed and the closed loop stability proofs of all
nonlinear controllers are provided. Chapter 7 presents simulation results. Finally,
Chapter 8 concludes the thesis with several remarks.

1.4 Publications
1.4.1 Journal Articles

* High Precision Stabilization of Pan-Tilt Systems Using Reliable Angular
Acceleration Feedback from a Master-Slave Kalman Filter, S. Evren, and
M. Unel, Journal of Intelligent and Robotic Systems, DOI: 10.1007/s10846-
017-0522-9, 2017 (Published Online).

* Planar Formation Control of Swarm Robots Using Dynamical Elliptic Fourier
Descriptors, S. Evren, and M. Unel, Transactions of the Institute of Mea-
surement and Control, Vol. 37, No. 5, pp. 661-671, May, 2015.



14.2

A Hybrid Acceleration Based Learning and Adaptive Controller for Periodic
Trajectory Tracking of Robot Manipulators, S. Evren, and M. Unel (To be
submitted).

Conference Proceedings

Stabilization of a Pan-Tilt System Using a Polytopic Quasi-LPV Model and
LQR Control, S. Evren, and M. Unel, 42nd Annual Conference of the IEEE
Industrial Electronics Society (IECON 2016), Florence, Italy, October, 23—
27, 2016.

A New Learning Controller for Periodic Disturbance Rejection, S. Evren,
and M. Unel, Asian Control Conference (ASCC), 2017 (Under Review).

Stabilization of Pan-Tilt Systems Using Acceleration Based LMI-LQR Con-
troller, S. Evren, and M. Unel, Asian Control Conference (ASCC), 2017
(Under Review).



Chapter 2

2 Literature Survey and Background

This chapter reviews recent developments in sensor fusion algorithms, nonlinear
high gain observers, acceleration feedback, learning controller, adaptive controller,
hybrid learning based adaptive controllers, and highlights the drawbacks and sug-
gests possible improvements.

2.1 Sensor Fusion

Sensor fusion is combining data measured by homogeneous and/or heterogeneous
sensors such that the fused information has less uncertainty (more accurate) than
when these sources were used individually. Today, the most widely used sensor
fusion algorithms are Kalman filter and its variations such as Extended Kalman fil-
ter (EKF), Unscented Kalman filter (UKF) and Adaptive Kalman filter (AKF). The
subsequent sections present the principles of Kalman filter and Extended Kalman
filter. Readers are referred to [13] for detailed information. Alternatively, an indi-
rect Kalman filter approach (error state Kalman filter) has emerged to estimate the
error in the state vector rather than the state itself [18]-[19].

2.1.1 Kalman Filter

Kalman filter [20] has been developed by Rudolf E. Kalman around 1960s. Since
then, it is a popular sensor fusion technique that combines a linear system model
with statistical methods to accurately estimate the state of the system. Kalman filter
can be used in different application areas such as guidance, navigation and control
for aircrafts and spacecrafts, time series analysis in signal processing, motion plan-
ning and control for robotic manipulators.

Kalman filter involves a two step process; prediction and update stages. In the
prediction stage, it estimates state variables along with their uncertainties by using
a linear process model. In the second stage, those estimates are updated by using
a weighted average when the noisy measurement is obtained. Less weight is given
to estimates with higher uncertainties. KF is a recursive linear algorithm where it



utilizes current measurements, and a priori predicted states, not the past informa-
tion. Kalman filter guarantees optimal estimates when process and measurement
errors are white Gaussian noises with zero means (time uncorrelated noises), and
noise covariance matrices are precisely known. Due to difficulty of getting better
estimates of noise covariance matrices, it is not easy to implement KF in practice.
Those matrices can be estimated by trial and error based on a priori knowledge or
using a well-known autocovariance least squares (ALS) technique [21] in which
the time-lagged autocovariances of routine operating data is utilized for covariance
matrix estimation.
A classical Kalman filter considers a discrete time linear dynamic system model
in a state space form:
X = Fixp_1 + Brug + wy 2.1)

where Fy is the state transition matrix which is applied to the previous state, xj_1,
By is the control input matrix applied on the control input vector, uy, and wy is
the white Gaussian process noise with zero mean, wy ~ N(0, Q) with the process
noise covariance matrix, Q. Measurement model is as follows:

zr = Hyxp + v (2.2)

where z is the measurement at time k, Hy, is the observation matrix, and vy, is the
white Gaussian measurement noise with zero mean, v, ~ N(0, Ry) with the mea-
surement noise covariance matrix, Rg. The state of the KF can be represented by a
posteriori state estimate at time k given observations up to and including at time k,
Xk/k» and a posteriori error covariance matrix, Py . Kalman filter is implemented
based on the prediction and update equations given by (2.3)-(2.9).

Prediction Stage

Predicted a priori state estimate, £;/x—1, and a priori estimate covariance, Pj/x—1,
are as follows:
Rk jk-1 = FiXg—1/k-1 + Btk (2.3)

Pijk-1 = FkProq k1 F] + Qx (2.4)

where £;_1/xk—1 and Py_1/x—1 are the a posteriori state and covariance at time k — 1
given observations up to and including at time k — 1, respectively. Initial values,
Xo/0 and Py, are randomly selected.

Update Stage

State estimates are updated based on the following innovation or measurement
residual:

Vi = zk — HiXyjp—1 (2.5)



with z; provided in (2.2). Similarly, residual covariance is given as:
Sp =R+ HkPk/k—lHZ (2.6)
and an optimal Kalman gain is defined as:
— To-1
Ky = Prjk-1H, S (2.7)

A posteriori state estimate, Xy /x, and a posteriori covariance, Py, are updated using
Kalman gain and a priori estimates:

Rr/k = Xrjk—1 + KiJ (2.8)

Py = (I = KxHi)Prji—1 (2.9

where [ denotes identity matrix.

2.1.2 Extended Kalman Filter

Kalman filter provides optimal estimates for linear system models with additive
white Gaussian noise. However, most of the practical systems are nonlinear. This
motivates the development of the extended Kalman filter (EKF) to employ Kalman
filter for nonlinear models. EKF is the nonlinear version of the Kalman filter which
is based on the linearization of process and measurement models about an estimate
of the current mean and covariance. Process and measurement models do not have
to be linear functions of the state. However, they need to be differentiable func-
tions. Nonlinear process and measurement models are defined as follows:

Xk = fi(Xe—1, ug—1) + @y (2.10)
Zk = hk(xk) + U .11

where f and /1 are nonlinear state dynamics and measurement model, wy ~ N(0, Q)
and v, ~ N(0, Ry) are zero mean multivariate Gaussian process and measurement
noises with covariances Qk and Ry. Functions f and & cannot be applied directly. A
matrix of partial derivatives, called Jacobian matrix, is computed for each function,
f and h, at each time step with the current predicted states. Extended Kalman filter
is designed based on the prediction and update equations given by (2.12)-(2.20).

Prediction Stage

Predicted a priori state estimate, £;/x—1, and a priori covariance, Py/x_1, are defined
as follows:

Repe-1 = f(Re-1/k-1, k) (2.12)
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Pijk-1 = FraPoajgaa FL; + Qi (2.13)

and the state transition matrix is defined by the following Jacobian matrix:

Fiq= (2.14)

Ix

Rk-1/k-1,Uk-1

where £;_1 k-1 and Py_;/x_; are the a posteriori state and covariance at time k — 1
given observations up to and including at time k — 1, respectively. Initial values,
%o/0 and Py, are randomly selected.

Update Stage

The following innovation or measurement residual is used to update state estimates:
Uk = zk — h¥y k1 (2.15)

and the measurement z; at time k is given in (2.11). Residual covariance is as
follows:

Sk = Re + HyPyje—1H] (2.16)
where o
Hy = — (2.17)
dx Ree k-1

and a near-optimal Kalman gain is obtained as:
- Tc-1
Kk = Pjk-1H S (2.18)

which updates the following a posteriori state estimate, X/, and a posteriori co-
variance, Py x:
Xisk = Rkse-1 + Kix (2.19)

Py = (I = KxHi)Prji-1 (2.20)

where [ denotes identity matrix.

2.2 IMU and Attitude Estimation with Sensor Fusion

This section describes typical inertial sensors used in an inertial measurement unit
(IMU), and well-known attitude estimation techniques that use IMU together with
a digital signal processor (DSP) to provide reliable attitude estimates.
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2.2.1 Inertial Measurement Unit

Reliable attitude (orientation) information is essential in the control of robotic plat-
forms. Traditionally, joint angles are sensed by high resolution encoders or re-
solvers. In recent years, advances in the development of micro-electromechanical
systems (MEMS) have significantly improved the cost-performance ratio of iner-
tial sensors such as a 3-axis gyroscope, a 3-axis accelerometer and a 3-axis mag-
netometer [22]-[23]. While a 3-axis gyroscope measures angular velocities about
3 axes, a 3-axis linear accelerometer measures specific forces about 3 axes and a
3-axis magnetometer measures earth’s magnetic field in 3 axes, respectively. Those
inertial sensors form an inertial measurement unit as depicted in Figure 2.
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Figure 2: Inertial Measurement Unit

IMU together with a digital signal processor provides angle information by fus-
ing measured data from typical inertial sensors. Sometimes, a 3-axis inclinometer
is also used in IMU to measure roll and pitch angles. The inclinometer is an ac-
celerometer and provides higher precision data. In the subsequent sections, inertial
sensors used in IMU are briefly described. However, the detailed mathematical
models of these sensors are presented in Chapter 3.

2.2.2 Attitude Estimation with Sensor Fusion

The individual use of MEMS inertial sensors is not sufficient to determine atti-
tude angles. Gyroscopes have high bandwidth and thus operate in a fast manner.
However, they suffer from drift problems due to integration of gyro biases. On
the other hand, accelerometers have low bandwidth and therefore they provide rel-
atively accurate roll and pitch angles from the components of the gravity vector
in a slow manner. Similarly, determining yaw angle from the components of the
earth’s magnetic field using a magnetometer is a drift-free but slow process. To
obtain fast and accurate attitude angles, outputs of inertial sensors must be fused,
i.e. sensor/data fusion.
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Today, modern attitude and heading reference systems (AHRS) consist of an
inertial measurement unit (IMU) and an onboard processor. As mentioned previ-
ously, a typical IMU is formed by a 3-axis gyroscope, a 3-axis accelerometer and a
3-axis magnetometer. A sensor fusion algorithm is employed in AHRS to combine
individual sensor measurements to obtain more reliable attitude estimates. Sensor
fusion algorithms eliminate disadvantages of inertial sensors and provide a com-
plementary behavior where estimates mimic gyroscope measurements in the short
term and accelerometer outputs in the long term. The extended Kalman filter [24]-
[25], adaptive Kalman filter [26], unscented Kalman filter [27] to fuse signals from
a low cost IMU to estimate the orientation. On the other hand, the signals measured
by the same sensors can be fused to estimate the position, velocity and acceleration
information [28]-[30].

Deterministic (the bias, scale factor and misalignment errors) and stochastic
(angular white noise (AWN), angular random walk (ARW), rate random walk
(RRW), quantization noise and bias instability) errors in the gyroscope lead to drift
problems in the long-run. Therefore, the researchers have focused on modeling the
gyroscope accurately and analyzed its errors [31]-[33]. Bayard et al. [31] designed
a virtual gyroscope by integrating 4 low-cost MEMS gyroscope with Kalman Fil-
ter. The accuracy of the virtual gyroscope is increased by minimizing the variance
of stochastic error. Chang et al. [32] developed an integrated MEMS gyroscope
array method composed of two levels of optimal filtering to improve gyroscope
accuracy. In the first level filtering, several homogeneous gyroscopes are com-
bined through Kalman filtering into a single effective device that outperforms any
individual sensor. In the second level filtering, the accuracy of the gyroscope is
improved by fusing the heterogeneous sensor data observed by the gyroscope, ac-
celerometer and magnetometer. Experiments show that three gyroscopes with a
bias drift of 35 degree per hour could be combined into a virtual gyroscope with
a drift of 1.07 degree per hour through the first-level filter, and the bias drift was
reduced to 0.53 degree per hour after the second-level filtering . Similar to work in
[31], Lam et al. [33] designed a virtual gyroscope by fusing the data observed from
the homogeneous gyroscopes. However, they estimate both the deterministic errors
(scale factor and misalignment errors) and stochastic errors (RRW and ARW).

Diao et al. [34] analyzed the gyro error characteristics with the help of Allan
variance and built the gyroscope random drift by autoregressive (AR) and auto-
regressive moving-average (ARMA) models. Kalman filter is used to effectively
restrain the gyro drift and improve the gyro precision. Ruan and Yu [35] simi-
larly analyzed MEMS gyro based on the AR model. Improved Sage-Husa adaptive
Kalman filter which has a fading factor of Strong Tracking Filter (STF) is used to
filter out gyro drift.

GPS is widely used in navigation. However, the position obtained from GPS
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is often degraded due to obstruction and multipath effect caused by buildings, city
infrastructure and vegetation. IMU and a processor (e.g. DSP) with suitable fusion
algorithms form an inertial navigation system (INS). Inertial navigation systems
have also bottlenecks; they suffer from the large inertial sensor errors. Therefore,
integrated GPS/INS systems are becoming increasingly popular because of their
complementary characteristics [35]-[36]. GPS/INS systems provide high accuracy
position and orientation information in all environments, especially those where
satellite availability is restricted.

Bikonis and Demkowicz [36] proposed an EKF to integrate GPS and INS sys-
tems for pedestrians location in urban environment. Obtained results show that
EKF algorithm can overcome the problem of huge INS drifts and GPS outages.
Thus, the proposed EKF is more accurate and robust than algorithms using data
from GPS and INS systems separately. Rios and White [37] designed a low cost
solid state GPS/IMU navigation unit that integrates measurements from a GPS,
gyroscopes, accelerometers and magnetometers by an EKF algorithm to provide
a complete navigation solution at a high output rate. The results show that the
attitude and heading errors are less than 0.1 degrees under static conditions and
they are less than 0.5 degrees under dynamic flight tests when compared to a high
accuracy INS system.

Zhang et al. [38] developed an autonomous vehicle navigation method by in-
tegrating the measurements of IMU, GPS and digital compass. This method is
composed of two steps to overcome the low precision of the sensors. The first
step is to establish sophisticated dynamic models which consider Earth self ro-
tations, measurement biases and system noises. In the second step, the system
estimation is implemented by using an Unscented Kalman filter which has higher
calculation accuracy compared to an EKF. Nebot et al. [39] presented a strap-down
INS/GPS integrated system where the gyroscopes and the accelerometers are phys-
ically strapped to the vehicle. The strap-down systems are commonly used today
for reducing the costs, eliminating the gimbal rock and removing the need for some
calibrations.

Caron et al. [40] proposed a GPS/IMU Multisensor Kalman filter algorithm
and introduced the contextual variables to define the fuzzy validity domains of
each sensor. They detect and reject the bad data delivered by GPS sensor using
contextual information. Thus the algorithm increases the reliability of the posi-
tion information. Also, GPS/INS integration is not satisfactory due to INS drifts
and unreliable GPS data. To solve this problem, the authors propose to feed the
fusion process based on a multisensor Kalman filter directly with the acceleration
information provided by IMU.
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2.3 Nonlinear Observers

Some researchers focused on the design and analysis of nonlinear observers [41]-
[43] to have good estimates from low cost inertial sensors due to the convergence
problems in Kalman filtering. Mahony et al. [41] proposed three nonlinear ob-
servers posed directly on the special orthogonal group (SO(3)) driven by recon-
structed attitude and angular velocity measurements. Because of the similarity of
the architecture to those of linear complementary filters, proposed observers are
termed as direct complementary filter, passive complementary filter and explicit
complementary filter. Both direct and passive filters can be extended to estimate
gyro biases online. The performance of the observers are demonstrated with a set of
experiments performed on a robotic test bed and a radio controlled unmanned aerial
vehicle. Bachman et al. [42] presented a quaternion-based complementary filter al-
gorithm for processing the output data from 9-axis MARG (Magnetic field, Angu-
lar Rate, and Gravity) sensor unit containing three orthogonally mounted angular
rate sensors, three orthogonal linear accelerometers and three orthogonal magne-
tometers. Madgwick [43] introduced a new orientation estimation algorithm that is
applicable to both IMU and MARG systems. The algorithm employs a quaternion
based representation of orientation to describe the coupled nature of orientations in
three dimensions and is not subject to the problematic singularities associated with
an Euler angle representation.

High gain observers (HGOs) have been also utilized to get reliable position
estimates. Estimates provided by HGOs have been used in nonlinear feedback
control since 1980s [44]-[46]. The works presented in [47]-[49] applied HGOs to
nonlinear systems and obtained global results under global Lipschitz conditions.
Esfandiari and Khalil [50] mentioned that HGOs could destabilize the closed loop
system when the observer gains are designed as sufficiently high in the lack of
global Lipschitz conditions. The authors showed that peaking phenomenon which
was introduced by [51] causes finite escape time for nonlinear systems. The work
in [50] solved this problem by saturating the control input during the peaking pe-
riod. This can be achieved by designing the control input as a globally bounded
function of the state estimates.

It is known that asymptotic stability can be recovered through the separation
principle in linear control theory. However, this principle does not consider the
recovery of region of attraction and state trajectories. Many of the works [52]-[54]
related to HGOs that extend the separation principle to nonlinear systems have
been also focused on the recovery of asymptotic stability. Actual performance of
the nonlinear systems has been recovered by high gain observers. Atassi and Khalil
[55] show that HGO recovers also region of attraction and state trajectories of the
state feedback controller as the observer gains are sufficiently high. This is ob-
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served because of the combination of fast observer with control saturation. Since
then, many researchers [56]-[58] have used high gain observers to get reliable esti-
mates which are provided as feedback to nonlinear controllers to solve stabilization
and tracking problems.

2.4 Acceleration Feedback

Acceleration feedback control focuses on designing closed-loop control using ac-
celeration feedback to enhance robustness against external disturbances. The accel-
eration feedback signal contains the effects of unknown disturbances. Therefore,
acceleration control responds faster and rejects the disturbances successfully.

Schmidt and Lorenz [59] demonstrated the principles, design methodologies
and implementation of acceleration feedback to substantially improve the perfor-
mance of DC servo drives. They showed that acceleration feedback acts as an elec-
tronic inertia to provide higher stiffness to the system. The success of acceleration
control techniques in literature depends on the accurate and continuous acceler-
ation feedback. Robust angular accelerations which are estimated by the sensor
fusion algorithms mentioned above are incorporated as feedback signals into the
following control techniques: the inner loop acceleration control [60]-[61], distur-
bance observer based control [62]-[65], dynamic compensation [66]-[67], fuzzy
control [68], loop shaping [69], feedforward compensation [70]-[71] and contact
transition control [72]. Early studies reject the disturbances by using acceleration
signals as feedback to proportional-integral (PI) controller, proportional-derivative
(PD) controller and proportional-integral-derivative (PID) controller [60], [61],
[63].

Deur and Peric [60] extended PI speed controller with an inner loop acceler-
ation control. The proposed method provides 50% smaller response time than PI
speed controller. Han et al. [61] introduced the acceleration feedback to enhance
the independent PD control performance of multi-DOF mechatronic system.

Disturbance observers provide the estimates of the disturbances (total mechan-
ical load torque and parameter uncertainties) using the acceleration signal. Hori
[62] is one of the first researchers who presented theoretical analysis and exper-
imental results of disturbance observer based control with acceleration feedback.
Jeong et al. [63] proposed an acceleration based disturbance observer (AbDOB)
to improve the attitude control performance of a quad-rotor system under the un-
known disturbances. Acceleration signals are used to estimate the control input
torque. Then, the disturbance is estimated by the difference between the nominal
control input torque and the estimated control input torque. That difference cancels
out the disturbance. The proposed method performs better than the PD control.

Kobayashi et al. [64] analyzed the disturbance observers to identify the pa-
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rameter variations of the haptic motion platforms. Authors showed that the cut-off
frequency of the low-pass filter used in the disturbance observer where the ro-
bustness is assured depends on the parameter variations. Haptic motion platforms
require much wider bandwidth to interact with unknown environments. The con-
ventional disturbance observer attains the acceleration information by the second
order derivative of a position response so the bandwidth is limited due to the deriva-
tive noise. To enlarge the bandwidth of a disturbance observer, Katsura et al. [65]
proposed a position-acceleration integrated disturbance observer (PAIDO). Since
an acceleration sensor is implemented in it, the control performance of the PAIDO
is superior to the conventional one.

Mizochi et al. [66] showed higher significance of the sampling period of an
output than that of an input in acceleration control. The authors proposed the mul-
tirate sampling method for the acceleration control. Based on the experimental re-
sults, a shorter output sampling period has better performance than a longer input
sampling period. Shang and Cong [67] developed a dynamic acceleration control
(DAF) by introducing acceleration feedback into the robust dynamics compensa-
tion to restrain the trajectory disturbances on the planar parallel manipulator. DAF
can eliminate the trajectory disturbances due to sudden acceleration and decelera-
tion.

Rubaai et al. [68] implemented an embedded hybrid H., adaptive fuzzy con-
trol structure for trajectory tracking control of a brushless servo drive system. The
control structure employs a fuzzy logic controller incorporating a H, tracking con-
troller with an acceleration feedback signal. The fuzzy logic controller is integrated
with an adaptive law based on Lyapunov synthesis approach to compensate for sys-
tem uncertainty and random changes in the external load acting on the drive system.
The experiments show that the proposed method provides better performance than
the traditional H, controller.

Torsional resonance limits the velocity controller bandwidth in most industrial
drives. Acceleration feedback is a general solution for low-frequency resonance but
it has practical limitations such as dead time. Makkapati et al. [69] proposed an
extended acceleration feedback to overcome those limitations. In this method, ac-
celeration feedback is combined with loop shaping techniques. The results present
an improvement in the bandwidth of the velocity control loop. This technique can
be used for other mechanical systems suffering from mechanical resonance.

The angular acceleration information is generally used to increase the stabiliza-
tion and trajectory tracking performance of the inertially stabilized platforms (ISP).
Rezac and Hurak [70] designed accelerometer based feedforward vibration rejec-
tion for inertially stabilized 2 DOF gimbal platform. Experiments prove that signif-
icant vibration rejection is achieved with this feedforward compensation scheme.
Bai and Zhang [71] added accelerometer based feedforward compensation to PID
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control system to reject the disturbances in 3 DOF gimbal platform. The proposed
method improves the accuracy of ISP more than 10% compared to the traditional
PID controller without feedforward compensation. Joint acceleration and veloc-
ity feedbacks are incorporated into a classical internal force control of a robot in
contact with the environment. This is intended to achieve a robust contact transi-
tion and force tracking performance for varying unknown environments, without
any need of adjusting the controller parameters. Xu et al. [72] proposed a unified
control structure for free motion, contact transition, and constrained motion. The
authors discussed the influence of the acceleration and velocity feedbacks on the
force tracking performance during the postcontact period.

2.5 LPV Modeling Approaches

Linear parameter varying (LPV) models are linear state space systems whose ma-
trices depend on a time varying external parameter vector [73]. The entries of the
parameter vector are the scheduling variables that represent the varying operating
conditions of the system. LPV models are called as quasi-LPV when the schedul-
ing variables contain the measurable system inputs, outputs or states instead of
only exogenous signals.

Linear time-invariant (LTI) models are not sufficient when the nonlinear robotic
systems are used in large workspaces [74]. Shamma and Athans [75] first devel-
oped LPV models for gain-scheduled controllers. Since then LPV models have
attracted more researchers.

In literature, different LPV modelling approaches exist [76]. Jacobian lin-
earization [77] is the simplest approach to obtain LPV models. This method is
based on the first order linear approximations with respect to a set of equilibrium
points. State transformation [78] is also a popular technique to derive a LPV model.
The goal is to eliminate all nonlinear terms in the scheduling parameters. This
method performs a coordinate change in the nonlinear equations of the system and
provides quasi-LPV model of the system.

Marcos and Balas [79] developed a novel approach for the derivation of quasi-
LPV models. This approach is called as function substitution because it is based on
the substitution of a decomposition function by (scheduling parameter-dependent)
functions linear in the scheduling vector. The decomposition function is the com-
bination of all the terms of the nonlinear system that are not affine with respect to
the nonscheduling states and control inputs. These terms are not function of the
scheduling vector alone.

Today, well-known linear optimal controllers [80] are applied to nonlinear sys-
tems represented by LPV models. Therefore, the key feature of LPV models is
to provide the use of linear optimal control methods to nonlinear MIMO dynamic
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systems. LPV models can be used to synthesize linear optimal robust controllers
such as the linear quadratic regulator (LQR). This controller deals with the opti-
mization of a cost function or performance index [81]. The states and the control
inputs are weighted based on their importance to seek for appropriate transient and
steady state behaviours. The LQR controller has been generally derived by solv-
ing an algebraic Riccati equation. When a set of Lyapunov inequalities is solved,
it is difficult to find a common Lyapunov matrix analytically. This can be solved
numerically by convex programming algorithms involving LMIs [82]. While the
algebraic solution can only be applied to one plant, the numerical procedure can
take into account multiple plants. Thus, the LQR deals with uncertain systems at
different operation points.

Several Hy, control techniques have been also synthesized on LPV models.
Siqueira et al. [83] developed procedures based on H, techniques to achieve po-
sition control of underactuated manipulators. In the deterministic approach, two
nonlinear control techniques are compared in order to verify the differences in
structure and robustness of controllers based on quasi-linear parameter varying
representation and game theory. Experimental results have shown that the quasi-
LPV technique has presented better robustness in comparison with the game theory
technique. Yu et al. [84] combined the gain scheduling theory with H, controller
for the LPV model of the robotic manipulator. A control performance compari-
son between the proposed controller and the single Ho, LTI controller is made by
experiments. Hilhorst et al. [85] designed reduced order multi objective Hy/Hco
controllers for discrete time LPV systems. Experimental validations on a lab-scale
overhead crane with varying cable length illustrate the practical viability of the
approach.

Many researchers synthesize the LPV controller for the stabilization purposes.
Seghal and Tiwari [86] designed the LQR controller to maintain the triple inverted
pendulum on a cart around its unstable equilibrium position using single control
input. Similarly, Kumar and Jerome [87] described the method for stabilizing and
trajectory tracking of Self Erecting Single Inverted Pendulum (SESIP) using the
LQR. Castiello et al. [88] presented a stabilization nonlinear control algorithm for
a mini rotorcraft with four rotors and compared the results with LQR controller.

2.6 Hybrid Learning Based Adaptive Controllers

Robotic applications usually involve repetitive tasks such as assembling, packag-
ing, manufacturing, construction, and mine clearing. This motivates researchers
to focus on the development of learning control methods that compensate the un-
known nonlinear periodic robot dynamics with a known period to improve link
position tracking performance. However, unknown robot dynamics can also be
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aperiodic. Hybrid control algorithms are usually required to compensate for un-
known disturbances with periodic and aperiodic components. The subsequent sec-
tions present the state of the art learning controller algorithms, and hybrid learning
based adaptive controller algorithms.

2.6.1 Learning Controllers

The aim of a learning control is to achieve desired system performance by updating
the control input from past errors either repeatedly over a fixed finite time interval,
or repetitively (cyclically) over an infinite time interval. Typical learning control
strategies are generally categorized into iterative learning control (ILC) and repet-
itive control (RC). ILC method achieves perfect tracking of the system output to
a desired trajectory repeatedly on a fixed time (pre-specified) interval whereas RC
handles the problem of the periodic reference tracking and periodic disturbance
rejection. ILC requires to reset the system to the initial condition at the beginning
of each cycle to perform the repetitive tasks, i.e. achieving same desired trajec-
tory. Repetitive control, on the other hand, needs no initial repositioning and the
system operates continuously. ILC scheme was proposed by Arimoto et al. [89] in
1984, and Lyapunov-like based designs of iterative learning control [90]-[92] have
been developed. ILC methods have been designed for both nonlinear and linear
uncertain systems with the global Lipschitz conditions [93]-[95].

In parallel to the developments in those controllers, repetitive learning con-
trollers have gained remarkable interest to solve similar tracking problems without
the requirement for initial repositioning. Earlier works of the repetitive controllers
have been developed by [96] for linear time-invariant systems. The stability analy-
sis was conducted for linear processes that repeat continuously in [97]. Similar to
ILC, repetitive control has been applied on nonlinear systems [98]-[102]. Messner
et al. [98] identified and compensated a nonlinear disturbance function where it is
represented as an integral of a predefined kernel function multiplied by an unknown
influence function. Using the past information of the plant, the learning rule was
utilized to indirectly estimate the disturbance function by updating the influence
function estimate. This controller achieves asymptotic disturbance cancellation.
Dixon et al. [99]-[101] proposed a repetitive learning control for nonlinear sys-
tems with an exogenous periodic disturbance that satisfies the matching condition.
The works in [98]-[100] needs parameterizable plants and their goal is to achieve
asymptotic convergence along the time horizon. Cao et al. [101] designed a repet-
itive variable structure control (RVSC) for nonlinear systems without the need of
parametrization. This method incorporates repetitive control into VSC. The robust-
ness to the uncertain system is ensured by the VSC, and the modeling uncertainties
are relaxed to be locally Lipschitz instead of being globally Lipschitz. State infor-
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mation may not be available in many applications for the controller design. Xu et
al. [102] developed a new observer based learning controller approach for a class
of nonlinear systems with time varying parameter uncertanities. Those uncertan-
ities are assumed to be periodic and the only prior knowledge is the periodicity.
This approaches considers two classes of system nonlinearities. The first class of
nonlinearity is the global Lipschitz continuous functions of the unknown state vari-
ables, whereas the second class is the local Lipschitz continuous functions of the
accessible output variables. The Lyapunov-like energy function is employed to fa-
cilitate the learning control design, for the incorporation of any available system
knowledge.

2.6.2 Hybrid Learning Based Adaptive Controllers

Dixon et al. [99]-[100] proposed a hybrid adaptive/learning control scheme to
achieve global asymptotic link position tracking despite unknown robot dynam-
ics with periodic and aperiodic components. The authors applied the saturation
function to the standard learning control law and solved the boundedness prob-
lem by showing that the proposed learning feedforward term is bounded for all
times. Ouyang and Zhang [103] developed a new control method called adaptive
learning PD (AL-PD) control. While PD control acts as a basic feedback con-
trol part, learning feedforward control is an iteratively updated term to cope with
the unknown robot dynamics. When the number of iterations increase, AL-PD
control guarantees the tracking errors converge arbitrarily close to zero. Ngo et
al. [104] also designed an adaptive iterative learning control (AILC) of uncertain
robot manipulators in task space for trajectory tracking. The hybrid controllers
developed in [100]-[104] need infinite memory due to iterative control structure
and exponential convergence is not guaranteed. Vecchio et al. [105] proposed a
hybrid adaptive learning control scheme to solve the periodic tracking problem for
single-input, single-output uncertain feedback linearizable systems with maximal
relative degree and matching unstructured uncertainties, i.e. no parametrization is
available for uncertain nonlinearities. The authors have developed in Fourier series
expansion the unknown periodic reference input signal with a known period. The
proposed controller learns the reference control signal and identifies the Fourier-
coefficients of any truncated approximation. Liuzzo and Tomei [106] developed
the input reference signals as Fourier series expansion and designed AL-PD con-
trol that learns the input reference signals by identifying their Fourier coefficients.
When the Fourier series expansion of each input reference signal is finite, global
asymptotic tracking and local exponential tracking of both the input and the output
reference signals is obtained. Delibasi et al. [107] proposed a self tuning, de-
sired compensation adaptation law (DCAL) [108] based adaptive controller with
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disturbance estimation based on Fourier Series Expansion. The proposed hybrid
controller guarantees global asymptotic link tracking.

Wang et al. [109] designed a backstepping adaptive iterative learning control
(AILC) where the backstepping like procedure is used to design the main struc-
ture of the AILC. The developed controller has two parts; a fuzzy neural network
(FNN) is utilized to approximate unknown certainty equivalent controller, and a ro-
bust learning term is used to compensate for uncertainty from the network approx-
imation error. Thus, the boundedness of internal signals is guaranteed. Tracking
error asymptotically converges to zero. Benosman [110] concentrated on the use
of well-known extremum seeking (ES) theory [111] in the learning based adap-
tive control structure. The local integral input-to-state stability (iISS) feedback
controller with a model-free ES algorithm is combined to obtain a learning-based
adaptive controller. Wang and Chien [112] developed an observer-based adaptive
iterative learning control using a filtered fuzzy neural network. A state tracking
error observer is introduced to design the iterative learning controller using only
the measurement of joint position. An observation error model is derived based on
the state tracking error observer. Then, by introducing some auxiliary signals, the
iterative learning controller is proposed based on the use of an averaging filter.
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Chapter 3

3 Sensors and Proposed Estimation Algorithms

Modeling of MEMS inertial sensors and the proposed estimation algorithms are
presented in this chapter.

3.1 Sensor Modeling

MEMS inertial sensors (gyroscopes, accelerometers and magnetometers) and en-
coders are modeled by corrupting the true sensor measurements with sensor errors.
3.1.1 Gyroscope

Gyroscopes measure angular rates in the body frame. The gyroscope output can be
modeled as:

b _ b
we = wy +bg+1g 3.1
T
where a)g = [a)ﬁ’CO wgo a)go] defines the true rotation rates in the body frame, by

and 1), represent the gyro biases and noises.

3.1.2 Accelerometer

Accelerometers measure specific forces in the body frame. These forces are the
total accelerations relative to free-fall and represented by f,. It is assumed that
IMU is attached to the body center and earth rotation effects are neglected. Then,
the true specific forces are computed in the inertial frame as follows:

0
fi=V'+g g=| O (3.2)
-9.81

where V" denotes a vector of the translational accelerations of the body and gis
the acceleration due to gravity. Since accelerometers measure the specific forces



b

o, to transform from

in the body frame, f{' is multiplied by the rotation matrix, R
inertial to body frame as shown in (3.3).

fo =Rify = RyV" +Rig (3.3)

The rotation matrix from the inertial frame to the body frame, RZ, is computed
using XYZ convention of the Euler angles. Specifically, the first rotation is about
X axis by a roll angle ¢, which is denoted as Ry(¢). The second rotation, R,(6), is
about Y axis by a pitch angle 0. Finally, the third rotation, R,(1), is about Z axis
by a yaw angle ¢. Then the rotation matrix is computed by the product of these
transformation matrices as follows:

R}, = R($)Ry(O)R=(¥) (3:4)

__GyC 1 CeSy 1 =Sp

= | cusgSe = oSy | Coly +S9SySe | Cosp

S¢Sy + CpCySo 1 CepSySe — CySe 1 CyCo
where

1 0 0 Co 0 —Sp Cy SLP 0
Rx(qb) =|0 Cp 5S¢ |, Ry(e) =] 0 1 0 ’ RZ(I]D) =l Sy Cy 0
0 —S¢ Cq5 Sg 0 Co 0 0 1
with cp cosA and sy = sinA. Usually V" is assumed to be constant and

therefore V" = 0. Then, (3.3) is expressed as:

f2=Rbg =|gcose (3.5)
gC¢C9

where ¢ and O are the roll and pitch angles. The output of the accelerometer is
modeled as:

fo= b+ (3.6)

where b, and 1), define the accelerometer biases and noises.

3.1.3 Magnetometer

Magnetometers measure the strength of the magnetic fields in the body frame. The
magnetometer output is modeled as:

Hb = HS + by + 1 (3.7)

where Hg defines the true magnetometer measurements in the body frame, b, and
1 represent the magnetometer biases and noises.
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3.1.4 Encoder

Encoder measures joint angles in control applications. gy, is the measured encoder
data defined as follows:

Gm = qo + be + 1e (3.8)

where g, is the measured encoder data, g is the true encoder measurement, and b,
and 1), represent the encoder biases and noises, respectively.

3.2 Sensor Fusion by a Master-Slave Kalman Filter

Conventional sensor fusion methods based on Kalman filter estimate Euler angles
and the gyroscope biases [113]-[114]. The state vector is defined as follows [115]:

x=[6 6 y by by b =[O bI]' (3.9)

T
where © = [(P o} l,b] represent Euler angles (roll, pitch and yaw) and the gyro-

scope biases are denoted by by = [ng bgy bgz] . The nonlinear process dynam-
ics is described by the following kinematic relationship between the Euler rates

.. T T
Q= [(p 0 gb] and the angular velocity vector w = [a)x wy a)z] [116] :

Q = Bw (3.10)
where B is the velocity transformation matrix defined as:

1 singtan6 cos¢tan6
B=|0 cos 6 —sin ¢ (3.11)
0 singsec cos¢secO

The velocity transformation matrix, IB, given by (3.11) becomes singular when
0 = 7t/2 because tan @ = oo or secH = oo at @ = 7t/2. In this work, the tilt
axis is constrained to be in the range [0, 7t/2), and therefore there is no gimbal lock
problem. It should be remarked that the choice of Euler angles or quaternions is a
matter of preference, and due to its simplicity Euler angles are preferred. The state
vector in (3.9) is extended to include angular velocities and accelerations; i.e.

X=[¢p 0 ¢ & 0§ 0 by by b] 312
-[e" ar T ] (3.13)

v T
where I' = [¢ 0 1,[1] defines Euler accelerations.
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In accordance with the new state vector (3.13), the following continuous-time
process dynamics is obtained by differentiating the nonlinear dynamics in (3.10):

0] [ Bw

Q Bw + Ba
—X = = + W (3.14)
I'| |Bw+2Ba+By

bg ! O3x1

T
where angular accelerations and jerks are denoted by w = o = [ax oy az] and

a=y= [yx Vy yZ]T in the body coordinate frame. Non-deterministic effects
and modeling errors are represented by the process noise, W. In (3.14), gyro biases
are assumed to be constant. This model is known as a Wiener process and can be
considered as a special case of Gauss-Markov process [117].

Remark I. Gyro biases can also be modeled using Singer Model. This model as-
sumes that the gyro bias is a zero-mean stationary first order Markov process [30].
The continuous time bias model is defined as:

by = —pbg +w (3.15)

where w is a zero mean white noise and f is the reciprocal of the time constant.
Note that § = 0 implies constant bias model.

To estimate the state vector X in (3.13), an extended Kalman filter that utilizes
sensor measurements was implemented. To run the EKF, we need to compute w,
a and y that appear on the right hand side of (3.14). Since there are no additional
sensors to measure angular accelerations and jerks, they need to be estimated from
gyro measurements. To this end, a slave type inverse ®-algorithm is introduced
to estimate w, « and y using bias compensated gyro readings. Since biases will
be estimated by EKF and used as inputs to the inverse ®-algorithm, we have a
master-slave configuration in Figure 3 where the master estimator feeds the slave
estimator with bias estimates and the slave estimator returns estimated angular ve-
locity, accelerations and jerks to the master estimator.
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Figure 3: Block diagram of the master-slave Kalman filter.

3.2.1

Master Estimator

Process dynamics of the master estimator is given by (3.14). Applying Euler’s
forward discretization to the process dynamics leads to:

Q

r

| bg

O]

Jk+1

O]

Q

r

| bg

k

+ T

Bw
Fw + Ba

Hw + 2IFa + By

03x1

k

+ Wi (3.16)

where F = B, H = F = B, T; is the sampling period and W is the white Gaussian
process noise with zero mean. Measurement vector of the master estimator con-
tains the specific force measurements, f , from accelerometer and the yaw angle,
Y, determined from the resolved components of the magnetic field measurements,
H,bﬂ, in the horizontal plane along the heading axis [118]. In order to increase the
observability of the state vector, the measurement vector of EKF is also extended
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by using angular velocities, @, and accelerations, & estimated by the slave filter:

R}(©)g
T
Yi=[fl yu @ a]k: 1E¢Q +V, (3.17)
El + GQ,

where V. is the time correlated measurement noise [119]:
Vi = A1 Vi + G (3.18)

with A_1 = €_£I3><3 is the transition matrix of the time correlated errors with the
time constant, K, Cx_q represents the white Gaussian noise with zero mean, RZ is
the rotation matrix from the inertial frame to the body frame in (3.4), G = E, gis
the gravitational acceleration vector and the inverse velocity transformation matrix,
E, is defined as:

1 0 sin 0
E=B'=|0 cos¢ cosOsin¢ (3.19)
0 —sin¢g cos¢cosO

As it is seen from (3.16) and (3.17), the process and measurement models of the
master estimator are nonlinear so EKF will be implemented to estimate the state
vector X.

Remark II. Larger the time constant leads to more correlated measurement noises.
If x approaches infinity, then the transition matrix becomes identity and V; =
Vi1 + Cr_q, i.e. the measurement noises are time correlated. On the other hand,
if the time constant is small, the measurement noises are less correlated and they
behave like a white Gaussian noise with zero mean, i.e. Vy = Cx_1.

3.2.2 Slave Estimator

The slave estimator provides estimates of angular velocities, accelerations and jerks
to the master estimator. The following process dynamics is constructed in discrete
time, based on the classical laws of motion using Taylor series where angular jerks
are assumed to be constant:

) Iz Tslaxs 0.5T2I3s]|w
a =|03x3 I3x3 Tslaxz ||a| + Wy (3.20)
Vi1 103x3 Osxs I3x3 '

where T is the sampling period and Wy is the white Gaussian process noise with
zero mean. The gyro bias estimated by the EKF is subtracted from the gyro read-
ings to obtain bias compensated body angular velocity, a)g — bg, which is used as
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the measurement for the slave estimator:

@
Yi =, by, =[lxs Osxe||a| + Vi (3.21)
V Ik

b b b

A T
gy — bg, wg, — bgz] and Vy is the time correlated

b Lo b 7
where wg — bg = [ng —bg,
measurement noise [119]:

Vi = Ac1 Vit + & (3.22)

with Aj_q = e_%I3X3 is the transition matrix of the time correlated errors with the
time constant, k, and &_1 is the white Gaussian noise with zero mean. When the
measurement errors at different times are highly correlated, the classical Kalman
filter provides an approximate solution to the estimation problem because Ry is
the covariance matrix of only &, not Vi, i.e. & ~ N(0,Ry). Bryson and Hen-
rikson [120] proposed a time-differencing algorithm also known as an Inverse R-
Algorithm in order to handle with time correlated measurement errors. However,
this algorithm introduces one step delay because the computation of apriori state
estimate must use the current measurement. To resolve this problem, Petovello
et al. [121]-[122] proposed a revised time-differencing algorithm which is known
as an Inverse ®-Algorithm. We employ the inverse d-algorithm to estimate an-
gular velocity (w), acceleration («) and jerk ()) using process and measurement
models given by (3.20)-(3.22), respectively. The prediction stage of the inverse
®-algorithm is the same with the prediction step of the Kalman filter. On the other
hand, the update stage of the inverse ®d-algorithm is modified based on Kalman
filter. The prediction and update stages of the inverse ®-algorithm are presented in
the Appendix A.

3.3 Cascaded High Gain Observers

This section develops cascaded high gain observers to estimate reliable link ve-
locities and accelerations in addition to link positions by utilizing noisy position
measurements from an IMU or an encoder. To illustrate this, consider the follow-
ing second-order nonlinear system:

Xo; = Xo,
Xo, = W(xo, 1) (3.23)
Y1 = Xo,

T
where x, = [xol xoz] is the state vector, x,, denotes link angles of the robotic
manipulator, x,, = g, and x,, represent the link velocities, x,, = ¢, u is the control
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input, and y; is the position measurement provided by an IMU or an encoder.
Suppose that the state feedback control, u = y,(x,), stabilizes the origin x, = 0 of
the closed loop system:

Xo; = Xo,
X0y = W(xo, Vo(xo)) (3.24)
Y1 = Xo

To implement this feedback controller using only position measurements, a new
observer which consists of two high gain observers in a cascaded structure is pro-
posed as depicted in Figure 4. The first HGO uses position measurements by an

CASCADED HGO

(Encoder or IMU)

r |

SENSOR Yi=% |  FIRST
|
|

_____ %o
)’2:)202 _><201

i___ - A Kzo2

| SECOND | %,

I HGO A

L __ B

Figure 4: Block diagram of Cascaded HGO Structure

IMU or an encoder to estimate reliable position and velocity information. The
second HGO, on the other hand, utilizes estimated velocities by the first HGO to
provide estimates of acceleration signals. The dynamics of the first HGO is de-
signed as: '

Xoy = 5202 + Ll (yl - 5201)

. o R (3.25)
Xo, = W(Xo, u) + La(y1 — %o,)

where 11 = x,, is the position measurement, ‘i’(a?o, u) is a nominal model of the
nonlinear function W(x,, #), and L, L, are the observer gains. Since the exact

30




model of W(x,, 1) is not known, W(%,, 1) = 0 can be considered. The dynamics of
the second HGO is as follows:

Z;\01 = 202 + L3(]/2 - 201)

ZA02 = La(y2 — Zo,)
where 1o = £,, is the estimated velocity by the first HGO, and L3, L4 are the
observer gains. Error dynamics in the first HGO are obtained as:

(3.26)

Xo, = —L1Xo, + %o,

B 5 - (3.27)
Xo, = _L2x01 + 60(3(0, xo)
where the first HGO estimation error is defined as:
~ i01 x01 - 5201
X =1."1= . 3.28
’ [XOZ] [xoz - xoz] 528

R T
and 6,(x,, %,) = W(x,, 1) — W(x,, 1). The observer gain L1, = [Ll Lz] should
be designed such that
tlim X)) =0 (3.29)

and the disturbance effects of 0,(x,, X,) on X, is rejected. The transfer function
between O, and ¥ is defined as follows:

Hy(s) L

B SZ+L1S+L2

1

s+ Ly (3.30)

When sup |[H,(jw)| is arbitrarily small, undesired disturbances can be eliminated.
weR
This can be achieved by choosing L, > L, > 1. Therefore, the first observer gains

are designed as:
L= and =2 (3.31)
€1 €]
for some positive constants eq, ey, and €; < 1. It is concluded that decreasing €1
diminishes the disturbance effect, 6,. Since large observer gains, L1, Ly, are used in
order to achieve zero estimation errors by rejecting disturbances, these observers
are referred as high gain observers. Based on similar arguments, L3 and Ly are

designed as:

=2, and L,=2 (3.32)

€ €
for some positive constants ez, es, and € << 1. However, [123] shows that the

transient response of the high gain observer suffers from a peaking phenomenon.

il
The transient response contains a term of the form (é)e @ for some f > 0.
Thus, peaking is induced by the order (é) when €7 is sufficiently small. This
phenomenon is handled by saturating the control input, u, or the state, x,.
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Chapter 4

4 Stabilization Using Inner Loop Acceleration Control

The aim of stabilization control is to maintain the desired orientation of a robotic
platform (e.g. a pan-tilt system) as in Figure 5 and reject all the external distur-
bances that act on the system. Pan and tilt axes can also be referred as azimuth and
elevation axes.

PANAXIS — TiLT AXIS

|

|

I /q
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|

|

/ Sensor Arrays
(Camera, Radar,
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|

z

|
—
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X

Figure 5: Pan-tilt mechanism.

The nonlinear model of the pan-tilt system based on the Euler-Lagrange formula-
tion is as follows [124]:

M(q)§+C(q,9)4+ G(q) + Fog + Fssgn(g) =t + 74 4.1)



where

q= [lh qz]T, T= [Tl ’C2]T, Tq = [le sz]T

_ M1 My ~_ [C11 Cr2
M) = [M21 Mzz]' C@.0) = [C21 sz]

G(@g) = [O 0.5gm;l; cos qz]T, Fy(g) = [vlq'l Uzc]z]T

Fo(@) = [kisen)  kasen(@)]
4.2)

1 1
My = Emll% + m2l% + malyly cos gy + §m21§ cos® g + J1

1
My, = gmzlg +J2, Mp=My; =0

. 1 .
Ci1 = —molilhgasingy, Cip = —gmzlgfh sin 24,

. (1 . 1 .
Con =i (§m21112 sing, + gmzlg sin Zqz), Cn=0

where ¢, g, ij € IR? are the joint angles, velocities and accelerations, M(q) € R?*?
denotes the symmetric and positive-definite inertia matrix, C(q,4) € RR?*? is the
centripetal-Coriolis matrix, G(q) € IR? is the gravity vector, F, and F; € IR>*? are
constant, diagonal, positive-definite, viscous and static friction coefficient matrices,
sgn(q) is the signum function applied to the joint velocities, T € IR? is the torque
control input vector, T; € R? defines the unknown disturbances acting on both
azimuth and elevation axes. J1 € R and J, € R are motor inertias, m7; € R and
my € R are the masses of pan and tilt mechanisms, /1 € R is the radius, I, € R
is the length, v1 € IR and v; € R are viscous friction coefficients, and k1 € IR and
k> € R are static friction coefficients.

Figure 6 depicts the block diagram of stabilization control. Q. = 0 and Q
are the velocity command and measured velocity, eq is the velocity error, V. is
the voltage applied to the motor, 7T is the torque control input and 7,; represents
the unknown disturbances acting on both azimuth and elevation axes. Since () is
fed by a gyroscope, stabilization is also referred as gyro stabilization. Velocity
controller is designed as a PI controller to follow the velocity command as closely
as possible.
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Figure 6: Block diagram of stabilization control.

The pan-tilt system converges from an initial orientation to the desired one
by utilizing a PID position controller as shown in Figure 7. O, and (),s are
reference Euler angles and rates, © and Q) are estimated Euler angles and rates,
and eg defines the position error. Since both orientation and velocity information
are used as feedback in the position controller, an IMU is needed to perform sensor
fusion.

Ty
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Figure 7: Block diagram of stabilization control with PID position control.
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Stabilization control loop can be improved by using acceleration feedback in a
PI current controller to achieve high precision stabilization as shown in Figure 8. |
is the nominal inertia of motor, Kt is the motor torque constant, Kg is the acceler-
ation feedback gain, I,.f and T represent reference and estimated currents, and ey is
the current error.

It is assumed that the center of rotation and the center of gravity of the pan-tilt
mechanism are coincident. In light of this assumption, the nonlinear pan-tilt sys-
tem given by (4.1) is decoupled along the azimuth and elevation axes. Therefore,
two separate linear controllers are designed for these axes. In this thesis, the inner
loop acceleration control detailed in [125] and [126] is implemented as depicted
in Figure 8. The goal of acceleration control is to improve the stabilization per-
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Figure 8: Block diagram of acceleration feedback control.

formance of the pan-tilt system by rejecting external disturbances. The position
loop produces reference signals for the velocity loop, which in turn creates refer-
ence signals for the current loop. Reliable angular acceleration signals estimated
by the master-slave Kalman filter are used as feedback in the current controller be-
cause the success of stabilization control largely depends on reliable acceleration
feedback. However, estimated accelerations are not directly utilized in the current
controller. When a torque is exerted on an object, it begins to rotate with an angular
acceleration inversely proportional to its moment of inertia. This relation can be
defined as T = JI'. Also, the torque is proportional to the current in the armature
windings of the rotor so it can be computed as T = Krl. Using these relationships,
an estimate of the current is calculated as [ = I]<—1; where I is the estimated angular
acceleration. Then, the estimated current is scaled by the acceleration feedback
gain, Kg, and used as feedback signal in the current controller.

Acceleration control is effective in disturbance rejection because the effects
of disturbance will be sensed first in the acceleration signal before a significant
velocity error can build up in the velocity loop. Higher acceleration gain adds
more electronic inertia to the physical inertia of the total system [127]. Thus, the
overall system exhibits high dynamic stiffness and has better disturbance rejection.
The increase in effective inertia reduces the speed of the system’s response. In
order to preserve the loop gain, one should scale up the control loop gains by the
factor (1 + Kﬁ) as in Figure 8.

The following PID controllers generate reference velocities for the velocity
control loops for the azimuth and elevation axes:

w.ref = Kpl,lzel,b + K[w f@lpdt + KD¢é¢ (4.3)
Qref = Kp,ep + K, IEth + Kp,éo “4.4)
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where the orientation errors in the azimuth and elevation axes are defined respec-
tively as follows:

ep = Pref =P (4.5)

eg = O — 0 (4.6)

Velocity and current controls are designed as PI controllers for the azimuth and

elevation axes. Reference currents for the azimuth and elevation axes are generated
as follows:

IV€f1 = (1 + Kﬁl)Kplj,el[) + (1 at Kﬁl)KI¢ fel[)dt (4.7)
Il’efz = (1 ar Kﬁz)er.ee- ol (1 + Kﬁz)KIQ feg-dt (4.8)
where y
ey = YPref — P (4.9)
ey = Qref - é (4.10)

where ey and ey represent the velocity errors in the azimuth and elevation axes, re-
spectively. Finally, torque control inputs are designed for the azimuth and elevation
axes as follows:

71 = Kp,ep, + Kj fejldt “4.11)

T2 = Kp,e, + K, fejzdt 4.12)

where the current errors in the azimuth and elevation axes are defined as:

a

en, =l =1 (4.13)

a

e, =lp, — 2 (4.14)
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Chapter 5

5 Stabilization Using Acceleration Based LQR Control

This chapter derives a polytopic quasi-LPV model of the pan-tilt system and uses
it to synthesize an acceleration based LQR controller. The proposed controller is
applied on the nonlinear pan-tilt system for robust stabilization against external
disturbances.

5.1 Derivation of the Quasi-LPV Model
Consider a linear parameter varying (LPV) model in the state-space form
xX(t) = A(a(t)x(f) + B(a(t))u(t)

y(t) = Cla(®)x(t) + D(a(t))u(t) (5.1)
where x € R", u € R™ and y € R"v. The mappings A(.), B(.), C(.) and D(.) are
continuous functions of the time-varying parameter vector o(t) € IR. This model
can be represented as a linear input-output mapping:

A(0) B(o) ]

P(0) = [ @ D) (5.2)

The parameter vector o(f) depends on measurable quantities

a(t) = f(v() (5.3)

where v(t) € R represents scheduling signals and f : RF — R! is a continuous
mapping. A compact set can be defined as P, C Rl o e P, Vi >0[128]. Ifit is
assumed to be a polytope, then P, can be represented as the convex hull,

Py = Coloy,, vy, oy O, ) (5.4)

where L = 2! are the total number of vertices. If the state space model depends
affinely on the parameters, then the LPV model is called as parameter-affine. Thus,
P(0) in (5.2) becomes:

P(G) = oiP;i =Py+01P1+ ...+ 0P (5.5

l
i=0



LPV model in (5.6) is called polytopic since it can be represented by a linear com-
bination of LTI models at the vertices. This is the case when (5.5) holds and ¢ can
be expressed as a convex combination of L vertices oy,.

L
P(0) = ColP(01,), P(01,), - P(0u,)} = ), aiP(oy,) (5.6)
i=1

where Z,'Lzl a; = 1, and a; > 0 are the convex coordinates. Since the aim is to
obtain the quasi-LPV model of the pan-tilt system, (4.1) and (4.2) can be rewritten
as:

T1 = [a + beosqn + ccoszq;;_] g1 — [bsinga + csin2qa] 4142 (5.7)
qZ
Ty = ¢ + [bsinga + csin2qs] El + dcosqa (5.8)

where a, b, ¢ and d represent dynamic and kinematic parameters:

a= %mﬂ% + 771212, b= lellz (5.9)
1 1
c= gmzﬂ, d = magl (5.10)

From (5.7) and (5.8), 1 and § are calculated as follows:

T1 + [bsingy + csin2q»2] 4142

41 = 5.11
n a + bcosqa + ccos?qn 10

=2
Ty — [bsing, + csin2q,] %1 — dcosg

2 = - (5.12)

To construct the nonlinear dynamics given by (5.11) and (5.12) in the state-space
form, the state vector is designed as:

.7
= qm 2 G @] (5.13)
where x(t) € R*. The polytopic quasi-LPV model of the pan-tilt system is derived

by employing the ideas in [84]. Thus, the scheduling vector can be selected as the
state vector of the system:

A . . T
v(t) = x(t) = [ noq 1 92 ] (5.14)
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By using the assumption in (5.14) and defining i = a + bcos gp + c cos® g, the
polytopic quasi-LPV model of the pan-tilt system is computed from (5.11) and
(5.12) as follows:

0 0 1 O 0 0
0 0 0 1 0 0
A=l 0 0 af PT|o 0|
0 o2 o3 0 0o 1
C=|hxa Oxxa| and D=0z (5.15)
where
(bsingy + csin2q2)dq
o1 =
h
d cos g
0Oy = ——
c 2

1
03 = _Z(b singp + ¢sin2q2)4;

1
04 = 7 (5.16)

with I and 0 being the identity and zero matrices, and o(t) € R*. This model
development appeared in [129].

In this thesis, the state vector, x(f), is augmented to include the integral of the
position errors to eliminate the steady state error. A new extended state vector,
z € R, is designed as follows:

T
zZ=|1q1 92 1 92 f(rl—(h)dt f(?’z—ép)dt] (5.17)

T
where the desired joint angles are denoted by » = [7’1 rz] € R?. In accordance
with the new state vector in (5.17), an extended polytopic quasi-LPV model is
designed as follows:

Z(t) = E(o(t))z(t) + F(o(t))u(t) + Hr(t)

y(t) = G(o(®)z(t) + P(o(t))u(t) (5.18)
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where

[ 0 0O 1 0 0 0] [0 O]
0 0O 0 1 00 0 0
o 0 0 o; 00 . |os o0
E=lo o o5 0 0 0of "50 1|
-1 0 0 0 0 O 0 0
0 -1 0 0 00 0 0
T
H= [04><2 szz] , G= [szz 02><4], P =022 (5.19)

and u € IR? defines the control input, /S IR? is the output. The system matrices
E(.) and F(.) depend on the time varying parameter vector, o(f) € IR* obtained in
(5.16).

Next section employs the extended polytopic quasi-LPV model given by (5.18)
and (5.19) to synhesize the classical LMI-LQR controller and an acceleration based
LMI-LQR controller.

5.2 LQR Synthesis Based on the Extended LPV Model

This section designs the classical LMI-LQR controller and an acceleration based
LMI-LQR controller on the proposed LPV model given by (5.18) and (5.19). These
controllers are used to stabilize the nonlinear pan-tilt system given by (4.1) and
(4.2) against external disturbances. The aim is to increase dynamic stiffness of
the pan-tilt system by incorporating acceleration feedback into the LMI-LQR con-
troller. The performance of the developed controller is compared with the classical
LMI based LQR controller in Chapter 7. The classical LQR controller is designed
as

u; = Kz (5.20)

that minimizes the following cost function:
Ji= f(zTQz + u{Rul)dt (5.21)

where K € IR?*® is the feedback gain matrix, Q € R®*® and R € IR**? are the state
and control input weighting matrices. These matrices are symmetric and positive-
definite, i.e. Q > 0 and R > 0. K is obtained by solving the following semidefinite

programming problem:
min tr(P) (5.22)

subject to
(E+FK)TP + P(E + FK) < —-Q - KTRK (5.23)
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where P € R®® > 0 is the Lyapunov matrix and tr denotes the trace. The non-
convex optimization problem in (5.22)-(5.23) can be converted into a convex prob-
lem by multiplying left and right side of (5.23) with P~! and applying Schur Com-
plement [130]:

max tr(Y) (5.24)
subject to
—(E+FK)-(E+FK)T Yy LT
Y Q' Ox2 |20 (5.25)
L Oox6 R!
and
Y=P1>0 (5.26)

where L € IR?*® is introduced as L = KY and Y € IR®* is the inverse of the
Lyapunov matrix, Y = P!, The feedback matrix can be recovered as:

K=Ly! (5.27)
An acceleration based linear state feedback law is proposed as
ur = Kyz + Kpz (5.28)

where Ki, Ko € R?® are the feedback gain matrices which will be designed by
minimizing the following cost function:

o = f (7 Quz + 7 Q2 + ul Ruty) e (5.29)

where the cost function in (5.21) is modified such that acceleration signals are also
included in the new cost function, J,. Q> > 0 € R®® is a symmetric positive
definite matrix that penalizes the derivative of the state vector. The overall control
system is presented in Figure 9. Utilization of both z and Z leads to redundancy in
terms of position and velocity in the controller formulation given by (5.28). In this
work, this redundancy is reduced by selecting smaller weights in Q> corresponding
to velocity terms in Z.
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Figure 9: Control block diagram

The controller in (5.28) is designed by solving the following semidefinite pro-
gramming problem:

min (tr(Py) + tr(P2)) (5.30)

subject to
(E + FK1)"Py + P1(E + FKy) < —Q1 — K{ RK; (5.31)
(E + FK3)"P; + Po(E + FKp) < —Qp — K3 RK, (5.32)

where P; € R®*® > 0 and P, € R®*® > 0 are the Lyapunov matrices, and there
exists a first-order, differentiable, positive-definite function V(¢) € R such that

V(t) < —z"Qiz - 27 Qoz — uJ Rup + 22KIFPy 2
+2rTHTP1z + 22"KTRKz (5.33)
— 2T [(E + FK9)"Py + P(E + FK) |2

Proof: A Lyapunov function candidate, V(t) is defined as
V =zP;z (5.34)

The following expression is computed by taking the time derivative of (5.34), and
using (5.18) and (5.33):

2"[(E + FK1)TPy + Py(E + FKy) |z + 27| (E + FKp) TP,
+ Py(E + FKy)|t < —2"Qiz — 27 Qoz — uj Ruy (5.35)
+ 22" K] RK»2
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By substituting (5.28) into (5.35) and performing cancellations, one obtains

2"[(E + FK1)TPy + Py(E + FKy) |z + 27| (E + FKp) TP,
+ Po(E + FKp) |2 < =2"(Q1 + K{RKy )z (5.36)
—21(Qy + KIRKy)z

The following constraints are derived in order to satisfy the inequality in (5.35):

(E + FK1)"Py + P1(E + FKy) < —Q1 — K] RK4 (5.37)

(E + FK»)"P + Po(E + FK;) < —Q» — K3RK; (5.38)

(5.30)-(5.32) is a non-convex optimization problem. It can be converted into a
convex problem by multiplying left and right side of (5.31)-(5.32) with Pl_1 and
p; 1 and applying Schur Complement [130]:

max (tr(Y1) + tr(Y2)) (5.39)
subject to
[ —(E+FKy)—(E+FK)T Yp LT
Y1 Q' Osxa |20 (5.40)
| Ll 02)(6 R_l )
[ (E+FK)) - (E+FK)T Y, LT
Y2 Q' Og2 |20 (5.41)
Ly Ox6 R
and
Y1 =P{'>0, Y,=P,'>0 (5.42)

where L1L, € R¥*® and L, € R?*® are defined as L; = K;Y; and L, = KyY5.
Y: € R®%® and Y, € IR® are the inverses of the Lyapunov matrices, Y| = PIl
and Y, = Pg 1. The controller matrices, K; and K5 are recovered as:

Ky =LiY{? (5.43)

K> = LY;! (5.44)

The robust control toolbox YALMIP [131] is used to design the classical LMI
based LQR controller and the proposed controller.
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Chapter 6

6 Periodic Trajectory Tracking Using Hybrid Accelera-
tion Based Learning-Adaptive Control

This chapter develops nonlinear controllers for robust periodic trajectory tracking
problem where parametric uncertainties and unknown periodic dynamics are con-
sidered. The closed-loop stability proofs are provided.

6.1 Adaptive Controller with Acceleration Feedback

The nonlinear dynamical model of a n-rigid link robot with the actuator dynamics
are obtained as follows [132]:

M(q)i + C(q,4)4 + Fof + Fssgn(q) + G(q) = T (6.1)

where M(q) € R™" denotes the symmetric and positive-definite inertia matrix,
and M(q) = D(q) + J. D(q) and ] are the robot and actuator inertia matrices.
C(g,9) € R™" is the centripetal-Coriolis matrix, F, € R™" and F; € R™" are
constant, diagonal, positive-definite, viscous and static friction coefficient matrices,
sgn(g) is the signum function applied to the link velocities, and G(g) € IR" is the
gravity vector.

Some dynamical parameters in (6.1) can change unpredictably due to varia-
tions in the environmental conditions. This problem may also occur because the
system parameters are slowly time-varying. Unmeasurable changes of the process
parameters lead to unsatisfactory control performance. An adaptive controller ad-
justs itself to tackle unknown parameter uncertainties. Large variations generally
occur in static friction coefficients. Thus, the adaptive controller uses the linear
parametrization property given by (6.2).

Property 1: Linearity in the Static Friction Parameters

Due to large variations in static friction coefficients of the robotic dynamics, the
static friction terms in (6.1) can also be linearly parameterized as

Fssgn(q) = Wi(§)®q (6.2)



where ®@; € R” is the unknown constant static friction coefficients and W1(g) €
R™" is the known regression matrix. The regression matrix, Wi(g), includes
known functions of the velocities.

According to data presented in [133], large variations occur in both motor in-
ertias and static friction coefficients for some robotic manipulators. This motivates
us to modify the unknown parameter vector, @1, to include both motor moment
of inertia terms and static friction coefficients. To illustrate this, a new linear
parametrization property in (6.3) is defined.

Property 2: Linearity in the Motor Moment of Inertia and Static Friction
Parameters

The motor moment of inertia terms and static friction coefficients in (6.1) can be
linearly parameterized as

Ji + Fssgn(q) = Wa(q, §)P2 (6.3)

where unknown parameter vector, @, € R%", consists of motor moment of iner-
tia terms and static friction coefficients. Regression matrix, W(4,§) € R™?",
includes both known velocities and accelerations. Using the new parametrization
property in (6.3), the robot dynamics given by (6.1) can be rewritten as follows:

D(g)i + C(q,9)q + Foq + G(q) + Wa(q, )2 = T (6.4)

The subsequent subsections develop the control input, 7(t), and provide the closed-
loop stability proof.

6.1.1 Controller Design

The control objective is to design the torque control input signal, 7(t), such that
desired trajectories will be converged despite the parameter uncertainties in the
dynamics of the robotic manipulator given by (6.4). The position tracking error,
denoted by e(t) € R", is defined as follows:

e=q4-4q (6.5)

where q;(t) € R" is the desired link position. The control objective is based on the
assumption that g(¢), 4(f) and (t) are measurable, and the desired joint positions,
velocities and accelerations are bounded. To facilitate the subsequent control de-
velopment and stability analysis, the order of the robot dynamics given by (6.4) is
reduced by defining a filtered tracking error variable, 7,(t) € IR" as follows:

ra=e+1,e (6.6)
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where é(f) € R” is the joint velocity error, i.e. é = §; — ¢, and [, € R is
a constant, diagonal and positive-definite controller gain matrix. After taking the
time derivative of (6.6), multiplying the resulting expression by the inertia matrix,
D(g), the open loop error system is obtained as

D(q)7a = D(q)(§a + Taé) + C(q, )4 + Fog + G(q) + Wa(4,§)P2 — 7 (6.7)

Based on (6.7) and the subsequent closed loop stability analysis, the proposed
adaptive controller with acceleration feedback is designed as follows:

T = D(q)(§a + Taé) + C(q,4)4a + Fofa + G(q) + T4 + Age (6.8)
where acceleration feedback is incorporated into the regression matrix as
Ta = Wa(g, )2 (6.9)

and A, € R™" is a constant, diagonal and positive-definite controller gain matrix.
d,(t) € R?" is an estimate of @, and updated based on the following adaptive law:

By = Y, W3 (4, )ra (6.10)

with a constant, diagonal and positive-definite adaptation gain matrix, Y, € RZ™2",
Note that Craig et al. [134] developed adaptive inverse dynamics approach where
joint accelerations are augmented into the regression matrix besides link velocities.
In the proposed controller development (6.8)-(6.10), except for motor moment
of inertias and static friction parameters, it is assumed that the real system param-
eters are precisely known which is not possible in practice. For the case where all
the real system parameters are unknown, the proposed adaptive controller is inte-
grated with the designed learning controller in Section 6.3. Readers are referred to
Section 6.3 for the hybrid control development with unknown system parameters.
When (6.8) is substituted into (6.7), the closed-loop error system for r,(t) is
obtained as
D(@)fa = Wa(d, )Pz — C(q,4)é — Foé — Age (6.11)

where @,(t) € R?" is the parameter estimation error:

Dy =Dy — P, (6.12)

6.1.2 Closed-Loop Stability Analysis

Theorem 1: The proposed controller developed in (6.8)-(6.10) can asymptotically
drive the position error to zero, i.e.;

lim ¢(f) = 0 (6.13)
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if there exists a first-order differentiable, positive-definite function Vy(e,é,7,,t) €
R such that
V1< —e'Tue+rl(C(q,49) + Fy)é (6.14)

Proof: To prove the conclusion of Theorem 1, a Lyapunov function candidate,
V> (t) is defined as

rI'Dr, . <T>§T; 1d,
2 2

The following is obtained by taking the time derivative of (6.15), and using the
assumption in (6.14):

Vo=V + (6.15)

Va < 11Dy — e"Toe + 17 (C(g,4) + Fo) é + DI 1D, (6.16)
By substituting (6.10) and (6.11) into (6.16), it follows that:
Vo < —elTe —rfAge (6.17)

(6.17) can be simplified as:
V) < —eThe (6.18)

Signal Chasing: Based on (6.15) and (6.18), and using the positive-definite sym-
metric matrix I, it can be concluded that V,(t) € L. It is observed that 7,(f),
d,(t) € Lo since the signals in V,(t) given by (6.15) must remain bounded. The
boundedness of #,(t) implies e(t), é(t) € L based on (6.6). Using Lemma 1 given
in Appendix B, one obtains that

lell = ,/f 2(Hdt < 0o (6.19)
0

where || - || denotes 2-norm. Definition 1 provided in Appendix B is utilized to
conclude that e(t) € L. Barbalat’s Lemma which is presented in Appendix B
implies (6.13) in Theorem 1 because e(t), é(t) € L and e(t) € L».

Using (6.5), the relationship é = §; — 4, and the boundedness of e(t), é(t), it
follows that g(t),4(t) € L. Since @,(t) represents bounded motor inertias and
static friction coefficients, and () € Lo, it follows from (6.12) that ®5(t) € L.

6.2 Learning Controller with Acceleration Feedback for A General
Error System

Learning controllers have been developed to compensate for the unknown nonlin-
ear periodic dynamics with a known period. In this section, a standard learning
controller which is utilized for a typical error system in the literature is reviewed.
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Then, this learning controller is modified with acceleration feedback, and the use
of new learning controller for a typical error system is shown with the closed loop
stability analysis. Consider the system

X=—f(x)+u (6.20)

where x € R is the state and # € R is the control input. f : R — IR represents a
nonlinear function mapping. State error, € € IR, is defined as:

E=X3—X (6.21)
with the desired state, x; € IR, and it follows that
E=X;—x (6.22)
By substituting (6.20) into (6.22), the open loop error dynamics is obtained as
E=Xg+ f(xX)—u (6.23)

Since unknown nonlinear dynamics, f(x), are assumed to be periodic for learning
control, we can obtain

fx(®) = f(x(t +T)) (6.24)
for a known period, T. f(x(t)) can be considered as periodic disturbances, and so
(6.23) can be rewritten as:

E=Xg+dt)—u (6.25)

with the periodic disturbance, d(t) € R, i.e. d(t) = d(t + T). The controller is
designed as follows:
u=2xg+kee+df) (6.26)

where k. € R is positive constant control gain and dA(t) € R is a learning based
estimate of d(t). Then, the closed loop error dynamics are derived by substituting
(6.26) into (6.25):

&=—ke+d(t)—dt) (6.27)
The goal is to design dA(t) in (6.27). The repetitive update law for the system in
(6.27) is usually developed as:

dt) =d(t = T) + k¢ (6.28)

with a positive control gain, k; € R. Tt is mentioned in [98] that cf(t) € Lo
cannot be satisfied when d(t) is updated by (6.28). Sadegh et al. [135] solved this
boundedness problem by saturating the entire right-hand side of (6.28) as follows:

d(t) = sat(d(t — T) + ky €) (6.29)
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where sat(-) denotes the standard linear piecewise bounded saturation function.
The update law in (6.29) guarantees that dA(t) is bounded for all time. However,
Dixon et al. [99] stated that the effect of saturation function on the stability is
not clearly analyzed in [135] using the Lyapunov theory. Therefore, the following
update law is developed in [99]:

d(t) = sat(d(t — T)) + ki e (6.30)

where the error term on the right-hand side of the general repetitive update law
given by (6.28) is not saturated. The update law in (6.30) guarantees d(t) € £oo, and
provides how Lyapunov-based stability analysis comply with the use of saturation
function.

In this thesis, acceleration feedback is incorporated into the repetitive update
law given by (6.30) to increase the robustness of the system exposed to periodic
disturbances. The proposed repetitive update law is designed as follows:

S S

d(t) = sat(d(t — T)) + kA + kaé (6.31)
where the filtered tracking error, A € IR, is defined as:
A=é+kze (6.32)

with a positive constant gain, k3 € R.

The proposed learning controller given in (6.31)-(6.32) achieves globally asymp-
totically tracking for a typical error system with unknown periodic disturbances. To
illustrate this, the following first-order error dynamics are obtained as [100]:

¢ = h(t, ) + G(t, e) [v(t) — (1)] (6.33)

where e(t) € R" is the error, v(t) € R™ is an unknown nonlinear function, P(t) €
IR™ is designed learning based estimate of v(t), and the auxiliary functions h(t, e) €
R" and G(t, e) € IR™™ are bounded provided that e(t) is bounded.

Assumption 1: Asymptotic Stability

The origin of the error system e(t) = 0 is uniformly asymptotically stable for
é=h(te (6.34)

and there exists a first-order differentiable positive-definite function V3(e, é,s,t) €
R, positive-definite symmetric matrix Q3 € IR, and known matrices K1, K, €
IR™" guch that

Vs < —e'Qse+ (v—9)Kyis + (v — 0)75¢ + T K] K (6.35)
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where the filtered tracking error variable, s € IR", is defined as:
s=¢é+ Kse (6.36)

for a constant, diagonal, positive-definite, controller gain matrix, X3 € R"™*",
Assumption 2: Periodicity and Boundedness

The unknown nonlinear disturbance, v(t) is periodic with a known period, T. Thus,
v(t)y=v(t—-T) (6.37)

An upper bound also exists for the unknown function as follows:
lvil<m; for i=1,2,...m (6.38)

where 77; = [7’(1 nm] € IR is a vector of known, positive bounding constants.

6.2.1 Controller Design

The control objective for the general error problem given in (6.33) is to design a
learning based estimate, ¥(f), such that

tlgg e(t) =0 (6.39)
for any bounded initial condition, e(0). Estimation error is defined as:
7(t) = v(t) — P(t) (6.40)
where the learning based feedforward term is designed as:
P(t) = sat,(P(t = T)) + K5 + Kpé (6.41)

using the error dynamics in (6.33) and the subsequent stability analysis. sat(-) de-
notes the saturation function and it is obtained using the known, positive bounding
constants given by (6.38):

T, @i 2T
saty (@) = @i, -T;i <®; <™ (6.42)
T, ©; ST

with Yo; € R,i = 1,2,..,m. In light of (6.42), the following inequality will be
utilized in the subsequent stability analysis:

(@15 — @2)* > (sata,(@17) — saty, (@2))> (6.43)
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where Y|@1;] < 1, @1, € R, i =1, 2, ..., m. Note that the update law given in (6.41)
has the same structure with (6.31). In light of the Assumption 2 and (6.42), the
following relationship is derived:

v(t) = sat(v(t)) = sat; (v(t — T)) (6.44)
7(t) is obtained by substituting (6.41) and (6.44) into (6.40):
7 =saty (V(t = T)) —sat,(P(t — T)) — K15 — K& (6.45)

It should be noted that the learning based feedforward term given in (6.41) is
bounded for all time, i.e. 7(t) € L, provided that &(t), s(t) € L.

6.2.2 Closed-Loop Stability Analysis

Theorem 1: The proposed learning controller developed in (6.41) ensures that
tli)rgl0 e(t) =0 (6.46)

for any bounded initial condition, e(0).

Proof: To prove the conclusion of Theorem 1, a Lyapunov function candidate,
V4(t) is defined as

¢
Vea=V3+ % I_T (satnv(qb) — satnﬁ(qb))T(satnv(gb) — satnﬁ((p))dqb (6.47)

Taking the time derivative of (6.47), and using the Leibniz’s Rule provided in Ap-
pendix B and the assumption given in (6.35) yields

Vi<—e'Qse+ (v —0)"K1s + (v — 9)TKoé + 8T K] Koé

- %[(sataS(t —T) — sat, S(t — T))T(satQS(t —T) — sat, d(t — T))]

(6.48)
1 RV .
+ > (sataS(t) — satQS(t)) (sataS(t) - sataS(t))
Using (6.45), (6.48) can be observed as follows:
Vi<—e'Qse+ (v—0)"K1s + (v — 9)TKoé + 8T K] Koé
+ E (sataS(t) - sataé(t))T(satQS(t) - sataé(t))
2 (6.49)

_ %|(v + Kys + Xzé)T(f/ + Kys + che')]
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By expanding the last line of (6.49), and performing cancellations, it is obtained

that: . T
iKl X1 T JCZ Ks

Vi<—elQse— STTS —é Te’z’
1 ) ) (6.50)
+ §|Hsatnv(t) - satnﬁ(t)” - ||v(t) - 17(t)” ]
(6.50) can be rewritten by exploiting the property given in (6.43):
_ XTx xTx
Vy<—eTQpe— T —L1g _T272; (6.51)
2 2
(6.51) can be simplified as follows:
. KIKq ) 1 KK,
Vy<- [min(anu, — = ||)]|m|2 (6.52)
where an auxiliary signal, Y(f) € R%", is defined as
T
Y = [eT sT éT] (6.53)

Signal Chasing: Based on (6.47) and (6.52), and using the positive-definite sym-
metric matrix Qs, it can be obtained that V4(t) € L. Utilizing Lemma 1 given in
Appendix B, it can be observed that

Y1l = 4 /f Y2(t)dt < oo (6.54)
0

and this implies Y(t) € £, based on Definition 1 given in Appendix B.
Property 3: Equivalent p-Norms
All p-norms are equivalent in the sense that if || - ||, and || - || are two different

p-norms, then there exists positive constants ¢; and ¢ such that

allylla < llylls < c2llylla (6.55)

for all y € R". For £1, £, and L norms, these inequalities take the following
forms

Iyl < llylh < Vallyll,  (Ille < Iyl < Vallylle,

(6.56)
and ||yl < llylh < nllylleo

where || - ||; and || - || represent 1-norm and co-norm, respectively.
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(6.55) and (6.56) imply that ||Y]|e < ||Y]|. Using ||[Y|| < oo in (6.54), it can
be obtained that ||Y]|eo < [|Y|| < o0, and so ||Y]|le < oo. Based on Definition 2
presented in Appendix B, [|Y]| = sup |Y(#)| < oo is observed, and it is concluded
that Y(t) € L. Thus, Y(t) € LN L. Itis observed that e(t), (), s(t) € Lo N Lo
because the signals in Y(f) given by (6.53) must remain bounded.

Utilizing the boundedness of s(t) and é(f) in (6.41) and (6.45), it follows that
P(t), 7(t) € L. By applying saturation function on v(f) as shown in (6.44),
v(t) € L is guaranteed. Since v(t) and P(t) € Lo, and using the fact that h(t, e)
and G(t, e) are bounded for bounded e(t), it is obtained that é(t) € Lo in (6.33).
Barbalat’s Lemma that is provided in Appendix B implies (6.46) in Theorem 1
because e(t), é(t) € Lo and e(t) € L.

6.3 Hybrid Acceleration Based Learning-Adaptive Controller for Robotic
Manipulators

This section develops a new hybrid learning based adaptive controller using the
acceleration feedback to achieve a global position tracking for n-rigid link robotic
manipulators despite the parameter uncertainties and unknown periodic dynamics.
The proposed hybrid controller utilizes learning based feedforward terms given in
(6.31) to compensate for periodic disturbances, and adaptive based feedforward
terms given in (6.9)-(6.10) to reject aperiodic disturbances.

For the subsequent control development and stability analysis, the following
important properties will be utilized.

Property 4: Symmetric and Positive-Definite Inertia Matrix
It is previously mentioned that the robot inertia matrix, D(g), is symmetric and

positive-definite, and satisfies the following inequality:

ilinl* < n"D(g)n < Balinl® ¥n e R” (6.57)

where f1, B2 € R are known positive constants, ||-|| denotes the standard Euclidean
norm.

Property 5: Skew-Symmetry

The inertia and centripetal-Coriolis matrices satisfy the following skew-symmetric
relationship:

1. )
nT (ED(q) -C(g, q))r] =0 VneR" (6.58)
where D is the time derivative of the inertia matrix.

Property 6: Bounding Inequalities
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The upper bounds for the norms of the centripetal-Coriolis, gravity, and viscous
friction terms can be obtained as follows:

1€, Dllieo < ocrllgll, IG@I < 0, Follico < 0, (6.59)

where 01, 0g, 07, € Rrepresents known positive constants and ||-[|; is the induced
infinity norm of a matrix.

Remark 1: Using the assumptions given in (6.57)-(6.59), it can be concluded that
the torque control input is bounded when all the terms on the left-hand side of (6.4)
are bounded provided that g(t), 4(t), j(t) € L.

6.3.1 Controller Design

The control objective is to design the torque control input signal, 7(¢), such that
the robot link positions will converge to desired trajectories despite the parameter
uncertainties in the dynamic model given by (6.4), i.e. q(t) = g,4(t) as t = oo. To
quantify the control objective, the position tracking error, denoted by e(t) € R”, is
defined as follows:

e=q4-1q (6.60)

where q,(t) € R" is the desired link position. The control objective is based on the
assumption that g(t), (t) and (t) are measurable, and the desired link positions,
velocities and accelerations are bounded, periodic functions of time that are defined
as follows:

qa(t) = qat =T), 4ga(t) =qa(t—T), (6.61)
and

Ga(t) = Ga(t = T)

with a known period of T. To facilitate the subsequent control development and
stability analysis, the order of the robot dynamics in (6.4) is reduced by defining a
filtered tracking error variable, r;,(f) € IR" as follows:

m=eé+Ie+1> fedt (6.62)

where ¢ € R” is the velocity error, i.e. é = g; — 4, and I'1, I, € R are con-
stant, diagonal and positive-definite controller gain matrices. After taking the time
derivative of (6.62) and multiplying the resulting expression by the inertia matrix,
D(g), the open loop error system is obtained as

D@)in = -C(q,q)rn + 9 + &+ Wa(g,5)P2 — 7 (6.63)
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where the auxiliary expression 9, & € IR are defined as follows:

O = D(a)ja + C(qa,qa)qa + G(qa) + Foda (6.64)

and
E=D@q)(Gg+T16 +T2e)+G(q) + Fog — 9

+C(g,9) (qd +Te+1>s fedt)

Since the real system parameters are not exactly known, the auxiliary signal, 9, as
a function of desired periodic trajectories, is an unknown periodic signal. In light
of (6.57), (6.59) and (6.61), it follows that

(6.65)

9l <a; for i=1,2,..,n (6.66)
where «; = [041 an] € IR" is a vector of known, positive bounding constants.

By utilizing (6.57), (6.59), (6.60) and (6.62), and motivated by the result in [100],
it is obtained that:
el < 6 Az 12l (6.67)

where the auxiliary signal Z(t) € IR% is defined as:
T Ty sTn]’
z ="ty i &) (6.68)

and 6(-) € R is a known and positive bounding function. On the basis of the
structure of the open-loop error system in (6.63), the proposed hybrid control law
is designed by using an adaptive controller along with a learning based feedforward
term as follows:

T=Ar, + 12 (1ZI) rn + S + 14 (6.69)

where 9 € IR" is an estimate of 9 in (6.64) and generated by incorporating accel-
eration feedback into the standard feedforward term in [100]:

S(t) = sat,(S(t — T)) + Kyry + Koé (6.70)
and the adaptive controller, 7,, is designed as follows:
7o = Wa(g, i) D2 (6.71)
with the update law given by (6.10):

&y = VWL, i, (6.72)
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where ¢ € R" is the acceleration error, i.e. é = §; — §, A € R™" is a constant,
diagonal, positive-definite, controller gain matrix, ¥ € R is a constant positive
gain, K, K» € R™", Yy, € R¥™?" represent constant, diagonal, positive-definite,
learning control and adaptation gain matrices. Saturation function is denoted by
sat,(+) and defined using the known, positive bounding constants given by (6.66):

i, GCi=
saty (i) =3¢, —ai<¢i<a; (6.73)

-, Gi <~

with Y¢; € R,i = 1,2,.,n. In light of (6.73), the following inequality will be
utilized in the subsequent stability analysis:

(c1i = c2i)* = (saty,(c1i) — sata,(cai))® (6.74)

where Y|cii| < a5, 1, € R, i=1,2,...,n.
When (6.69) is substituted into (6.63), the closed-loop error system for r,(t) is
obtained as:

Diy = =Cry — Ary + Wo® + 9 + & — k6 (lzl)) 7 (6.75)
where the parameter estimation error, denoted by @, € IR?" is defined as:
O, =D, - D, (6.76)
and 9 € IR" is the learning estimation error:
§=9-39 (6.77)
In light of (6.61), (6.64), (6.66) and (6.73), the following is derived:
I(t) = sat,(8(t)) = sat, (S(t —T)) (6.78)
S is obtained by substituting (6.70) and (6.78) into (6.77):
S = sat, (3(t — T)) — sato(S(t — T)) — Kyry — Koé (6.79)

6.3.2 Closed-Loop Stability Analysis

Theorem 1: The proposed hybrid controller developed in (6.69)-(6.72) can asymp-
totically drive the position error to zero, i.e.;

lim e(f) = 0 (6.80)
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where the controller gains I'1, A, x, K7 and K; given in (6.62), (6.69) and (6.70)
are selected to satisfy the following sufficient condition

KTK;q
A+ —
2

where ||-|| is the 2-norm of a matrix, and there exists a first-order differentiable,
positive definite function Vs5(e, ¢, é,t) € R such that

Vs < —e'Tye + r] K] Kpé + 8T Koé + 77 (K — I)S (6.82)

KTKZ 1
. 2
min (||, . ||) > 6.81)

7

where I € R™" is the identity matrix.

Proof: To prove the conclusion of Theorem 1, a Lyapunov function candidate, V(t)
is defined as

Ve =Vs5 +

rZDrh y @ngléz N 1 ff
2 2 ,
(sataS(9) — satad(e))dep

Taking the time derivative of (6.83), and using the Leibniz’s Rule provided in Ap-
pendix B and the assumption given in (6.82) yields

Ve < —e'The+ 1) K{ Kaé + 8TKqé + 1] (Ky = )S + | M#y,
1 Dry
2

(sata8(¢) = Sﬂtaé(ﬁb))T
_T (6.83)

+

~OIWIr, + %[(sataS(t) - sataé(t))T(sataS(t) — sata ()

- (sataS(t —T) —saty (¢ — T))T(sataS(t —T) — saty (¢ — T))]

(6.84)
Using (6.58) and (6.75), the following is obtained:
Ve <—e'Tie+ r]ZKlTKz'e' + 9TKye + r]ZKlg - r,fArh
T T, <2 1 aenlP
+1,& =1, KO T + E”sata\9(t) - sataS(t)” (6.85)

- %(satQS(t —T) —sat,d(t - T))T(satQS(t —T) —sat, (¢ - T))

The expression given in (6.85) can be rewritten based on (6.67) and (6.79) as fol-

lows:
Ve < —e'Tye+ 1 K[ Koé + STKo# + 1] Ky S — 1] Ary,

8120yl = 521 ?] + 5t 860) — sata S0 6.56)

1[ « 3
- E[(‘9 + Kiry + Ko2)T (S + Ky + Kzé)]
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By expanding the last line of (6.86), and performing cancellations, one obtains

1
2 2 ¢

, KTKq KTK,
Vés—eTl"le—rZ(A+ ]r e

+ %[“satas(t) - sata\@(t)‘r _ HS(t) ~ @(t)”z] 687)
+ [SZilimll = <62y )12]

By exploiting the property given in (6.74), completing the square on the bracketed
term in the last line of (6.87), and using (6.68), (6.87) can be simplified as:

KTKq
2

KzTKz “) B i]IIZ“Z (6.88)

A+
2 4k

Ve < — [ min (|,

7

where ||-|| is the 2-norm of a matrix.

Signal Chasing: When (6.81) is satisfied, it follows that V4(t) € L based on
(6.83) and (6.88). Since the signals in V(t) must remain bounded, it can be con-
cluded that r,(t), D»(t) € Leo. If the sufficient condition in (6.81) is satisfied and
using Lemma 1 given in Appendix B, it is obtained that

1Z)| = ,/ f Z2(Hdt < oo (6.89)
0

and this implies Z(t) € £, based on Definition 1 given in Appendix B. Using (6.55)
and (6.56) in Property 3, ||Z|lcc < ||IZ||. From ||Z]| < oo in (6.89), it is concluded
that ||Z]|le < |IZ]] < o0 s0 [|[Z]lec < 0. According to Definition 2 presented in
Appendix B, ||Z]lc = sup|Z(t)| < oo is obtained, and it follows that Z(t) € L.
Therefore, Z(t) € L7 N L.

The definition of Z(t) given in (6.68) implies e(t), é(t), r,(f) € Lo N Lo. Ttis
observed that é(t) € L, N Lo because the signals in r4(¢) given by (6.53) must
remain bounded based on (6.62). Since e(t),é(t) € L and e(t) € L£,, Barbalat’s
Lemma which is provided in Appendix B implies (6.80) in Theorem 1.

In light of (6.60) and (6.61), and using the boundedness of e(t), é(t), &(t), it fol-
lows that g(t), 4(t), j(t) € L. By exploiting the fact that the learning feedforward
term given in (6.70) is composed of a saturation function, and r(t), é(t) € L, it
can be concluded that @(t) € L. Since O, represents bounded static friction coef-
ficients and @y (f) € Leo, it follows from (6.76) that Dy (f) € Le. It is observed that
T4(t) € Lo using 4(t), {(t), by (1) € Lo in (6.71). Finally, t,(t), 9(t), r,(t) € Loo
implies 7(t) € Lo based on (6.69). Therefore, all system signals remain bounded.
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Chapter 7

7 Simulation Results

Simulation results for the proposed control algorithms and estimation methods are
presented in this section where the proposed estimation methods are incorporated
into a high fidelity simulation model to test the stabilization performance of the
pan-tilt system subject to various external disturbances, and also evaluate periodic
trajectory tracking performance on the same platform which suffers from parameter
uncertainties and periodic disturbances with a known period. An inner loop accel-
eration approach that is given in Figure 8 is utilized to achieve high precision stabi-
lization by using reliable estimates provided by the proposed master-slave Kalman
filter algorithm that fuses 3-axis gyroscope, 3-axis accelerometer and 3-axis mag-
netometer measurements. The proposed acceleration based LMI-LQR controller
is applied on the pan-tilt system to ensure high precision stabilization where reli-
able estimates are predicted by a cascaded high gain observer structure from noisy
encoder measurements. On the other hand, the proposed hybrid learning based
adaptive controller in (6.69)-(6.72) is used to obtain satisfactory periodic trajectory
tracking performance by estimating reliable feedback signals with a cascaded high
gain observer structure from noisy encoder measurements.

In order to construct a high fidelity simulation model, both nonlinear dynamics
of the pan-tilt platform given by (4.1) and realistic sensor models given by (3.1),
(3.6), (3.7), (3.8) are utilized. Biases and noises that corrupt sensor outputs are
tabulated in Table 1 where SNR denotes signal to noise ratio. The update rates
of MEMS inertial sensors that are provided in Table 1 are selected based on the
specifications given in the inertial sensor market'.

! Advanced Navigation, Spatial FOG (GPS aided INS and AHRS)



Table 1: Simulation Parameters

Parameter Description Value

Bwg Bandwidth of gyro 440 Hz

Bw, Bandwidth of accelerometer 200 Hz

Bw,, Bandwidth of magnetometer 110 Hz

be Gyro bias [1 -105]" deg/s

b, Accelerometer bias [0.01 —0.010.005]" g
b, Magnetometer bias [0.01 —0.010.02]" Wb/m?
Sne SNR of gyro 65 dB

S, SNR of accelerometer 45 dB

Sim SNR of magnetometer 61dB

S SNR of encoder 55dB

7.1 Results of the Proposed Master-Slave Kalman Filter Algorithm

This section evaluates the performance of the proposed filter that employs both an
extended Kalman filter (EKF) and an inverse ®-algorithm in a master-slave con-
figuration by using reliable angles, velocities and accelerations as feedback signals
in the stabilization control of the pan-tilt system. Sections 7.1.1 and 7.1.2 present
the first and second scenario results, respectively.

Since we assume that EKF and the inverse ®-algorithm run at 1000 Hz, the
proposed sensor fusion algorithm executes faster than these inertial sensors. There-
fore, the master-slave Kalman filter algorithm may generate estimates before one
of the gyroscope, accelerometer and magnetometer measurements are completed.

The quality of the estimated signals with the incomplete measurements due
to the different rates for the MEMS inertial sensors will be deteriorated if proper
action is not taken. This leads to the loss of data integrity. In order to ensure
data integrity, we add a rate transition block at the output of each sensor in the
simulations. We use this rate transition as a double buffer. The gyroscope provides
angular velocity measurements to the slave estimator. When the gyro measurement
is obtained, this data is transferred to the first buffer. The slave estimator takes the
gyro data from this buffer until a new measurement is available. When a new
gyro measurement is available, it is saved to the second buffer, the buffer index is
changed, and the new measurement is used by the inverse ®-algorithm. Similar
double buffers are also used for accelerometer and magnetometer.

The reference trajectories in the inertial frame are selected to be smooth step
functions of time in the simulations. Once the system reaches the target orientation,
the PID position controller is deactivated and the reference velocity becomes zero,
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Qyer = 0, as shown in Figure 8. Thus, the pan-tilt system is stabilized by the PI
velocity controller instead of PID position controller. Since the goal is to improve
robustness of the stabilized pan-tilt system under external disturbances, accelera-
tion feedback is introduced into the PI current controller. External disturbances
are applied to the system to mimic realistic conditions in both scenarios. When
the external disturbances are discarded, PID controller is not activated but the ve-
locity controller is still utilized. The time synchronization between EKF and the
inverse @-algorithm is achieved by introducing a unit delay to the output of EKF.
The inverse ®-algorithm uses the inverse of the state transition matrix. Thus, this
algorithm produces stable and converging estimates if the transition matrix is not
ill-conditioned. Since EKF is based on the linearization of nonlinear models given
by (3.16)-(3.18), convergence is not guaranteed; however, by the proper choice of
process and measurement noise covariance matrices, Q and R, and by increasing
the observability of the state vector, one usually achieves stable filter operation
with good convergence. In simulations, the filter parameters (Q and R) are tuned
as follows:

10I3x3  O3x3  O3x3  O3x3 |
O3x3  11I3x3  O3x3  O3x3
O3x6  O3xz  12I3x3  0O3x3
O3x3  0O3x3  O3zxz  13I3x3]

1074 I4ss  Ogxe

’ Rmuster = 06><4 10_316)(6

Qmaster =

Ixs  O3xs  Osx3 |
Quiaoe = |03x3 2Bx3 03x3 |, Raimoe = 1023
O3x3  Osxz  3I3x3]

where I and O represent the identity and zero matrices.

7.1.1 First Scenario

The pan-tilt platform is exposed to continuous, random and small amplitude dis-
turbances. Figure 10 shows the disturbances applied to the azimuth and elevation
axes. Gaussian distributed noises are used to generate these disturbances.

Azimuth and elevation angle responses are presented in Figures 11 and 12, respec-
tively. Desired values of azimuth and elevation references are 45 deg and 55 deg.
When the acceleration feedback is not used in the current controller, oscillations
occur in the azimuth angle response. The maximum overshoot from the azimuth
angle response curve is about 12%. On the other hand, the azimuth angle converges
to the reference value in a smoother way when the acceleration feedback is intro-
duced, e.g. Kg = 5. For the elevation angle response, the system does not exactly
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Figure 10: External disturbances applied on the azimuth and elevation axes.

converge to 55 deg without the use of acceleration feedback. The elevation angle
oscillates between 54.5 deg and 55.2 deg at the steady state. As the acceleration
feedback is introduced, sufficiently small steady state error is achieved in the eleva-
tion angle response. Figure 13 shows control efforts for K3 = 0 and Kg = 5. The
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Figure 11: Azimuth angle responses.

amplitudes of the control inputs which are provided by the acceleration control are
similar to those that are obtained without the use of acceleration feedback. RMS
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Figure 12: Elevation angle responses.

value of the control input for the azimuth axis is 2.83 N.m and slightly decreases to
2.35 N.m with the use of acceleration feedback. When the acceleration feedback
is used in the PI current control loop, RMS value of the control input changes from
89.47 N.m to 89.13 N.m for the elevation axis. These results show that acceler-
ation control does not require larger control inputs to obtain better output angle
responses when the system is exposed to continuous disturbances. The master esti-

71 (N.m)

Time (sec)

Time (sec)

Figure 13: Torque control inputs of the azimuth and elevation axes.
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mator which is implemented by using the EKF provides the estimates of pitch and
yaw angles, velocities and accelerations based on (3.16)-(3.18). In Figures 14 and
15, estimated Euler angles are provided. EKF performance is evaluated by RMS
value of the errors between measured and estimated pitch and yaw angles. RMS
values of the estimation errors of the pitch angle are 0.0057 deg and 0.0168 deg
for Kg = 0 and Kz = 5, respectively. Also, RMS values of the estimation errors
of the yaw angle are obtained as 4.48 x 1077 deg and 4.66 X 10~ deg for Kg = 0
and Ky = 5, respectively. Since all the estimation errors are small, estimated sig-
nals converge to measured values successfully for both Ks = 0 and Kg = 5.
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Figure 14: Estimated pitch angles.

On the other hand, Euler velocities and accelerations are estimated as depicted in
Figures 16 and 17. The amplitude of oscillations are larger in both velocity and ac-
celeration responses for Kg = 0 because the angle responses are not smooth when
the acceleration feedback is not utilized. Angular velocities, accelerations and
jerks are estimated by the slave filter using the process and measurement models in
(3.20)-(3.22). When the acceleration feedback is utilized, small amplitude angular
velocities are obtained in Figures 18-20. These results are not surprising because
better angle responses are achieved with the use of acceleration feedback in the
current controller. Similar observations can be also done for estimated angular ac-
celerations and jerks in Figures 21 and 22.
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Figure 15: Estimated yaw angles.
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Figure 16: Estimated Euler velocities.

7.1.2 Second Scenario

In the second scenario, the pan-tilt platform is exposed to external disturbances
after the desired positions are reached. In order to illustrate this case, disturbance
torques are modeled as high amplitude step pulses with short durations. The am-
plitudes of the step pulses are assumed as 10 N.m and 15 N.m. Step disturbances
are applied on the system between t = 8 sec and t = 12 sec as shown in Figure 23.
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Figure 17: Estimated Euler accelerations.
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Figure 18: Estimated angular velocities about x axis.

Figures 24 and 25 show the tracking performance for the azimuth and elevation
axes. When the acceleration feedback is not used, azimuth and elevation angles
cannot follow the reference trajectories successfully due to step pulses. The az-
imuth angle reaches to approximately 59 deg. When the acceleration feedback is
used, small amplitude oscillations occur. Azimuth angle oscillates between 44.5
deg and 46 deg with the use of acceleration controller. In other words, azimuth an-
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Figure 19: Estimated angular velocities about y axis.
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Figure 20: Estimated angular velocities about z axis.

gle is successfully stabilized despite the step pulses. Similar performances are also
observed for the elevation angle responses. Smoother elevation angle response is
achieved with the introduction of acceleration feedback. However, amplitudes of
the oscillations increase to approximately 80 deg when the acceleration controller
is not active.

67



2o — K70 —Ky=5
% o N
=
g
20k ‘ ‘ i
0 5 10 5
Time (sec)
T T — —
—~ 20 —K;=0 —K=5
ES 0 A S et e
& -20- _
1 1
0 5 10 15
Time (sec)
| |
20 0_K=
— 0 _K[3 0 _KB 5
§ o e
=
%
—20- ; : |
0 5 10 15
Time (sec)
Figure 21: Estimated angular accelerations.
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Figure 22: Estimated angular jerks.

In Figure 26, control efforts are provided for Kg = 0 and Kz = 12. In order to
reject the external disturbances, large acceleration gain, Kg = 12, is used. As it is
expected that when the disturbances are not applied on the system, this acceleration
gain leads to high amplitude oscillations compared to the case where acceleration
feedback is not utilized. On the other hand, when the disturbances are applied on
the system, the amplitude of oscillations are larger without the use of acceleration
feedback. As a result, pan and tilt axes are not stabilized due to disturbances even
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Figure 23: External disturbances applied on the azimuth and elevation axes.
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Figure 24: Azimuth angle responses.

10

15

high control efforts are obtained for Kg = 0. Similar to that of the first scenario,
the master estimator is implemented by using the EKF based on (3.16)-(3.18). Fig-
ures 27 and 28 depict the estimated pitch and yaw angles. RMS values of the errors
between the measured and estimated pitch angles are 0.0121 deg and 0.0095 deg
for K = 0 and Kg = 12, respectively. On the other hand, RMS values of the
errors between the measured and estimated yaw angles are 2.72 X 1077 deg and
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Figure 26: Torque control inputs of the azimuth and elevation axes.

2.05 x 1077 deg for Kg = 0 and Kg = 12. Since these errors are small, satisfactory
estimates of pitch and yaw angles are obtained for both Kz = 0 and Kz = 12.
On the other hand, pitch and yaw velocities and accelerations are estimated as de-
picted in Figures 29 and 30. When the acceleration controller is not active, high
amplitude oscillations are observed in the estimated values as expected.
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Figure 27: Estimated pitch angles.
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Figure 28: Estimated yaw angles.

Figures 31-33 present the estimated angular velocities by the slave filter. When
the acceleration feedback is not used, high amplitude angular velocities are ob-
tained between t = 8 sec and t = 12 sec due to the disturbances. The dramatic
changes are also observed in the estimated angular accelerations and jerks when
the disturbances are applied on the system as depicted in Figures 34 and 35.
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Figure 29: Estimated Euler velocities.
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Figure 30: Estimated Euler accelerations.

7.2 Comparison with Other Sensor Fusion Algorithms

The performance of the proposed sensor fusion algorithm is compared to a Newton
predictor enhanced Kalman filter (NPEKF) [136] and an error state Kalman filter
(ErKF) [137]-[138]. In the NPEKF method, angular accelerations are estimated
by a classical Kalman filter and then estimated accelerations are passed through
the Newton predictor to further reduce the phase lag caused by the Kalman filter.
To compare the performance of the proposed method with NPEKF, pitch and yaw
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Figure 32: Estimated angular velocities about y axis.

accelerations are estimated by the proposed filter and then those estimated values

are passed through the following predictor designed by Han et.al [136]:

Hi(z) =3-3z"1+z72 (7.1)
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Figure 33: Estimated angular velocities about z axis.

a.(deg/s?)

Time (sec)

Time (sec)

. (deg/5?)

Time (sec)

Figure 34: Estimated angular accelerations.

where ]H;(z) represent 1-step 2nd-order Newton predictor. Thus, only three past
states are required to predict pitch and yaw accelerations. To the best of our knowl-
edge, the global Kalman filter and ErKF have not been used to estimate Euler and
body frame angular accelerations. However, there are attempts to solve the attitude
estimation problem by using ErKF and underline differences between EKF and
ErKF [137]-[138]. Thus, advantages of ErKF over EKF are known for the attitude
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Figure 35: Estimated angular jerks.

estimation. While ErKF is used to only estimate the errors in the state, EKF is
implemented to obtain the state estimate itself. In this work, the performance of
EKF that is used in a master-slave configuration with the inverse ®-algorithm is
compared with ErKF for the velocity and acceleration estimation problem. ErKF
is also used in a master-slave configuration with the inverse ®-algorithm since the
process dynamics of this estimation problem requires to use body frame angular
accelerations and jerks estimated by the inverse ®-algorithm. The estimated sig-
nals by the proposed filter, NPEKF and ErKF are presented in Sections 7.2.1 and
7.2.2.

7.2.1 First Scenario

The performance of the proposed filter is compared to the Newton predictor and
the error state Kalman filter while the system is exposed to random and continuous
disturbances given in Figure 10. Figures 36 and 37 present estimated pitch and
yaw angles. The performance of the proposed filter is almost similar with the
fusion algorithm where the master filter is designed as ErKF. However, estimated
angles by NPEKF are noisy. Thus, the proposed method outperforms the Newton
predictor.

Errors between measured and estimated pitch and yaw angles are provided in Fig-
ures 38 and 39. Estimation errors are almost the same when the master filter is
implemented as either EKF or ErKF, but errors of NPEKF are larger than the ones
obtained by the proposed filter. RMS values of the pitch angle estimation errors are
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Figure 36: Comparison between estimated pitch angles.
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Figure 37: Comparison between estimated yaw angles.

2.11x 107 deg and 0.0451 deg for the proposed filter and NPEKEF, respectively.
RMS value of the yaw angle estimation error is 0.0451 deg for NPEKF and smaller
RMS error is obtained with the proposed method, i.e. 2.11 X 1077 deg. Similar ob-
servations can be also done for the estimated values of pitch and yaw velocities and
accelerations in Figures 40-43. Estimated velocity and acceleration signals by the
proposed method are closer to the ones estimated by the fusion algorithm in which
the master estimator is implemented as ErKF. On the other hand, estimated signals
are smoother with the proposed method compared to NPEKF.
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Figure 38: Error between measured and estimated pitch angles.
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Figure 39: Error between measured and estimated yaw angles.

7.2.2 Second Scenario

The performance of the proposed filter is compared to the Newton predictor and
the error state Kalman filter when the disturbances are applied on the system. Esti-
mated pitch and yaw angles are provided in Figures 44 and 45. Similar to the case
of the first scenario, estimated pitch and yaw angles by the proposed method and
the fusion algorithm in which the master filter is implemented as ErKF, are almost
the same. On the other hand, better estimation performance is achieved with the

7



6(deg/s)

—NP Filter
—ErKF as Master Filter
—Proposed Filter

—NP Filter
==ErKF as Master Filter
—Proposed Filter

1
5.01 5.02 5.03 5.04

5.08 5.09 5.1

Figure 40: Comparison between estimated pitch velocities.
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Figure 41: Comparison between estimated yaw velocities.

proposed filter compared to NPEKF because the proposed one provides smoother
estimates than NPEKF. Newton predictor leads to high amplitude peaks in esti-

mated pitch and yaw angles.

Figures 46 and 47 also depict the errors between

measured and estimated pitch and yaw angles. Estimation errors that are obtained
by designing the master filter as either EKF or ErKF are similar. Those errors
are also smaller than the ones computed with NPEKF. While RMS value of the
pitch angle estimation error is 0.0481 deg for NPEKF, this RMS value decreases
to 9.63 x 107° deg as the proposed method is utilized. On the other hand, RMS
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Figure 43: Comparison between estimated yaw accelerations.

values of the yaw angle estimation errors are 2.05 X 1077 deg and 0.0483 deg for
the proposed filter and NPEKF, respectively. Estimated pitch and yaw velocities
and accelerations are also presented in Figures 48-51. Similar velocities and accel-
erations are estimated by the proposed method and the fusion algorithm where the
master estimator is implemented as ErKF. However, estimated signals by NPEKF
have much more noise than the proposed filter. When the disturbances are applied
on the system, oscillations occur in all estimated velocity and acceleration signals
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Figure 45: Comparison between estimated yaw angles.

between t = 8 sec and t = 12 sec, but the amplitudes of those oscillations are larger
with NPEKF.
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Figure 47: Error between measured and estimated yaw angles.
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Figure 49: Comparison between estimated yaw velocities.
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Figure 51: Comparison between estimated yaw accelerations.
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7.3 Results of the Acceleration Based LQR Control

The physical constraints that are applied to the joints are as follow:

Table 2: Physical Constraints

Parameter Minimum Value Maximum Value
q1 -170° 170°
g2 —85° 85°
g1 —150°/sec 150° /sec
o —50°/sec 50°/sec

Using the physical constraint given in Table 2, scheduling position trajectories are
designed as quintic polynomials in Figure 52. Since the position trajectories are
designed as Sth degree polynomials, joint velocity and acceleration trajectories are
4th and 3rd degree polynomials as shown in Figures 53 and 54.
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Figure 52: Scheduling joint position signals

The parameter trajectories, 0, are generated based on (5.16) in Figures 55-58.
o1 and 03 depend on g2 and 4;. On the other hand, 07 and o4 are the function of
only g2. Due to this dependency, the parameter values have the upper and lower
bounds given in Table 3.

External disturbances shown in Figure 59 are applied on the system after the
desired positions are reached. These disturbances are modeled as high amplitude
step pulses with short durations. The amplitudes of the step pulses are assumed
as 10 N.m and 15 N.m. The performance of the proposed controller in (5.28) is



Joint Velocities (d

Time (s)

Figure 53: Scheduling joint velocity signals
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Figure 54: Scheduling joint acceleration signals

compared with the performance of the classical LQR controller in (5.20).

LQR controller is synthesized based on the developed polytopic quasi-LPV
model in (5.18)-(5.19). The total number of vertices is L = 2% = 16. The proposed
state feedback controller given in (5.28) is designed by interpolating LMIs at each
vertex. The elements of the state feedback gain matrix, K, K; and K5 are designed
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Table 3: Upper and Lower Bounds of the Parameter Vector

0.5

o (rad.s'l)
o

-0.5

o, (rad.sz)'1

-10

-15

Parameter Upper Bound Lower Bound
o1 (rad.sec™) 0.4225 —-0.4225
oy (rad.sec®)™ -1.2812 -14.7
03 (unitless) 1.4405 —1.4405
oy (kg.m?)™! 1.2581 0.7059
i 2 s 4 5 s 7 8 o
Time(s)

Figure 55: Parameter trajectory: o1
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Figure 56: Parameter trajectory: gp
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Figure 57: Parameter trajectory: o3
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Figure 58: Parameter trajectory: o4

based on the weighting matrices, Q, Q1, Q> and R given by (7.1) and (7.2).
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Figure 59: External disturbances on the pan and tilt axes
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More weighting is added to the integral of the position errors than the other states
in (1 to eliminate the steady state error. R limits the amplitude of the control input
and the elements of the matrix R are designed smaller than the elements of Q;
matrix. This makes the system sensitive to the states of the system instead of the
control input. As it is previously mentioned in Chapter 5, there is a redundancy
in the controller due to common velocity terms in z and z. This redundancy is
eliminated by choosing the elements of Q; are small, i.e. Q2,, = Q2,, = Q25 =
Q2. = 0.001.

Using the system model (5.18)-(5.19) and the weighting matrices in (7.1) and
(7.2), the optimal feedback gain matrices, K, K1, K € R?*®_ obtained by YALMIP
is given in (7.3)-(7.5).

(7.2)

S O OO

0
0
0
0

k| 815 -7.8x1071 -36.2 -3.6x10712 75.8 1.9 x 10712 73)
T |-1x10"1 —27.7 -8.8x10712 -10.6 1.7 x 10711 24.7 ’

K —| 883 -34x1071 -36.5 -12x10712 85.4 -5.6x 1071 7.4
1= 1-37%x107° -30.6 -3.7x10710 -10.6 22x1078 29.7 ’

K | —1358 -2.7x 10710 -239 -22x1071 384.3 58x107° 7.5)
27 -3.7x107° -24.3 -3.7x10710 -3 2.19x 1078 105.6 ’
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The performance of the controller is tested on the nonlinear pan-tilt system. Initial
joint angles are assumed as 150 deg and 75 deg. The desired angles are r; = 65 deg
and ro = 15 deg. Joint angles converge to reference values as depicted in Figure 60.
Joint velocities converge to zero in Figure 61. Higher amplitude oscillations are
obtained in all transient responses with the classical controller. As the external
disturbances are applied on the system, acceleration feedback improves the system
responses compared to the case where the acceleration feedback is not used in the
controller.
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Figure 60: Output joint angles
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Figure 61: Output joint velocities
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The performance specifications given in Tables 4 and 5 also show that the proposed
controller outperforms the classical LMI based LQR controller.

Table 4: Pan Axis Performance Specification

Transient Responses (f = 1 — 10 sec)

Performance Proposed  Classical
Criteria Controller Controller
Absolute Worst Case Position Error (deg) 20.55 55.08
RMS Position Error (deg) 19.30 20.38
RMS Control Input (N.m) 5.35 3.62
System Responses During Disturbances
Performance Proposed  Classical
Criteria Controller Controller
Absolute Worst Case Position Error (deg) 1.28 4.92
RMS Position Error (deg) 2.64 3.27
RMS Control Input (N.m) 7.14 7.35

Table 5: Tilt Axis Performance Specification

Transient Responses (f = 1 — 10 sec)

Performance Proposed  Classical
Criteria Controller Controller
Absolute Worst Case Position Error (deg) 20.51 23.96
RMS Position Error (deg) 8.77 9.13
RMS Control Input (N.m) 4.40 4.16
System Responses During Disturbances
Performance Proposed  Classical
Criteria Controller Controller
Absolute Worst Case Position Error (deg) 5.42 20.27
RMS Position Error (deg) 3.71 12.37
RMS Control Input (N.m) 7.74 7.27
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7.4 Results of the Hybrid Acceleration Based Learning-Adaptive Con-
troller

The performance of the developed hybrid learning based adaptive controller given
in (6.69)-(6.72) is evaluated on the pan-tilt platform and compared with the perfor-
mance of the hybrid learning based adaptive controller where reliable accelerations
are used as feedback in only adaptive controller, not the learning controller. The
desired trajectories which are presented in Figure 62 are generated based on the
following periodic functions:

[le] _ [(2 + 0.2 sin(t))(sin(sin(t)))(1 + e—O.6t3)

9a,| ~ | (1 + 0.2sin(t))(sin(sin())(1 + e~06%) (7.6)

with a period of T = 6.28 sec and the exponential term is used to provide a "smooth-
start”" to the system. The controller gains are tuned as follows:

N
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\ Lo
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o =
§

Time (s)

Figure 62: Desired trajectories

20 0 40 0
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Ky = [0 10]' Kz ‘[ 0 0.01]’ T = 20044

Position and filtered errors reduce after each period of the desired trajectory and
globally asymptotically converge to zero as depicted in Figures 63 and 64. Sudden
peaks occur in the position errors due to the integration of discontinues created by
signum functions in the static frictions terms of the dynamic model given in (4.1).
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Figure 64: Tilt axis position error, e;(t)

Figures 65-68 depict the torque control inputs and the learning feedforward control
inputs. Due to the desired periodic trajectories, control inputs oscillate to reject the
unknown periodic disturbances. The proposed controller outperforms the hybrid
controller without acceleration feedback as shown in Tables 6 and 7.
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Figure 66: Tilt axis control input, T2(t)
Table 6: Pan Axis Performance Specification
Performance Proposed  Hybrid Controller
Criteria Controller without AFB
Absolute Worst Case Position Error (deg) 1.0052 1.9450
RMS Position Error (deg) 0.2275 0.4213
RMS Control Input (N.m) 7.4996 7.4731
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Figure 68: Tilt axis learning feedforward control, 9;(¢)

Table 7: Tilt Axis Performance Specification

Performance Proposed  Hybrid Controller
Criteria Controller without AFB
Absolute Worst Case Error (deg) 0.6305 1.2496
RMS Error (deg) 0.1072 0.2372
RMS Control Input (N.m) 2.0086 1.8094
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Static friction coefficients are satisfactorily estimated by the adaptive controller.
Estimated values of the static friction parameters approximately converge to 3.1
Nm and 0.4 Nm as depicted in Figures 69 and 70. Motor moment of inertias are
estimated as 2.7 kg.m? and 1.5 kg.m? as shown in Figures 71 and 72.
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Figure 69: Pan axis estimated friction parameter, f;
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Figure 70: Tilt axis estimated friction parameter, f;z
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Chapter 8

8 Conclusions

This thesis investigates the role of acceleration feedback in various stabilization
and periodic trajectory tracking control algorithms to minimize effects of exter-
nal disturbances and parameter uncertainties. Since obtaining reliable acceleration
feedback signals is a challenging task, the work in this thesis has focused on esti-
mating reliable acceleration signals from an IMU or an encoder. In order to tackle
this problem, a novel master-slave Kalman filter algorithm and a cascaded high
gain observer structure are developed.

The master-slave Kalman filter estimates reliable Euler velocity and acceler-
ation signals in addition to Euler angles. Slave estimator based on the inverse
O-algorithm estimates angular velocities, accelerations and jerks. When these es-
timates are used in the master estimator, Euler angles, velocities and accelerations
are estimated. The stabilization performance of a pan-tilt system is assessed by
using estimated Euler angles, velocities and accelerations in a high fidelity simula-
tion model for two different disturbance scenarios. In the first scenario, the pan-tilt
platform is subject to random and continuous time varying disturbances whereas
step disturbances in the form of short duration pulses with relatively large ampli-
tudes are applied to the system in the second scenario. In the first scenario, azimuth
angle converges in a smooth way by utilizing acceleration controller whereas small
steady state errors are observed in the elevation angle with the use of acceleration
feedback. The amplitudes of the torque control inputs are almost the same with or
without the use of acceleration feedback. Thus, acceleration control provides bet-
ter performance without larger control efforts. Due to the step pulses in the second
scenario, system responses have high amplitude oscillations when the acceleration
controller is not active. As the acceleration feedback is introduced, the external
disturbances are successfully rejected and much smoother responses are achieved.
Although high control efforts were spent when the step pulses were exerted on the
system, the system could not be stabilized without the acceleration controller. The
performance of the proposed sensor fusion algorithm was compared to the New-
ton predictor enhanced Kalman filter (NPEKF) and the error state Kalman filter
(ErKF) in both scenarios. Estimated angle, velocity and acceleration signals by the



proposed master-slave Kalman filter and the fusion algorithm in which the master
estimator is implemented as ErKF, are similar to each other. On the other hand,
the proposed method outperforms NPEKF. The Newton predictor leads to much
more noisy estimates and has the largest estimation errors compared with the other
methods.

A polytopic quasi-LPV model of the nonlinear pan-tilt system has been derived
to synthesize acceleration based LMI-LQR controller for the pan-tilt stabilization.
Acceleration signals are estimated by a new high gain observer structure where
two different observers are employed in a cascaded structure. The first HGO uses
position measurements from an encoder to estimate reliable position and veloc-
ity information. The second HGO, on the other hand, utilizes velocities estimated
by the first HGO to provide estimates of acceleration signals. Obtained estimates
by the proposed HGO are used in the proposed LMI-LQR controller. The feed-
back gain matrix is designed by interpolating LMIs at each vertex of the polytopic
model. Step pulses are exerted on the system to compare the performance of the
proposed LMI-LQR controller with the classical one. During the application of
disturbances on the nonlinear system, the amplitude of oscillations gets smaller as
acceleration feedback is utilized in optimal LQR controller.

This thesis also develops a novel hybrid control method by combining accelera-
tion based learning controller with an adaptive controller for the trajectory tracking
in repetitive robotic tasks. The use of acceleration feedback in the learning control
provides robustness to the system against unknown periodic disturbances with a
known period. Adaptive controller, on the other hand, compensates for the uncer-
tainties in the actuator moment of inertia terms and the static friction parameters.
Integral of the position error is also included in the filtered error variable. The de-
veloped cascaded nonlinear high gain observer structure is utilized to estimate reli-
able position, velocity and acceleration signals from noisy encoder measurements.
Lyapunov based stability analysis show that all system signals remain bounded,
and the proposed controller ensures global asymptotic position tracking for a n-
rigid link manipulator. The performance of the proposed hybrid controller is tested
on a high fidelity simulation model of a pan-tilt platform and it has been found as
quite satisfactory.

98



Appendix

A The Method of Petovello

The inverse ®-algorithm assumes the following process and measurement mod-
els [119]:

Xg = Ap1Xk-1 + V1651 (A-1)

Vi = Cixpe + €k (A-2)

e = Wk-1€k-1 + Gk (A-3)

Wir=er, Re=o?(1-W2)) (A-4)

E(ex) =E(cp) =0 (A-5)

E (€k€lT) = Qkbr, E (CkC,T) = Rox, E (GkClT) =0 (A-6)

where Ay_q is the state transition matrix, Cy is the output matrix, €;_1 and ¢i_q are
the white Gaussian noises with zero means, &, is time correlated noise, E(x) is the
expectation of x, Oy is the Kronecker delta function, Q; and Ry are the covariance
matrices of €, and ¢, Wj_; is the transition matrix of the time correlated error, T
is the sampling time, « is the time constant, I is the identity matrix, and o is the
standart deviation.

Prediction stage of the inverse ®-algorithm:

Rr/k-1 = Ap-18k-1/k-1 (A-7)
Pijr-1 = Ag1Prcajec1 AL + Qia (A-8)

Update stage of the inverse ®-algorithm:

- - _ - ~ _m1-1
K = [Pk/k_lcg + Sk] [CkPk/k_lC{ + Ry + Ci.S; + S{CZ] (A-9)

Xpfk = Xpji-1 + Ky [9k - Ckﬁk/k—l] (A-10)
Pijk = Pyjpr — Ki [Ckpk/k_lc,f + Ry + CiSp + S[C,{] KT (A-11)
where
Uk = Yk = Wik (A-12)
Cr = Cr = W1 Cran AL (A-13)
Sk = Qk—lTZ—lAI:—Tlclf—l\ylz—l (A-14)

Ry = Wio1 Cran AL Y Qe Y A G W) + Res (A-15)



B Important Lemmas and Definitions

B.1 Leibniz’s Rule

The Leibniz integral rule provides a formula for differentiation of a definite integral
whose limits are functions of the differential variable. Let f(x, t) be a function such
that both f(x, f) and its partial derivative f(x,t) are continuous in x and ¢ in some
region of the (x, t)-plane, including u(x) < t < v(x) and xg < x < x1. Suppose
that the functions u(x) and v(x) are both continuous and both have continuous
derivatives for xo < x < xq:

d v(x) 0(x)

— | flondt = f(v(x))% -f <u<x)>% " f

d
— f(x, b)dt (A-1)
dx u(x) u(x) axf( )

that is the general form of the Leibniz integral rule.

B.2 Lemmal
Given a nonnegative function denoted by V(¢) € R as follows [100]:
1
V = Zx2 A-2
> (A-2)
with the following time derivative
V =~k (A-3)

then x(f) € R is square integrable, i.e. V(t) € L».

Proof: 1f both sides of (A-3) is integrated, then the following is computed as

- f ) V()dt = ky f ) x2()dt (A-4)
0 0

ky fo ) x*(Hdt = V(0) — V(e0) (A-5)

It is known that V(0) > V(co) > 0 based on (A-2) and (A-3). Therefore, the
following relationships are obtained:

and

ky fo ) 2(Hdt = V(0) = V(co) < V(0) < o0 (A-6)

, /fooxz(t)dt < Y9 (A7)
0 ky

Definition 1 in the next page is used to conclude that x(t) € £,.
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B.3 Definition 1

Consider a function f(¢) : Ry — R. Let the 2-norm (denoted by || - ||) of a scalar
function f(t) be defined as [100]:

IF o)l = fo P (A-8)

If ||[f (1)l < oo, then it can be said that the function f(t) belongs to the subspace £;
of the space of all possible functions, i.e. f(t) € £».

B.4 Definition 2
Let the co-norm (denoted by || - [|) of f(t) be defined as [100]:

ILf(Dlleo = supl f(£)] (A-9)

If || f(f)llc < oo, then it can be said that the function f(t) belongs to the subspace
Lo of the space of all possible functions, i.e. f(f) € L.

B.5 Barbalat’s Lemma

Consider a function f(t) : Ry — R. If f(#), f(t) € L, and f(t) € L, then
lim £(¢) = 0 (A-10)

This lemma is often referred to as Barbalat’s Lemma [17] .
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