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In USA,credit card fraud occurrences rose sharply in 1998 causing SI47 million in losses. To 

address this problem,financial institutions (FIs) are employing preventive measures and 

fraud.detection systems one of which is called DS. Although FDS has shown good results in 

reducing fraud, the majority of cases being flagged by this system are False Positives resulting  

in sub-stantial investigation costs and cardholder  inconvenience.The possibilities  of  enhancing  

the  current operation by  introducing a post processing system constitute the objective of this 

research.The  data  used  for  the  analysis  was  provided by one of the major Canadian banks 

Based on variations and combinations  of features and training class distributions,different sets 

of  experiments were performed  to explore the influence of  these  parameters  on  the  

performance  of The prototype developed. The results indicate that the employed approach has a  
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very  good  potential  to improve on the existing system.However further research is required 

including the development of prototype systems which should be enhanced by more extensive 

and informative  data. 
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1. INTRODUCTION 

The main of credit shipset was started at the end of the first World War in the United States 

(U.S.). In 1956, Bank of America which is named toduy (now VISA) opened the business 

followed by MasterCard. In 1968, 4 Canadian banks launched VISA credit card to meet the 

business demand. 

1.1 PROBLEM DEFINITIONS 

In the period of credit cards, fighting fraud was rather straightforward. Each week a bulletin 

known as a ‘hot list’, was passed resolute the merchants. This bulletin noncommissioned the 

varieties of lost or purloined cards in order that the merchants were ready to check the client 

MasterCard number against these numbers. With the blowup of the MasterCard business, 

criminals have devised varied ways that to urge about ahead security devices, like magnetic 

stripes and holograms. Cardholders are the prominent victims of fraud occurrences, as they 

are going to buy the value of fraud injuries sustained by either card issuers or merchants. To 

atone for these losses card issuers, raise the interest rates or seasonal fees and merchants raise 

the worth of their wares. Fraud investigation is a difficult task and FIs are reluctant to block 

an account  without  making  sure  that  the  transaction is indeed fraudulent. Very often an 

unusual transaction is legitimate and issuers are anxious not to inadvertently off end  a  

cardholder  by  acting  too  hastily  and blocking her/his account especially in cases  where 

the fraud officer is unable to find the cardholders and verify the transactions with them.FDS 

has shown good results  in  detecting  fraudulent  transactions,  however,  the  majority  of 

transactions  (approximately  90%)  being  flagged  by this system as  potentially  fraudulent 

are in fact legitimate. It should be noted that although  fraud analysts based on their 

experience and evaluation of the  customer’s  history might  come to  the conclusion that the 

activity of the flagged account is legitimate bank policy requires them to call every 

individual cardholder for the verification of transactions [12]. The process of calling 

cardholders results in three major problems: 

1. Not all the suspicious transactions are necessarily fraudulent. This type of error is 

referred as false positive (FP) which means that the case was not fraud although it was 

flagged as being potentially fraudulent. The process of confirming every transaction 

that deviated from the cardholder’s usual behavior results in potential. 

2.  The costs associated with investigating a large number of false positives are very 

high.  
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3. Currently, a substantial amount of time is being spent on investigating a large number 

of legitimate cases (FPs). If the number of investigations on FPs could be lowered 

down, fraud analysts can spend more time on real fraud cases, preventing more losses 

to the industry. 

1.2 CONTRIBUTION OF THESIS 

As pointed out earlier, the verification of suspicious transactions with the cardholder is a 

major part of fraud investigation and cannot be eliminated. Therefore, any solution that 

refines the investigation selection process by reducing the number of unnecessary calls is 

welcomed by the FIs. Collaboration with one of the major INTERNATIONAL banks was 

established to examine the potential ways of enhancing the current system. Based on 

information obtained from this bank, for the current threshold, FDS flags close to 50,000 

accounts per month all across Canada. The main objective of this research is to improve the 

process of personal follow up on a large number of suspicious transactions. Moreover, the 

current FDS threshold can also be lowered and a number of fraudulent cases, being missed 

under this level, can be detected. As a result, the fraud is discovered earlier, and the overall 

losses may be reduced. 

1.3 THESIS ORGANIZATION 

The thesis organization fall into seven chapters, in Chapter 2 gives an overview of the history 

of credit cards, the transaction and authorization processing operation of the FIs and the ways 

that this convenient method of payment has been endangered by criminals. It proceeds to 

explore the types of fraud and concludes with statistics and some facts regarding credit card 

fraud occurrences in Canada. In Chapter 3 introduces the existing fraud solution approaches 

and gives a brief introduction to the existing Fraud Detection Systems (FDS). It touches on 

neural network technology, its advantages and disadvantages and briefly describes its 

application to credit card fraud detection. It further elaborates on fraud investigation 

processes and the associated issues. In Chapter 4 display the notion of classification and the 

principal strands of research in this area. It gives an overview of learning systems, their 

requirements, and describes learning decision trees and their applications. In Chapter 5 

provides a detailed explanation on how data was acquired, and the steps required for 

processing the data to make it ready for the analysis. It introduces the learning software and 

touches on its capabilities. It further elaborates on the data set and class distribution designs 

for training and testing sets, and the variations of experiments performed. In Chapter 6 shows 
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the outcomes of the analyses an the effects of the training class distributions on the results. It 

proceeds to compare the performance of different classifiers with each other, and presents the 

efficient classifier based on the criteria defined. It also examines the evaluation prediction of 

two classifiers on the prediction of new cases. In Chapter 7 presents the conclusions of this 

research and offers suggestions for further study. 
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2. LITERATURE REVIEW 

2.1 CONVENIENT METHOD OF PAYMENT 

A credit card is a special product with the following characteristics [21|: It provides millions 

of people around  the  world with the  opportunity to purchase goods  and  services with  

access to credit  for  up to 51 days, depending on the posted date of the purchase, at no cost 

provided that the amount owing is paid back by the statement due date. Cardholders do not 

have to put up collateral against the amount they spend, therefore, it is unsecured. In North 

America, credit cards are widely used in purchasing goods and services. The main reasons for 

this popularity are: 

1. The existence of a widespread point of sale (POS) network. 

2. Reducing the risk of carrying cash and the advantage of several weeks of free credit 

plus optional services and benefits such as Air Miles, free insurance plans, and a 

number of other rewards. 

3. Security of funds, that is, in case of card loss or theft, the cardholder’s liability at the 

most is $50 provided that the cardholder reports a lost or stolen card in a timely 

manner. 

The credit card system facilitates commercial transactions and provides profits for the 

Participating parties. The source of income for card issuers (CIs) may come from: (1) 

Merchant user fees, (2) cardholder user fees, and (3) interest charged on unpaid balances. In 

purchasing goods and services the buyer pays for a purchase by using a line of credit from the 

credit card issuer (Cl). The Cl pays the seller for the purchase, and the buyer then pays 

the balance on the credit card back to the Cl. Since the claim presented in payment is 

considered a liability of the credit card.issuer, this type of transaction transfers much of the 

Risk of insufficient funds in the transaction from the seller to the credit card issuer. order to 

make up for these losses, CIs determine annual fees and interest rates based on the 

Unrecoverable amount of money incurred by these losses. It is worthwhile to point out that 

Most of the CIs are FIs even though there are many which are not. In this work, we use FI 

Owned credit card operation as our “laboratory”. 
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2.2 CREDIT CARDS TRANSACTION PROCESS 

The following information on the credit card transaction processes was collected through 

personal meetings with the staff of the sponsoring financial institution and review of a Master 

thesis on this subject. 

2.2.1 Parties Involved in a Transaction 

Four parties are involved in processing a credit card  transaction: (I) the cardholder, (2) the 

merchant, (3) the  Financial  Institution (FI), and (4) the VISA center. 

1. The card holder uses the card for a purchase and provided that the statement amount 

is paid back by the due date, interest charges will not occur. 

2. The merchant by accepting the card for payment, has the advantage of security of 

payment by the FIs. 

3. The FIs issue the cards, settle other FI’s cardholder and merchant transactions with 

VISA, process the  incoming  transactions  and provide  the cardholders with monthly 

statements. 

Normally for every transaction, one or two FIs are involved: the cardholder’s and the 

merchants. The cardholders of one FI might go to the merchants of the same FI or another FI. 

Therefore, depending on the situation, the FI could assume two roles, being an agent for both 

the cardholder and the merchant or being an agent for either one of them. Hence, the 

transaction processing system must be able to separate the incoming transactions of a 

particular FI from the other FIs and route each transaction to the appropriate place for 

authorization and record keeping. 

2.2.2 Overview of Transaction Processing Flow 

In purchasing goods or services through credit cards, in on-line processing systems, the 

authorization is the essential element of the transaction processing system. The authorization 

process is the first level of protection against fraudulent activities and it also maintains 

control over the cardholder’s credit limit. It should be noted that the authorization is kept as a 

temporary file for up to five days and when the transaction is recorded in the cardholder file, 

the cardholder account balance is updated. In addition to online authorizations, there are 

merchants who have floor limits. If the amount of the transaction is below that limit, the 

authorization does not need to go through the FI’s system, and the merchant has the right to 

authorize the transaction locally. In fact, due to a widespread POS network in North America 
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many merchants have ’zero’ floor limit and almost every transaction has to be authorized on-

line by the related FI. The authorization process begins when a cardholder uses his/her card 

for a transaction. The POS machine reads the magnetic stripe embossed on the back of the 

card which encodes the card holder’s name, account number, credit limit, and the expiry date. 

The authorization is completed when the transaction is approved, and the cardholder signs the 

transaction slip. The next step is the submission of transaction slips to the FI which either is 

done electronically or manually. In electronic transfer, the POS machine keeps track of all the 

authorizations and sends them electronically to the FI. In this case the merchants do not need 

to submit the transaction slips. The manual option is when the merchant sends the actual slips 

to the FI and the FI’s operators will enter the records manually into the system. In both cases 

after the submission of transactions, the FI credits the merchant’s account by that amount. To 

handle a large number of cardholders’ monthly statements, FIs have set up several billing 

cycles during the month. A certain number of cardholders are associated with each of these 

cycles and the date for each billing cycle is different from the other cycles. At the end of each 

cycle a new statement is processed and mailed to the cardholder of that cycle along with a 

due date for payment. The statement contains information on the transactions such as the 

date, the reference number, the description, and the amount. Other information such as the 

previous and the new balance, the minimum payment, and the available credit is also 

included. The cardholder is required to pay the total or part of the balance. If the balance is 

paid back in full there are no interest charges. If the cardholder’s payment is less than the 

minimum amount, the credit rating of the cardholder could be affected and the cardholder 

may be considered delinquent. Another type of transaction possible by credit cards, is 

obtaining cash advances. In this type of transaction, the interest is charged from the day when 

the money is withdrawn even though the balance is paid back in full on the statement due 

date. For handling a huge number of daily transactions, FIs and VISA have implemented a 

real time, non-stop system of computer hardware and software. This system includes the 

communications network among the FIs and the VISA network as well as handles the data 

processing and the record keeping tasks. Figure 2-1 depicts an overview of the VISA 

transaction processing system. The main components of the system are described below. 

2.2.2.1 The card 

A credit card is a standard plastic card with a magnetic stripe on its back which is read by a 

POS machine at the point of purchase. The front side of the card has the cardholder’s name, 

account number, the expiry date and a hologram. Very   often   the   credit   limit   on   gold 
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and platinum   cards   is   much   higher   than the classic types but these cards have annual 

fees as well. Services and rewards, such as insurance coverage for car rental, are mostly 

associated with these types of cards. 

2.2.2.2 The swipe machine 

POS terminals or swipe machines are very common in North America and are used for online 

authorization. After swiping the card through the machine and entering the amount of 

purchase on the keypad, the POS terminal reads the card’s magnetic stripe information and 

places a call to the merchant FI’s computer. This information, along with the merchant 

number, is transmitted via a modem, to the on-line authorization system. This service is 

typically processed by non-stop Tandem computers. 

 

Figure 2.1: Overview of VISA Processing Transaction System. 

2.2.2.3 The tandem 

The Tandem is a non-stop computer used to process all the incoming electronic transactions 

regardless of the merchant’s institution and country. Every FI has its own Tandem which is 

connected to the VISA network. The functionality of the Tandem is summarized below: 

1. Keeping a record of all incoming transactions for further referral in case of any 

system malfunction. The incoming transactions are categorized as follows: 

A. transaction by the merchant and the cardholder from the same FI. 

B. transaction by the FI’s merchant with a cardholder from another FIs. These 

transactions will be routed to VISA network and from there they will be sent to the 

cardholder FI’s Tandem. 
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C. transaction by the FI’s cardholder with another FI merchant. These transactions are 

sent to the VISA network and from there they are routed to the cardholder’s FI 

Tandem for authorization. 

2. There are occasions when the FI’s mainframe is not able to do the authorization 

Processing due to: (I) a system breakdown, (2) when the FI’s computer system is 

down for different reasons (e.g., maintenance). In these circumstances, the Tandem 

does ’stand-in’ authorization processing, that is, it authorizes a transaction on behalf 

of the Mainframe. This process is described below: 

The Tandem authorizes the transactions based on a ‘negative file’ and an assigned floor limit. 

Negative file includes all the card numbers that have been considered fraudulent 

internationally. This list is provided by Visa international and is updated quite frequently with 

the occurrence of new fraud cases. Before any authorization, the Tandem checks that the card 

number is not on that list. The Tandem does not have cardholder’s account information and, 

therefore, it cannot do any credit limit checking for the cardholder’s account but there is a set 

credit limit for the incoming transactions that the Tandem will check and will not exceed. 

When the cardholder FI’s mainframe becomes available again, the Tandem will send the 

approved authorized transactions to the mainframe either in real time or as a batch file, 

depending on the circumstances. 

2.2.2.4 The mainframe 

The Tandem sorts the incoming transactions and transmits only those transactions which are 

from the FI’s cardholders or merchants to the FI’s mainframe computer for authorization. The 

mainframe, as the main component of the system, processes all the incoming authorization 

requests. For authorization the mainframe performs a series of checks to ensure that the 

customer is eligible for making purchases. Some of these checks are listed here [8]: 

A. Card Expiry Date: If the card is expired the authorization is not allowed and the 

transaction is declined. 

B. Excessive Authorizations: Under the normal situations a client will not exceed a 

certain number of will either be declined (D) or referred (R) (i.e., referring the case to 

the FI staff) transactions in a 24-hour period. This check limits the number of 

authorizations that a customer can do during that period. If an account goes over the 

allowed number for the day, the authorization.  
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C. Blocked: Block codes are used to put conditions on accounts. An account is checked 

for being fraudulent, delinquent or blocked. If any of these checks are positive, the 

authorization will  

D. Credit Limit Check: This check verifies that the cardholder has not exceeded his/her 

credit limit. If the sum of the current transaction amount and the current balance is 

under the credit limit, the authorization will be approved, otherwise it will be 

declined. 

In the checking process, if one of the required checks for the transaction fails, the 

authorization is declined, and this refusal will be sent to the Tandem and from there it will be 

sent back to the merchant. When the transaction passes all the required checks, the approved 

authorization goes back to the Tandem and from there, is sent back to the merchant. To make 

all these activities happen, FIs have implemented several sophisticated software packages. 

The databases required to track the aforementioned activities are as follows: 

1. Merchant File: Information on the FI’s merchant are included in this database. 

2. Cardholder File: Information on the FI’s cardholder account such as name, address, 

account number, current balance, credit limit, expiry date, and so on are contained in 

this file. 

3. Authorization Log: All the authorized transactions done by the FI for its own 

cardholders are included in this file. 

4. Posted TX file: This file keeps a record of all the transactions that have been received 

from the Tandem but have not yet been posted to the cardholders’ monthly statement. 

5. Statement File: At the end of the cardholder’s cycle, the accumulated transactions in 

the posted TX file will be sent to this file and the monthly statement for the 

cardholder is printed out of this file. 

When an authorization is approved the account’s available credit and amount/number of 

authorizations are updated and the mainframe sends this information to the authorization log 

database and the posted TX file. At the end of each cycle date, all the posted transactions of 

each account from the posted TX file will be sent to the statement file processor. This is used 

in printing out the monthly statements of the cardholders. When the cardholder pays the total 

or the minimum due amount, the cardholder’s file is updated by this payment and the current 

balance is adjusted. To save computer disk space, the statement file keeps a record of the last 

three statements and by the production of a new statement the oldest statement is archived.2.3 

Credit Card Fraud 
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Plastic card-based payment systems are booming and being used more extensively by 

organizations and individuals. Obviously, industries with this pace of growth are vulnerable 

to   attacks by fraudsters. In one survey [26] conducted in the United State (U.S.) in 1993, a 

group of 14 credit card fraudsters admitted to employing over 100 different ways of using 

credit cards to obtain funds illegally. 

2.3.1 Fraud Schemes 

Unauthorized use of credit cards for acquiring goods or services is fraud. Visa and 

MasterCard constitute about 65 percent of all outstanding revolving credit worldwide and the 

substantial number of fraud occurrences is centered on one or both of these cards [25]. Most 

credit card fraud schemes fall into the following categories [CBA99b]: 

1. Lost /Stolen 

2. Never Received Issued (NRI) (Mail theft) 

3. Counterfeit 

4. Telemarketing and mail-order 

5. Fraudulent applications 

2.3.1.1 Lost and stolen 

Lost and stolen cards account for the majority of fraud cases. Fifty five percent of Visa and 

forty nine percent of MasterCard losses are based on lost/stolen cards.The average 

loss.incurred.by.this.kind.of.fraud.is.$700.[2].When.acard.is.lost.or.stolen.the.opportunity.for.

fraud starts. Workplaces glove compartments of cars and sporting facilities are the main 

sources of stolen cards. Very often these losses are caused by a relative or friend’s 

unauthorized use of the card without the cardholder’s knowledge [16]. Sometimes 

cardholders might sell their card to criminals, then report the card as lost or stolen or they 

might do shopping and then repudiate the event and report the card as lost or stolen. 

2.3.1.2 Never received issued (NRI) 

An average of 439,000 new, renewal and replacement cards are mailed every day. Never-

received cards are cards being stolen from the mail, either internally or externally, while in 

transit from the card issuer to the legitimate customer. The card may be used and then be sold 

on the black market [ANON98a|. The average losses for this type of fraud are significant 

because the cardholder is not aware of the theft and by the time the fraud is detected, a 
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substantial amount of purchases has been made. Very often, only when the cardholder 

receives her/his monthly statement, does s/he realize that the card has been stolen in the mail. 

Visa’s never-received card losses leapt 68 percent in 1997. The average losses from a never-

received cards are about $1,500, double that of a lost or stolen card [ANON98a|. One of the 

new ways to prevent this type of fraud is to send the card to the cardholder as a worthless 

piece of plastic (electronically blocked). On the receipt of the card, the customers have to call 

the bank to activate their card. 

2.3.1.3 Counterfeit 

The fastest growing type of bank card fraud is the illegal counterfeiting of credit cards mainly 

Visa and MasterCard. By employing new technologies criminals are able to produce exact 

replicas of existing cards. The average reported losses due to this type of fraud are higher 

than any other fraud category estimated.at.about.$4,500.[2]. 

2.3.1.4 Telemarketing and mail-order fraud 

There are occasions when a fraudulent merchant or telemarketer calls to sell a non-existent 

product over the phone and by acquiring the cardholder’s card number processes a 

fraudulent charge against the   account. It should be noted that this type of fraud, due to 

customer awareness is on the decline. 

2.3.1.5 Fraudulent applications 

In this kind of fraud, fraudsters provide FIs with false information and identities to acquire a 

credit card illegally. Unlike stolen cards these cards are not signed and it takes longer time 

before the fraud is detected. This kind of fraud, due to the awareness of the FIs, is on the 

decline 

2.3.2 New Technologies and Card Counterfeiting 

Card counterfeiting, in terms of frequency and severity, is on the rise. The basic principle 

underlying this kind of fraud, is an account number which could be obtained from different 

sources such as legitimate records made in hotels, restaurants, retailers, discarded drafts or 

computer software. In order to issue credit cards, financial institutions generate a series of 

numbers. From these numbers, a certain number (e.g., 500 of them) may be selected by a 

process known as skipping and being used for issuing credit cards. To defraud the FIs, 
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fraudsters may use an account generating software such as Creditmaster and Credit Wizard to 

determine the skipping code and reveal the valid credit card account numbers. Fraudsters may 

also use another type of software called Sniffers to find credit card numbers that individuals 

are sending online. This software searches the networks for 16 digit numbers, records them 

and sends them to the fraudster [2]. 

One of the latest methods of counterfeiting credit cards is ‘skimming’ or ‘bit copying’. This is 

a process by which the magnetic stripe encoding from one card is copied to the stripe of 

another card. This method is one of the common methods of counterfeiting credit cards and is 

drastically on the rise in Canada. Public places such as particular restaurants and gas stations 

are major sources of these fraudulent activities [12]. The acquired number will then be 

embossed or encoded on a piece of plastic designed for this purpose. Whenever the number is 

embossed on an ordinary (blank) plastic card, it is called a white plastic fraud. When the 

number is embossed and/or encoded on an expired or stolen credit card (from which the 

original data have been removed) the result is an ‘altered’ or ‘falsified’ credit card.  In the 

case of card alteration magnetic stripes are altered or manufactured using equipment that can 

be purchased at electronic stores. When the number is affixed onto a totally counterfeit credit 

card it is called a ‘pure counterfeit’ card [18]. Figure 2.2 depicts the card counterfeiting 

process schematically. 

2.3.3 The Counterfeiting Process 

To understand the complexity and the nature of card counterfeiting, it is important to 

introduce the methodology used by counterfeiters in their operations. With improvements in 

technology, Counterfeiting a credit card is often done by using desktop computer systems. 

 

Figure 2.2: Fraudulent Transactions Using Counterfeit Cards [MAT197]. 
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With peripherals including embossers, laminators, and tipping foil in order to produce a more 

realistic looking card complete with a hologram and fully encoded magnetic strip. Often the 

examination of the hologram is the key to the identification of a counterfeit card. On the 

legitimate cards, the hologram is embedded in the plastic at the time of manufacturing 

whereas counterfeit credit cards commonly contain a hologram affixed to the top of the card 

rather than embedded in the card. Thus, it can be seen or felt to rise slightly above the card 

face upon close examination [25]. The magnetic stripes and holograms used to counterfeit 

bank cards have a distinct sub- market within the criminal communities. Smugglers bring 

holograms into the U.S. and Canada regularly. During April 1994, the Canadian Combined 

Forces Special Enforcement Unit arrested members of a group that produced approximately 

300,000 counterfeit holograms of which 250,000 had already been distributed. Based on the 

reported figures and an estimated loss of $3,000 per card, Visa and MasterCard anticipated 

losses of $750 million incurred by this organized activity [25]. The card counterfeiting in 

Canada is mainly an organized crime activity. This criminal activity started in Vancouver 

where fraudsters imported the technology of pure counterfeit credit cards from abroad and 

then it spread to East frontiers, mainly Toronto [MATI971. In mid-December 1998, police 

discovered a factory in the Toronto area that could produce cards from any financial 

institution including foreign ones. Police arrested a group of criminals who were charged 

with the production of counterfeit credit cards and Canadian cash. The associated charges for 

this criminal activity was so high (307 credit card related charges) that police announced this 

operation as the largest one, ever happened in Canada. One of the major concerns is that this 

information can also be sold to overseas groups who then can produce more counterfeit cards, 

hi addition to the losses imposed on the industry, the money obtained can also be used to buy 

more sophisticated equipment in order to produce more counterfeit cards and to expand. 

criminal activities worldwide. [LEMA98]. 

2.4 CREDIT CARDS IN CANADA 

There are over 600 institutions in Canada that issue VISA or MasterCard. Among these CIs, 

the number of major institutions that issue VISA or MasterCard are 18; ten banks, one trust 

company, three credit unions, and four other financial institutions. The other CIs are affiliated 

issuers, such as the Bay, General Motors, University of Toronto, Petro-Canada, Eaton’s, 

Canadian Tire, and so on. The number of credit cards issued by Financial institutions (FIs), 

all across the country, is approximately 35.3 million [CBA99a|. Figure 2.3 and Table 2.1 
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illustrate general statistics on Visa & MasterCard cards in Canada, respectively. Figure 2.4 

was plotted based on statistics obtained from Canadian Bankers Association (CBA) web site. 

 

 

  

 

 

Figure 2.3: Credit Cards in Circulation in Canada [CBA99c]. 

 

 

 

Table 2.1: General Statistics on Credit Cards in Canada [CBA99a]. 

 

 

2.4.1 Interest Rate Base 

The number of outlets that accept VISA and/or MasterCard in Canada is approximately 

620,000. Based on information obtained from CBA web site, average credit card interest rates 
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for standard cards, issued by Canada’s six largest banks, have dropped by 3.4 percent since 

their peak in October 1990. Many banks now issue special low rate cards designed to benefit 

cardholders who usually do not pay off their balances every month. Compared to other credit 

cards types, low rate cards have significantly lower interest rates but slightly higher annual 

fees. On average, the interest on low rate card is more than six percent lower than the 

standard card rates. A number of factors such as cost of funds, losses due to fraud, level of 

fees and the volume of outstanding balances determine the base for interest rates. These 

factors are pointed out below [CBA99a]: 

- Total losses due to credit card fraud was estimated at $147 million in 1998. 

- As bankruptcies have become more acceptable, it has become more frequent, leading 

to increased losses in the credit card area. 

- As the result of market pressures, the annual fees on standard credit cards have been 

eliminated. 

- A higher percentage of Canadian cardholders pay off their balances in full or they 

have been carrying lower balances resulting in less interest income for the CIs from 

these sources. 

 

Table 2.2: provides information on the interest rates in Canada. 

 

2.4.2 Statistics on Credit Card Fraud 

Based on statistics reported by the CBA, credit card fraud occurrences rose sharply in fiscal 

1998 (141,274) compared to 1997 (113,264). Based on the information obtained from this 

report, 34 percent of all credit card fraud occurrences and SO percent of the SI47 million 

written off in 1998 was due to counterfeit card fraud. This report also indicates that 

approximately SO percent of Canadian credit cards which were used fraudulently, were used 

outside of Canada. Figures 2.3 and 2.4 are plotted based on the statistics obtained from the 

CBA web site [CBA99b|. Figure 2.5 shows the number of cards used fraudulently in Canada. 

Figure 2.6 illustrates the statistics on different types of fraud in Canada. 
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Figure 2.4: Cards reported fraudulently used in Canada [CBA99b]. 

 

Figure 2.5: Statistics on different types of fraud in Canada [CBA99b]. 

2.5 SUMMARY 

This Chapter presents an overview of the history of credit cards, the transaction and 

authorization processing operation of the FIs and the ways this convenient method of 

payment has been endangered by criminals. It proceeds to explore the types of fraud and 

concludes with statistics and some facts regarding credit card fraud occurrences in Canada. 
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3. FRAUD SOLUTION APPROACHES 

3.1 MOTIVATION 

FIs employ various technologies to detect and prevent credit card fraud. One of these, is 

special security numbers embedded in the magnetic stripe. The Card Verification Value 

(CW), Card Verification Code (CVC), and Card Identification (CID) are the security numbers 

being used by VISA, MasterCard, and American Express, respectively. This number, along 

with the account number and expiration date, forms an algorithm during the authorization 

process. If any part of this algorithm is missing or incorrect, the authorization at the point of 

sale (POS) will be declined [CBA98b]. For this reason, fraudsters not only need to have a 

valid account number but also need to know the mathematical formula used to create the code 

and the method of its encryption to be able to produce a counterfeit card. However, there are 

many situations where preventive techniques (e.g., holograms, validation codes such as CW) 

are not effective. For instance, in placing a telephone-order transaction or using the card over 

the Internet, these security features cannot be checked. 

3.2 SMART CARDS 

To address the problem, credit card manufacturers plan to employ a series of security 

features, most of which are designed to enhance customer identification and authorization 

requirements. Due to the shortcomings of holograms as a fraud preventive, the next 

generation of credit cards, called smart cards, has computer chips instead of holograms. Each 

card contains a microprocessor memory chip as well as data encoded on the magnetic stripe. 

For an authorization the cardholder is required to enter the personal identification number 

(PIN) encoded on the microchip. The industry foresees a time when bank customers will be 

able to use a single card to administer all their financial needs [ANON94b). Since the late 

1980s, French banks with about 25 million smart cards in circulation, about half of the 

world’s total of smart cards, have already made use of this technology and based on the 

reports their fraud volume has been cut drastically [13]. 

3.2.1 Implementation Issues in North America 

Although the idea of smart cards seems very appealing, getting from the idea to practice in 

the North American market is another matter. Smart cards have become common in France 

and some other European and Asian markets due to the lack of a widespread communication 
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networks and the relatively costly telephone lines. Although by shifting to smart cards, the card 

issuing institutions could save more than a billion dollars per year, however, this conversion 

would be very costly. The main reasons are [13]: 

1. Thanks to the fairly cheap telecommunication systems in North America, more than 

90% of card transactions are authorized on-line. In the case of this implementation, 

POS terminals would need to be replaced or retrofitted for the current card use. 

2. New cards have to be manufactured and distributed. The cost associated with issuing 

a smart card is up to six times higher than magnetic stripe cards. The cost is 

determined by the number of chips being mounted on the card. 

3. An agreement, on a new system of fees, has to be established between the card issuers 

and their card organizations. 

In the long term, however, smart cards will lead to significant cost savings. Although 

advancements in security technology are encouraging, smart cards are unlikely to become 

widespread until after the year 2000. In 1994, the cost of the infrastructure required to issue 

smart card worldwide was estimated at 7.4 billion dollars. Neither Visa nor MasterCard have 

yet been able.to justify these costs [1]. 

3.3 FRAUD DETECTION SYSTEMS 

Along with the rise of credit card fraud, FIs are employing various methodologies and 

strategies to detect and prevent fraud. The main technologies used are pointed out in the 

following Sections. 

3.3.1 Rule-Based Systems 

Rule-based systems are computer programs, in the category of expert systems, consisting of a 

set of “If A then B” rules (where A is an assertion and B can be either an action or another 

assertion) designed to monitor transactions and flag unusual behavior such as high valued 

purchases or rapidly reaching the cardholder’s credit limit. The result is a list of suspicious 

transactions which will be handed in to fraud analysts for investigation. 

3.3.2 In House Detection Software 

There are occasions where the FIs devise their own systems based on their account histories 

and typical transactions. An example is the system used by American Express. It should be 
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noted that due to proprietary issues, there is not much information available on in house 

detection system; otherwise, it would be interesting to compare these systems to Visa system. 

3.3.3 Neural Networks 

Neural Networks (NNs) are a subdivision of Artificial Intelligence (AI) designed to address 

classification and pattern recognition problems. The term ‘neural’ is somewhat misleading. 

Also, the technology was inspired by the way neurons in the brain interact with each other, in 

reality there is no thinking in a neural network. Klimasauskas, Director of Financial Services 

at Neural Ware, a Pittsburgh based neural network vendor, has commented on this fact: "The 

important thing to realize is that neural networks, as a technology, have nothing to do with 

the brain. It is called neural because many of the techniques were first introduced by people 

who were studying the human brain but it is really a set of mathematical techniques for 

clustering information and finding curves for the data.” [21]. 

3.3.3.1 The advantages of neural networks 

Neural networks are able to capture associations or discover regularities within a set of 

variables. The application domain of NNs very much depends on the nature of the problem 

being modeled, but these systems are specifically suitable for domains where the 

relationships are dynamic and non-linear. In general, NNs are designed to address the 

following situations [21]: 

• The number of variables or the volume of data is very diverse. 

• The relationship among variables is inherently complex and cannot easily be 

identified. 

• There is a need for modeling diverse behavior by finding patterns among 

cases. 

3.3.3.2 The disadvantages of neural networks 

While NNs have been used successfully for classification, they do suffer from the fact that 

the network is viewed as a black box and there is no explanation of the result. Due to the fact 

that the result is a completed network with layers and nodes linked together with non-linear 

functions whose relationship cannot easily be described, neural networks are generally 

difficult to understand. Moreover, they suffer from long learning times which become worse 

as the volume of data grows. Another major weakness of NNs is the lack of diagnostic help. 
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If something goes wrong, it is difficult to pinpoint the problem from the mass of interrelated 

nodes and links in the network.  These problems along with their inability to interpret the 

output are major disadvantages of these systems [19] [29]. 

3.3.3.3 Neural networks and fis 

In the past few years, NNs have received extensive attention and exploration from the FIs. 

The reason for this attention is the dynamic and evolving nature of the fraud detection 

application. Overall, neural networks have shown effective results in areas such as fraud 

detection by looking at massive quantities of data which have a number of independent 

variables. These systems have been trained to find patterns and correlation among the 

incoming transactions. 

3.3.3.4 Fds and credit card fraud 

As discussed, FIs make extensive use of NN based software to spot and flag transactions 

inconsistent with the cardholder’s usual behavior. The focus of attention in this research is 

FDS, a NN base software being used by 40 of the top 50 [22] large credit card issuers 

worldwide including our collaborating FI. Historically, the first version of this software 

entered the market in 1992 [27]. FDS is a real-time customized software designed to 

determine the likelihood of card fraud. By using legitimate and fraudulent transactions, FDS 

has built an individual behavior profile for each account. To the knowledge of the author, 

there is no documentation on the software, due to the proprietary and business concerns of the 

software provider. Therefore, it is not clear how this profile is established but the conjecture 

is that the account profile file includes the type of merchant at which the cardholder typically 

shops, the time of the day that the cardholder normally makes purchases, the geographic 

locations along with many more characteristics that only software developers are aware of. 

FDS inspects and evaluates the incoming transactions to see if they fit into the customer’s 

established profile. Any deviation from the usual cardholder’s behavior is monitored and 

scored by this system. Based on the changes that FDS detects in the customer’s pattern of 

behavior, it assigns scores between I and 1000 to each transaction. The higher the score, the 

higher the likelihood of fraud. Bank authorities set a threshold value and all transactions 

scored above this threshold are considered suspicious so that when these scores hit the set 

threshold, a case is created and is flagged for further investigation. Inherently FDS makes no 

assumption about the suspicious transactions and transmits the flagged accounts, in real time, 

to the FI’s fraud department for further follow up and investigation [12]. 
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3.4 FRAUD INVESTIGATION PROCESS 

To prevent more losses due to credit card fraud, FIs have set up groups or departments 

responsible for following up on the potentially suspicious transactions identified by the FDS. 

The flagged accounts with their associated transactions are presented on the fraud analyst 

computer screen in real time. Fraud analysts examine the flagged transactions with the 

client’s history and from their experience determine the potential risk associated with these 

transactions. This judgement is based on different criteria such as the type of the merchandise 

(e.g., jewelry, high price electronic items), the unusual number of transactions or large 

amount of charges in a given day, the credit limit variations. Based on bank policy, whether a 

transaction is considered to be legitimate or fraudulent, the fraud analyst has to call the 

cardholder for transaction verification. In general, in a fraud investigation process, the 

following possibilities might occur: 

• The cardholder can be reached- The cardholder confirms the transaction, referred 

to as ‘false positive’. Approximately 90 percent of flagged cases by FDS are false 

positives. The cardholder denies the transaction which results in two possibilities:  

1- The card is lost, stolen or counterfeit, 

2- The cardholder has made the purchase but repudiates the event by reporting 

the card as lost or stolen. In both cases the fraud analyst will block the 

account. 

• The cardholder cannot be reached- The investigator will leave the customer a 

message to call the bank back as soon as possible, s/he may block the account 

temporarily and makes a note on the system for further follow up.- The analyst is 

not able to find the cardholder due to wrong address or telephone number. This 

case has the high potential of fraud; therefore, the account will be blocked. This 

procedure will be repeated for all flagged accounts. 

3.5 FRAUD DETECTION DILEMMA 

Credit card fraud detection is a pattern recognition problem. Every cardholder has a shopping 

behavior which establishes a profile for her/him. As the result of personal needs or seasonal 

reasons, patterns of behavior change over time so that s/he may develop new patterns of 

behavior, which are not known as yet by the Fraud Detection System (FDS). Very often an 

‘unusual* transaction is legitimate. It is notable that the terms legitimate and non-fraud are 

equivalent and throughout this thesis are used interchangeably. Currently, FDS identifies 
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many legitimate accounts as fraudulent resulting in a large number of false positives (FPs). 

As every cardholder has a huge number of possibilities for developing new patterns of 

behavior, the types of transactions are widely variable. Hence, it is almost impossible to 

identify consistent and stable patterns for all the transactions. In fact, there are so many 

variations of behavior for each individual that are exponential in combination and the 

complexity of enumerating all combinations of cases are enormous. This ever- changing 

pattern of behavior along with the combination of legitimate and fraudulent cases has left the 

FIs with a large number of FPs (approximately 90% of flagged accounts) that has to be 

investigated. The motivation of this research is to address these challenges. In brief, the task 

is to postprocess the FDS output and to identify the legitimate transactions (True Negatives, 

TN) from the stream of flagged transactions. This identification is a classification task, that 

is, the system we develop has to be able to extract the True Negatives (TNs) from the pool of 

data while not missing fraudulent transactions. If this goal could be achieved then the bank 

staff may not need to call these legitimate customers for transaction verification. Pattern 

recognition for these occurrences is inherently complex and one has to understand the 

underlying system as much as possible and use this knowledge in the design of the required 

system. Investigation of some of the AI methodologies and their application revealed that 

learning is the appropriate approach for addressing this type of classification problems. In 

fact, learning is very much appropriate for cases where patterns of behavior in real world 

problems are complex and there is little or no knowledge of the semantics of the application 

domain. A further survey on some of the learning methodologies and their application led to 

learning decision trees methodology for this research topic. 

3.6 SUMMARY 

This Chapter introduces the existing fraud solution approaches and gives a brief introduction 

to the existing Fraud Detection Systems (FDS). It touches on neural network technology, its 

advantages and disadvantages and briefly describes its application to credit card fraud 

detection. It further elaborates on the fraud investigation process and the associated. Issues.
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4. METHODOLOGY 

4.1 OVERVIEW OF LEARNING SYSTEMS 

A learning system is1a1computer1program1that1makes1decisions1based1on the accumulated 

information contained in the available known samples. A typical learning system is designed 

to work with some general model, such as a decision tree, a discriminant function, or a neural 

net. Different learning systems use a variety of techniques to extract the knowledge from the 

learning set. These techniques include many highly mathematical methods that can search 

systematically over large numbers of possibilities to find the closest fit to the data [30]. 

4.1.1 The Classification Model 

Tol1trainl1andl1evaluatel1al1learningl1system, l1thel1availablel1datal1shouldl1bel1dividedl1intol1threel1parts:  

l1 

1. Thel1trainingl1set. 

2. l1Thel1testingl1set. 

3. l1thel1casel1set. 

lThel1trainingl1setl1isl1usedl1tol1extractl1the l1maximuml 1amountl1ofl 1informationl 1froml1the l1samples.l1The 

ltestingl1setl1isl1usedl1tol1estimatel1thel1accuracyl1ofl1thel1trainedl1systeml1andl1isl1al1stagel1wherel1thel1trainedl 

1systeml1isl1validated.l1Thel1case lsetl1isl 1used l1tol1evaluatel1the l1predictionl1accuracyl1ofl1thel1classifierl1onl 

1futurel1cases. Althoughl1extensivel1computerl1processingl1isl1requiredl1byl1anyl1learningl1system, For1al1 

givenl1problem, atl1thel1veryl1leastl1s/he mustl1describe l1andl1definel1thel1relevant l1setl1 ofl 1observationsl1 

andl1objectives.l   1Alll1thel1 observationsl1 arel1symbolsl1thatl 1arel1being l1manipulatedl1 byl1the l1computer. 

Thus,whilel1thel1computerl1can carryloutl1differentl1formsl1ofl1analysis,l ofl1thel1 potentiall forl1 success 

liesl1withl1thel1analystl1whol selectl1thel1reall1worldl1datal1withl1thel1requiredl1accuracyl1[30]. 

4.1.2 Hypothesis Space in Supervised Learning 

Inl1supervisedl1learning,l1thel1trainingl1examplesl1ofl1thel1forml1{(a1,l1b1),.,(Am>l1Bk)lforl1somel1unknownl

1functionl1yl1=l1f(x).l1Thel1xi  l1typicallyl1representsl1discretel1orl1  real valued components such as color, 

l1height,l1 orl1agel1with l1 theirl1associatedl1values.l    Thel1yl1valuesl1typically represent al1discretel1set  ofl 

1classes {  l,...,l1k}.l Thel1   task  l1ofl1learningl1programl1is:l1givenl1al1setl1ofl1training examplesl1ofl1f, return 

l1l1a l1function l1thelm l1approximatesl.  Thisl1function l1isl1al1 hypothesisl1 aboutl 1the 1true   lfunction  l1Any 
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ll1preferencel1forl1onel1hypothesisl1overl  another,lbeyondl1morel1consistencywithl1thel1examplelis called    

.bias.Because usually there are alarge number of possible hypothesesAlsimplel1example consist 

shownl1inl1Figurel4.1l1isl1usedl1tol1clarifyl1thel1meaning of  hypothesisl1andl1biaslinl1thisl1context.l   l1shows    

,l1(x,l1y)lpoints    lrepresentsl1the trainingl1examples,l1wherel1yl=l1f(x).Theltaskl1ofl1the learningl algorithm 

1isl1to l1findl1a  function l1(x)l1thatl1fits l1thesel1pointsl 1asl1 closelyl1 asl1possible.  l1Asl1Figure 5.11 shows, the 

l1functionl1usedl1inl1(b)l1isl1al1piecewise1linearl1function,linl1(c)l1itl1isl  1al1more complicated  function  (e.g.,l1 

quadratic)l1andl1inl1(d)l1al1Leastl1Squarel1functionl1isl   usedl1tol1fitl1   tol1thel1datal1points.Asl1discussedl above 

thel1truel1fl1  isl1unknownl1andl1different  l1functionsl1ofl1  h.  try to   approximate f byfinding a function 

that is a good fit to theavailable data samples.  Any preference of (b) over (c), (d) or any other 

possibility is considered a bias. 

 

Figure 4.1: illustration of Several Hypothesis in Learning Algorithm [RUSS95]. 
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4.2 PERSPECTIVES ON CLASSIFICATION 

Historicallylthelstrands1ofl1researchl1onl1classificationl1canl1bel1representedl1inl1threel1mainl1and distinct 

categories:l1(1)l1statistical,l1(2)l1neurall1networksl1(NNs),l1andl1(3)l1machinel1learningl1(ML).lAsl1explain

lbefore,l1thel1goall1ofl1classification  l1isl1tol1derivel1rulesl1orl1proceduresl  1thatl1wouldl1bel1ablel1 [19]: 

• Tol1equal,l1ifl1notl1exceed,l1al1humanl1decisionl1maker’sl1behavior,  l1butl1havel1thel1 advantage of 

l1l1consistency. 

• To1handle1a1wide1variety1of1problems1and1given1enough1data, 1could1be1generalized. 

For1thisl1purposel1therelarel1differenl1algorithmsl1thatl1searchl1al1hypothesisl1spacel1definedl1byl1somelun

derlyingl1representationl(e.g.,    linear function,l1neurall1networks, l1logicall1descriptions, orldecisionl1l1 

l1tree)Forl1eachl1ofl1these1hypotheses1lrepresentations,thel1corresponding1learning.algorithml1takesl1a

dvantagel1ofl1al1differentl1underlyingl   structure to organizel1thel1searchl1through.thel.hypothesisl1space 

.Statisticall1methodsl1arel1consideredl1parametric,l1whereasl1NNl1andl1MLl1methodsl1arel1categorizedl1asl

1nonparametric.l1Parametricl1methodsl1assumel1al1certainl1forml1ofl1thel1underlyingl1model,l1suchl1asl1al1n

ormall1(bellshapd)l1curvel1forl1the l1classifier.Nonl1parametric1methods1make l  1no assumption  about1 

l1thel1functionall1formlofl1thel1underlyingl1model.l1Thesel1methodsl1employl1thel1powerl1ofl1computersl1tol1

searchl1andl1iteratel1untill1theyl1findl1al1goodl1fitl1tol1thel1samplel1datal1[19]. 

4.2.1 Neural Networks 

Neurall1networks l1consist  l1ofl1  layersl1 ofl1 interconnected l1nodes,l 1 eachl1 node  l 1producingl1al1non  

linearl1functionl1ofl1itsl1input.l1Thel1inputl1tol1al1nodel1mayl1comel1froml1otherl1nodesl1orl1directlyl1fromlthel1i

nputl1dataSomel1nodesl1arel1alsol1identifiedl1withl1thel1outputl1ofl1thel1network.l1Thel1completel1network,t

herefore,representsl1al1veryl1complexl1setl1ofl1interdependencies,whichl1maylincorporatdifferentl1deg

reesl1ofl1nonlinearity,l1allowingl1veryl1generall1functionsl1tol1bel1modeledl1[13]. 

4.2.2 Machine Learning 

Machinel1learningl1isl1inherentlyl1all1field.Itl1drawsl1onlresultslfromlartificiall1intelligencel1(AI),l1probab

ilityl1andl1statistics,l1computationall1complexityl1theory,l1controll1theory,l1informationl1theory,l1philos

ophy,l1psychology,l1obtainedl1froml1al1trainingl1setl1ofl1preclassifiedl1cases,l1arel1usedl1tolpredictl1thel1clas

sesl1ofl1newl1casesl1[19]. 
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Machinel1learningl1methodsl1havel1beenl1appliedl1tol1al1varietyl1ofl1largel1databasesl1tol1leaml1generall1reg

ularitiesl1implicitl1inl1thel1data.l1Forl1instance,l1decisionl1treel1learningl1algorithmsl1havel1beenl1usedl1by1N

ASAl1tol1leaml1howl1tol1classifyl1celestiall1objectsl1froml1thel1secondl1Palomarl1Observatoryl1Skyl1Survey

.l1Thisl1systeml1isl1nowl1beingl1usedl1tol1automaticallyl1classifyl1alll1objectsl1inl1thel1Skyl1Survey,l1whichl1co

nsistl1ofl1therel1terabytesl1ofl1imagel1datal1[20]. 

4.3 LEARNING DECISION TREES 

Decision1trees,al1machinel1learningl1method,arel1perhaps1the1oldest,andl1onel1ofl1thel1mostl1popularl1wa

yl1tol1representl1thel1outcomel1ofl1classificationl1learningl1procedure.l1Itl1isl1al1methodl1forl1approximatingl

1discrete-valuedl1targetl1functions,l1inl1whichl1thel1learnedl1functionl1isl1representedl1byla   decisionl1tree 

l1[11].Decisionl1treesl1arel1capablelofl1representingl1thel1mostlcomplexl1problemsl1givenl1sufficientl1data

,l1        andl1theyl1arel1onel1ofl1thel1mostl1highlyl1developedltechniqueslforl1partitioningl1samplesl1intol1al1setl1ofl1 

decisionl1rules.l1Learnedl1treesl1canl1alsol1bel1representedl1asl1setsl1ofl1ifthenl1rulesl1tol1improvel1thelhumanl

1readability.   Thesellearningl1methodsl 1arel very  l1popularl1andl1havelbeenl successfully applied  ltol   al 

1broadl1rangel1ofl1tasksl1froml1learningl1tol1diagnosel1medicall1casesl1tol1learningl1tol1assesl1  credit  l1riskl1ofl1 

loanl1applicantsl1[20]. 

4.3.1 Domain Application of Decision Tree Learning 

Althoughl1al1varietyl1ofl1decisionl1treel1learningl1algorithmsl1havel1beenl1developedl1withl1somewhatdi

fferentl1capabilitiesl1andl1requirements,l1decisionl1treel1learningl1isl1generallyl1bestl1suitedl1tol1problem

sl1withl1thel1followingl1characteristicsl1[20]: 

• The1targetl1functionl1hasl1discretel1output1values.Forl1instance,ldecisionl1treel1assignslal‘yes’l1

orl‘no’l1tol1eachl1classifiedl1example. 

• Thel1trainingl1datal1mayl1containl1errors.lDecisionl1treel1learningl1methodsl1arel1robustl1tol1error

sl1foundl1inl1thel1attributel1valuesl1thatl1describel1thel1inputl1examples. 

• The training data may contain missing attribute values. Even though the value of 

some of the training examples might be unknown, still decision tree learning 

methods can be employed. 

Itl1wasl1 realizedl 1thatl1duel1tol1thesel1characteristicsl1decisionl1treel1learningl1isl1al1suitablel1fitl1forl1thisl 

researchl1topic.       
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4.3.2 An Illustration of Decision Tree Induction 

To visualize how a decision tree learning algorithm leams from the training set, the following 

example has been adapted from Russel [24]. The task is whether to wait for a table at a 

restaurant or not. The aim is to leam a decision for the concept WillWait by employing 

decision tree methodology. As the first step, the features that can describe the examples are as 

follows: 

1. Alternate:l1whetherl1therel1isl1al1suitablel1alternativel1restaurantl1nearby. 

2. Banl1whetherl1thel1restaurantl1hasl1al1comfortablel1barl1areal1tol1waitl1in. 

3. Fri/Sat:l1truel1onl1Fridaysl1andl1Saturdays.l1 

4. Hungry:l1whetherl1wel1arel1hungry. 

5. Patrons:l1howl1manyl1peoplel1arel1inl1thel1restaurantl1(valuesl1arel1None,l1Some,l1andl1Full). 

6. Raining:l1whetherl1itl1isl1rainingl1outside. 

7. Reservation:l1whetherl1wel1madel1al1reservation.l1 

8. Type:l1thel1kindl1ofl1restaurantl1(French,l1Italian,l1Thai,l1orl1Burger). 

9. WaitEstimated:l1thel1waitl1estimatedl1byl1thel1hostl1(0-10,10-30,30-60,l1>60l1minutes). 

Thel1decisionl1treel1thatl1canl1representl1thisl1taskl1isl1shownl1inl1Figurel14.2.l1Thel1treel1canl1bel1describedasl1

al1conjunctionl1of1individuall1implicationsl1correspondingl1tol1thel1pathsl1throughl1thel1treel1endingl1intol1

Yes/Nol1nodes.l1Asl1anl1example,1thel1pathl1forl1al1restaurantl1fulll1ofl1patronsl1withl1anl1estimatedl1waitl1ofl1

10to30l1minuteslwhenl1thel1personl1islnotl1hungrylcanl1be1expressedl1by1thelfollowingllogicall1sentence: 

∀ r Patron (r, Full) Λ  WaitEstimate (r, 10-30) Λ Hungry (r, N) => WillWait (r) 

The notation employed is defined below: 

r: a general indictor for representing a person or object  

N: means ‘No’  

∀: for every person or object  

Λ  : and  

=>: then 
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Figure 4.2: A decision Tree for Deciding Whether to Wait for a Table in a restaurant [RUSS95]. 

4.3.2.1 Induction of decision trees from examples 

lnl1thisl1sectionl1thel1setsl1ofl112l1examplesl1(l1X1,… ……l1X12)l1alongl1withl1theirl1valuel1features,l1andl1thel1 

valuel1ofl1thel1classl1associatedl1tol1thesel1featuresl1arel1illustratedl1inl1Tablel14.1l………Itl1shouldl1bel1notedl1thatl

1whenl1thel1goall1isl1truel1forl1somel1examplesl1theyl1arel1calledl1positivel1examplesl1andl1whenlitl1is1notl1true

l1theyl1arel1calledl1negativel1examples.l1Asl1Tablel14.1l1showsl  1thel1positive l1examplesl1arel1thel1 onesl1thatl1 

havel1thel1valuel1ofl1Yesl1(e.g.,l1X1,l1X3,..)l1for1thelgoall1WillWaitl1andl1thel1negativel1examplesl1arel1thel1on

esl1thatl1havel1thel1valuel1ofl1Nol1(e.g.,l1X2,l1X5,..)forl1thisl1goal.Thel1completel1setl1ofl112l1examplesl1isl1calle

dl1thel1trainingl1set.Thel1taskl1isl1tol1findl1al1decisionl1treel1thatl1agreesl1withl1alll1thel1examples.l1Al1triviall1sol

utionl1tol1thisl1probleml1isl1tol1constructl1al1decisionl1treel1thatl1hasl1onel1pathl1tol1al1leafl1forl1eachl1casel1where

l1thel1pathl1testsl1eachl1featurel1inl1turnl1andl1followsl1thel1valuel1forl1thel1example,l1andl1thel1endingl1leafl1hasl1

thel1classificationl1ofl1thel1example.l1Ifl1thisl1routel1isl1takenl1forl1learningl1al1decisionl1tree,l1withl1thel1occur

rencesl1ofl1thel1samel1examples,l1thel1decisionl1treel1willl1obviouslyl1comel1upl1withl1thel1rightl1classificati

onl1withoutl1anyl1errors.l1Butl1thisl1treel1isl1notl1ablel1tol1classifyl1otherl1cases.correctlyl1becausel1thisl1trivia

ll1treel1hasl1justl1memorizedl1thel1observationsl1andl1hasl1notl1extracted,.anyl1patternl1froml1thel1examples.l1

Ifl1al1learningl1algorithml1doesl1notl1extractl1general1rulesl1froml1theldatal1itl1willl1notl1bel1ablel1tol1extrapola

tel1tol1newl1cases.l1Thatl1isl1whyl1thel1learningl1algorithml1looksl1atl1thel1examples,l1notl1atl1thel1correctl1func
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tion.Whilel1ponderingl1thisl1simplel1example,1onel1canl1understandl1whyl1thel1learningl1algorithml1hasl1e

rrorslinl1thel1processl1ofl1trainingl1evenl1thoughl1thel1truel1classl1ofl1thel1examplesl1isl1presentedl1tol1it. 

Table 4.1: A Small Training Set for the restaurant Domain. 

Tol1findl1al1patternl1froml1thel1examplesl1meansl1tol1findl1somel1regularitiesl1inl1thel1trainingl1setl1andl1to the l 

t1bel1ablel1tol1describel1allargelnumberl1ofl1examplesl1inl1al1conciselway.lThel1wholel1pointl1ofl1the 1decision 

l1treel1isl1tol1findl1waysl1thatl1onlyl1partsl1ofl1thel1inpu1need1tolbe1incorporatedl1inl1thel1structurl1ofl1thel1treel1tol

1reachl1al1decision.lInlotherl1wordslthel1decisionl1treel1algorithml1triesl1tol1findl1al1smalll1treel1thatlcorrectly1 

lclassifiesmostl1ofl1thel1trainingl1examples.Thisl1isl1anl1examplel1ofl1algenerall1l1ofl1inductivel1learningl1oft

enl1calledl1Occam’sl1Razor:l1“l1Thel1mostl1likelyl1hypothesisl1isl1thel1simplest.onel1thatl1isl1consistentlwithl

1alll1obsens.l1”lThel1basicl1ideal1behindl1l1decisionl1treel1learninglalgorithml1isl1tol1testl1thel1mostl1importantl

valuefirst.Thel1mostl1importantl1isl1thel1onel]1thatl1makesl1thel1mostl1differencel1tol1thel1classification1of a 

l1example.l1Thisl1approachl1mayl1leadl1tol1thel1correctl1classificationl1withl1al1smalll1numberl1ofl1tests,l1mea

ningl1thatl1alll1pathsl1inl1thel1treel1willl1bel1shortl1andl1thel1treel1asl1al1wholel1willl1bel1smalll1[24].Figurel14.3.ill

ustratesl1howl1al1simplifiedl1versionl1ofl1thel1algorithml1starts.l1Inl1thel1firstl1stepThe12l1training.example

sl1arel1classifiedl1intol1positivel1andl1negativel1sets.l1Thenl1thel1algorithml1startsl1byl1decidingl1whichl1attri

butel1tol1usel1asl1thel1firstl1testl1inl1thel1tree.l1Itl1considersl1alll1possiblel1attributesl1inl1thisl1wayl1andl1choosesl1t

hel1mostl1importantl1onel1asl1thel1rootl1test.l1Asl1Figurel13(a)l1shows,l1Patronsl1isl1al1fairlyl1importantl1attribu

tel1becausel1ifl1itsl1valuesl1arel1Nonel1orl1Some,l1thenl1itl1leadsl1tol1examplel1setsl1forl1whichl1thel1classificati

onl1isl1definitelyl1Nol1orl1Yes,l1respectively.l1Ifl1thel1valuel1ofl1thisl1testl1isl1Fulll1thenl1furtherl1testsl1arel1requi
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red.l1Asl1Figurel13(b)l1showsl1Typel1isl1al1poorl1attribute,l1becausel1itl1hasl1fourl1possiblel1outcomesl1eachl1of

l1whichl1hasl1thel1samel1numberl1ofl1positivel1andl1negativel1values.Alll1possiblel1attributesl1arel1considere

dl1inl1thisl1wayl1andl1thel1mostl1importantl1onel1isl1selectedl1forl1thel1rootl1ofl1thel1tree.l1Supposingl1thatl1inl1thi

sl1examplel1thel1mostl1importantl1attributel1isl1Patrons,l1itl1isl1consideredl1asl1thel1rootl1test.l1Afterl1Patronsl 

splitsl1upl1thel1examples,l1eachl1outcomel1isl1al1newl1decisionl1treel1learningl1probleml1inl1itself,l1withl1thel1f

ewerl1examplesl1andl1onel1fewerl1attributel1(Patronsl1hasl1alreadyl1beenl1pickedl1up). 

 

 

Figure 4.3: Partitioning the Examples by testing on Attributes [RUSS95]. 

 

Figurel4.4lillustratesl1thisl1partitioning.l1Thisl1Figurel1showsl1thatl1decisionl1treel1learningl1algorithmsl1

canl1bel1seenl1asl1al1methodl1forl1partitioningl1thel1universel1intol1successivelyl1smallerl1rectanglesl1with 

lthel1goall1thatl1eachl1rectanglel1onlyl1containsl1objectsl1ofl1onel1class,l1thatl1is,l1positivel1orl1negativel1[19].l1

Thel1dashedl1linel1shows l1thel1reall1divisionl1ofl1examplesl1inl1thel1universe.lThel1solidl1linesl1showl1al1  

decisionl1treel1approximation. 
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Figure 4.4: Decision Tree Learning Algorithms Partitions The Universe Into Successively Smaller 

Rectangles [MICH94]. 

   In general, three possibilities can be considered for decision tree problems [24]: 

1. If there are some positive and negative examples, choose the best attribute to split 

them. In Figure 4-3 (c) this fact is illustrated by using Hungry to split the remaining 

examples. 

2. If all the remaining examples are positive (or all negative) then the search is over.  

For instance in Figure 4-3 (c), the answers of yes or no are assigned to None and 

Some, respectively. 

3. If there are no examples left, the algorithm returns a default value, which is  

calculated from the majority classification at the node’s parent. 

 

Thel1decisionl1treel1learningl1algorithml1appliedl1tol1this problem lisl shown lin Figure 

4.51algorithmlcontinues luntill1thel tree shownl1inlFigure l4.6 is constructed. Asl1itl1can be 

seenlthisltreelisldistinctlyldifferentlfroml1theloriginalltreelshownlinFigurel4.2ldespitelthelfact 

thatlthelsamelsampleldatalwere1usedltolgenerate1it.Onelmightlconcludethat the learning 

algorithmlislnotllearninglthelcorrectlfunction.Thislconclusionlislno1correctl1becauselaslment

ionbefore,thellearningl1algorithmllookslatlthelexamples,notlatthelcorrectfunction,andlinl fact, 

its hypothesisnotonlylshould agree1withl1alll1thecases,butl1shouldlbelconsiderably simpler 

lthat the originalltree.The learninglalgorithmhaslnotlconsideredlanyltestlfor Raining and                                                  

Reservation    because lhaslbeenlableltolclassifylalllthelexampleslwithoutlthem.Thelalgorithm 
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lalsolhasldetectedanlinterestinglregularityl1inl1thel1data,thatlis,l.thelpersonl1willl1waitl1forl

Thai1foodl1onlweekendsl1[24]. 

 

Figure 4.5: The Decision Tree Learning Algorithm [RUSS95]. 

 

Figure 4.6: the resulting Decision from the 12 training examples. 
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4.3.3 Boosting 

Boostinglislaltechniqueforlgeneratinglandl1combininglmultiplelclassifiers,leitherdecisiontrees

orlrulesetsThisltechniquelislusedltoimprovelthelpredictionlaccuracyoflthelclassifiers.Boosting

mayl1leadl1tola1reductionl1inl1errorl1ratel1butl1thisl1effectl1is1notlguaranteedlandlinlsome

casesl1itl1mightl1havelnoleffectlatlall.Theleffectivenesslof1boostinglislnotldeterministic1and

itl1isl1notlknownlbeforehand.Onlylafteremployinglthisltechniquelonltheldatalandlcomparingl

1thelresultsl1onelcanlseelwhetherl1thepredictionlaccuracylhaslimprovedlorl1not.lInlboosting,

linstead1ofl1onelclassifier,lseverall1classifiersl1arelconstructedand1thelcombination1ofltheirl

outcomeslwillldeterminel1thel1finallclassl1beingl1assignedl1tothelcase.lBoosting1mayl1give

higher1predictivelaccuracylatlthelexpenseloflincreasedlclassifierconstructionl1timel1[10]. 

4.3.4 Cross-Validation 

Onelofl1thel1techniquesl1forl1gettingl1morel1reliablel1estimatesl1ofl1thel1predictivelaccura

cyloflthelclassifierslislfoldlcross.validationl(CV).lThelbasiclidealof1thelcross.validation.techn

ique.is1to.try,tolestimatelhowlwelll1thel1currentl1systeml1willlpredictl1thelunseenldata.lThe

idealis,linsteadl1ofusinglonelsampleltolbuildl1altreelandlanotherlsamplel1tol1testltheltree,the

algorithml1willlformlseverallpseudoindependentl1samplesl1froml1theloriginall1sampleslandl

usetheselsamplesltolformlalmorelaccuratelestimateloflthelerror.lForlthislpurpose,the1program

splitsl1theldatal1intol1al1numberl1ofl1foldsl1(splits)l1equalltoalchosenl1number.lExperience

onlallargelnumberlofl1datasethasshownlthatlthelnumberloflfoldslequal.tol1l0lhaslachievedlgo

odlresults.lThatlislwhyl1inl1manyl1learningl1algorithmsl1thelnumberl1ofl1foldsl1isl1chosen

at10astheldefaultloption.For1eachfold1in1turn,1aclassifier1isconstructed1from1the1examples

in1allthe1other1folds1and1thenits.accuracy1is1tested1on1theexamples1in1the1hold-out1fold.    

In1this1way, each1case1is1used1just1once as a test set. The error rate of a classifier produced 

from all the samples is estimated as the ratio1of1the1total number of errors on the hold-out 

cases1to1the1total1number1of1cases [19]. 
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4.4 SUMMARY 

The goal of a learning system is to extract decision rules from the sample data. Machine 

learning addresses the problem of how to build computer programs that improve their 

performance at some task through experience. Major points of this Section include: 

• Introduction of the classification notion and main strands of research in this area along 

with an overview of learning systems and their requirements. 

• Designing1a machine learning1approach1involves1a number1of1design1choices, 

including choosing1the1type1of1training.representation for this target function, and an 

algorithm for learning the target function from the training examples. 

• Learning1involves1searching1through a space of possible1hypotheses to find the 

hypothesis that best fits the available training examples. 

Description of learning decision trees and its domain of application. 
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5. APPLICATION OF CREDIT CARD 

5.1 DATA REQUIREMENTS 

The first step is to choose the type of training examples from which the system will learn. The 

learning algorithm will extract the patterns of behavior from the examples fed into it, 

therefore, the whole application is dependent on the information contained in the data set. In 

general, data collection for a real world system will have limitations, that is, there will be 

some information lost or not provided and we are restricted to what is available. The 

operation of the FI transaction authorization and tracking system was described in Chapter 2. 

As Figure 2.1 showed the transaction tracking system of the FI communicates with FDS in 

real time and transmits all the incoming authorizations from the POS to this system to be 

scored. When the transactions get to a point where their FDS score hits the current threshold, 

a case is created and passed on to the fraud department for further investigation. In this way 

FDS detects the suspicious transactions from the stream of transactions. This output includes 

both the real fraudulent transaction (True Positives, TP) hit by the system and false positives 

(FPs). It is important to note that there are fraudulent transactions that are being missed by the 

FDS; because their score is below the threshold and, therefore, they are being missed. This 

category of transactions is known as False negative (FN) which means that the case was fraud 

but the system missed it. As discussed, FDS has already identified some, perhaps most, of the 

TPs but in the meantime it has created a lot of FPs as well. The task remains to us is to 

process these cases and to identify as many real legitimate transactions as possible while 

trying not to miss fraudulent cases (FNs). 

5.2 DATA COLLECTION 

To perform the analysis, the accounts flagged by FDS were used as the input of the learning 

system. The data was provided by the collaborating FI. The transactions flagged by FDS are 

taken over 45 days (June, July, and part of August 99) and are related to a limited region of 

Toronto. Together, ten separate files were provided. The first nine files were related to 

flagged confirmed legitimate accounts, which together consisted of 4919 accounts with 

69,182 transactions. Due to the volume of data for the legitimate accounts, they were divided 
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into nine separate files. The tenth file included 707 fraudulent accounts that contained 6,725 

transactions. It should be noted that the fraudulent accounts have a combination of fraud/non-

fraud transactions. Hence, the fraudulent accounts consisted of1,743 legitimate and 4,982 

fraudulent transactions. Due to the confidentiality of real account numbers and in order to 

have all the transactions from each account together, a substitute but unique number was 

assigned to the transactions of each account by the FI. A very small sample of the data in raw 

format is available in Appendix A. All ten files had the same fields and each transaction had 

the following information: 

• A replacement account number 

• Date/Time of transaction 

• Transaction amount 

• Merchant country code 

• Merchant category code (SIC) 

• Decision code 

• POS 

• Type of card 

• Case creation 

• First action 

Although the scores associated to each transaction by the FDS, were of great importance for 

the analysis by the learning system, due to the proprietary and business concerns of the 

software provider, the FI was not able to provide this information. In the meantime it was 

essential to identify which transactions deviated from the normal behavioral pattern of the 

legitimate cardholders which caused the system to flag them as potentially fraudulent. The 

FDS scores could show this trend, none the less to make up for this data shortcoming, the case 

creation date was provided as a proxy to each transaction. Lack of scores not only may have 

serious impact on the precision of the classifier, but also due to the high volume of data, it 

caused uncertainty and substantial amount of ‘manual’ work in selecting the transactions that 

occurred close to case creation date. 
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5.2.1 Labeling the Transactions 

To use the data for training, it was necessary to identify the fraudulent transactions from the 

legitimate ones. Currently, labeling the fraudulent transactions is done manually and the fraud 

investigation department keeps conventional paper based fraud files on which they mark the 

transactions that were identified as fraud. Due to this manual process, there is no mechanism 

to migrate this information back into the transaction tracking system and, therefore, there is 

no record keeping of them on the system. Fraudulent accounts normally have a mixture of 

fraudulent and legitimate transactions, therefore, the confirmed fraud transactions in fraud file 

were labeled by the bank with an asterisk (*). 

5.2.2 Preprocessing the Databases 

Raw data contains the information that must be extracted but in the meantime it contains too 

much non-essential information. The raw data provided by the FI, required substantial 

preprocessing to weed out the irrelevant information and to prepare the data set in a suitable 

form for the learning system. The original data files were in text format, therefore, Excel was 

selected as a tool for data manipulation. 

The first step was to go through all the transactions and find the closest set of transactions 

which match the case creation date. In the absence of scores, this can partially help to identify 

those chains of transactions which, from the FDS point of view, did not have normal behavior 

and caused the system to score them gradually and eventually get to a point where they hit the 

threshold set by the bank. Manual inspection of data revealed the existence of some 

inconsistencies in the data. To be able to use the data for the analysis these inconsistencies 

had to be removed from the datasets. After the preprocessing of databases, the final legitimate 

database consisted of 13,426 non-fraud transactions and the final fraudulent database 

consisted of6,666 transactions (4,969 fraud and 1,698 non-fraud). 

After the initial set up of the databases, the integrity of the data had to be investigated. The 

data had fields with unknown values, spaces or zero values. All unknown values were 

replaced by a question mark “?”. Letters such as A, D, R, P, K, S, Y, N, were checked to be in 

one format, that is, in capital letters. Meanwhile, all non-fraud transactions in both databases 

were labeled with the letter “N”. 



38 

 

5.3 LEARNING REQUIREMENTS 

Learning lmeans lbehaving lbetter as the result of experience. The task of a learning system is 

to extract the lmaximum lamount lof linformation from the ldata lsamples, and based on this 

information, to estimate the accuracy of its future classifications and predictions. While 

conceptually simple, extracting information from a large database requires careful 

organization and the specification of the goals to be met by the learning system. The simple 

requirement of the classification methods is that the data be presented in the form of samples 

composed of patterns of observations with the correct classification. Then the learning 

procedure will be applied which is an iterative process [30]. 

5.3.1 Features and Classes 

In the problem of predicting whether a flagged transaction is fraud or non-fraud, there are two 

classes: fraud and non-fraud. The task is to predict which is the correct class based on the 

observations of a set of transactions. By employing a decision tree learning algorithm, the aim 

is to learn a definition for the concept, Transaction (fraud/non-fraud), where the definition is 

expressed as a decision tree. In setting this up as a learning problem, the properties or features 

that are available to describe the examples are presented in Table 5.1. A small sample data set 

for credit card transactions obtained from the FI is available in Appendix A. 
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Table 5.1: Credit Card Observation. 

 

5.4 CONCEPT LEARNING AND SEARCH SPACE 

Thelproblem.of.finding generallfunctions fromlspecificltraining exampleslis central.to 

learning  .Conceptllearninglislacquiringltheldefinitionloflalgenerallcategory.givenlasamplelofl 

positivelandlnegativesltraininglexamplesloflthelcategory.Concept to learninglcanlbeviewedlas 

thetaskloflsearchinglthroughlallargelspaceloflhypotheses,implicitlyldefinedlby the hypothesis 

representationl1(e.g.,ldecisionl1trees),l1tol1findl1thel1hypothesislthatl1bestlfitsl1thel1trainin

gexamplesl1[20].In general, a well-defined learning problem requires a well-specified task, 

source of training experience, and performance metric [20]. Applying these criteria to this 

research application results in the following descriptions: 

• Task T: Transaction is either fraud or non-fraud 

• Training experience: A database of legitimate and fraudulent transactions with 

their labels. 

• Performance measure: Percentage of cases classified correctly by the classifiers. 

To complete the design of the learning system, the following factors should be chosen: 

• The exact type of knowledge to be learned (i.e., classifying the transactions as 

fraud/non-fraud). 

• A representation for this target knowledge (i.e., decision trees) 

• A learning mechanism (i.e., a learning algorithm) 
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5.4.1 Software Selection 

Ifllearninglislviewedlaslalsearchlproblem,thenlitlislnaturallthatllearninglalgorithmslwilllexam

differentlstrategiesl for lsearchinglthe lhypothesis lspace. Thelalgorithms thatlare lcapablel of 

Efficiently searching veryllargelhypothesislspacesltolfindlthelhypotheseslthatlbestfitlltraining 

datalareloflgreatlinterest.InlthelfieldloflML,alvarietyloflprogramslhavelbeenldeveloped.Three

ofltheselsoftwarelare:lC4.5[QUIN93|,CARTl[2],landlRIPPERl(COHE951.C4.5andlCARTarel

decisionltreellearninglbasedlsoftwarewhereaslRIPPERlislrulelbasedllearninglsystem.RIPPERl

waslnotlchosenlbecauselitlislalUnixlbasedlsystemlandltherelwaslnolaccessltolUnixlsystems.T

helPClversionloflCARTlislavailablelbutlitlwaslcostlierlthanlC4.S.lMoreover,lCARTlcanlonly

produceldecisionltresslwhereaslC4.Slislableltoltransformltheleneratedltreeslinto a set of 

rulesC4.SlislalUnixlbasedlsystem.ThelPCversionloflthislsoftwarelislalsolavailable called See.  

5.4.1.1 Trees into Rules 

Therelhaslalwayslbeenlanlargumentlinlfavorloflrulebasedlrepresentationsloverltreelstructurel 

representations,onlthelgroundsloflreadabilitylandluserfriendlinessWhenlldomainlislcomplex, 

decisionltreeslcanlbecomelveryl“bushy”landldifficultltolunderstand,lwhereaslrulesltendlto.bel

1 

modularlandleasierltolunderstand.Onlthelother1hand,ldecisionltreelconstructionlprogramslare

lusuallylverylfast.Alcompromiselisltoluselaldecisionltreelalgorithmltolbuildlanlinitialltreeland

lthenlderivelruleslfromltheltree,ltheltreeslintolalsetloflrulesl[22].Thislfunctionalitylislimpleme

ntedlinlSee5. 

Moreover, a rule set generated from a tree usually has fewer rules than the tree has leaves. A 

simple example adapted from [11] shows the reason for this compactness.Consider the 

propositions (A=l and B=l) or (C=l and D=l). If each of the four attributes of A, B, C, and D, 

has two possible values (e.g., 1 and 0), the proposition represented by the rule sets is as 

follows: 

Rule I: A = 1 and B = 1 -> + 

Rule 2: C = 1 and D = 1 -> + 

Rule 3: otherwise -► - 

IflfeaturelAlislarbitrarilylselectedlaslthelpartitioninglcriterionlforlthelrootlnode,l 
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Thelmostlcompactlsingleldecisionltreelrepresentationlforlthislrulelsetlis lshownlinlFigurel5.1. 

Obviouslylthisldecisionl treelislless lunderstandablelthanlthelabovelrulelset.   Thislreadabilityl 

Problemlcorrespondsltolthelnumberloflpossible  lpathslthrough ltheltree.lJust  lRules 1landl2l 

generatel1threel1pathsl1inl1thel1tree,l1shownl1inl1Figurel15-1: 

A = I and B = 1 —> + 

A = 1 and B = 0 and C = 1 and D = 1 —► + 

A = 0 and C = 1 and D = 1 -> + 

Inlgeneral,manylfunctionslwithlsmalllprepositionalorlrulelrepresentationslhave.corresponding

decisionltreeslthatlarellarge,lredundant,landlinefficientl[11].lForlveryllargeldatalset,lhowever,

generatinglruleslcanlrequirelconsiderablylmorelcomputerltimelthanlgeneratingltheltrees. 

 

 

Figure 5.1: Decision Tree Representation. 

5.5 SEE5 

See5lisladecisionltreellearninglsoftwarelpackagelwhichlwasldesignedlandldevelopedlbylRoss

Quinlan,lan lscholar,lpioneer,andlresearcherlinlthe lfield loflmachinellearninglforlmanylyears. 

QuinlanlisltheldirectorloflthelRulequestlResearch Institute,locatedlinlAustraliaand.See5couldl 

be purchasedlfrom1himlthroughlthelInternet See5lislallearninglsystemlthat1extracts 

informative 

patternslfromltheldata.Itlanalyzesltheldataltolproduceldecisionltreesland/orlrulesetslthatlrelate 
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alcase’slclassltolthelvalueloflitslfeatures.lThelfollowinglsectionslintroducelthelSee5loptions 

thatlwerelemployedlinlthelanalysislforlthelcurrentlapplication. 

5.5.1 See5 Construction Options 

As the default option, See5 constructs a decision tree. A set of training and testing data was 

selected and the program ran with See5 default option. The result is shown in Figure S-2. 

Although the program gives all the details of the individual decision trees, due to their large 

size, only the output summary of the learning sets is shown in this Figure. The first section 

shows the evaluation results of the decision tree, first on the training set from which the tree 

wasconstructed,and.then.on.the.test.set.Thel1sizel1ofl1thel1treel1showsl1thel1numberl1ofl1leavesl1andl1thel1

columnl1headedl1errors,l1representsl1thel1numberl1andl1percentagel1ofl1thel1casesl1misclassifiedl1 by l1thel1 

tree.l1Thel1tree,l1withl1193l1leaves,l1misclassifiesl11,816l1ofl1thel113,405l1cases,l1thusl1havingl1anl1errorl1ratel1

ofl113.5%.l1Performancel1onl1these.casesl1isl1furtherl1analyzedl1inl1al1confusionl1matrixl1t hatl1pinpointsl1 

thel1kindsl1ofl1errorsl1made.l1Inl1thisl1example,l1thel1decisionl1treel1misclassifiesl1370l1(3.6%)l1ofl1thel1legiti

matel1casesl1asl1fraudulentl1andl11,44l1(42.5%)lfraudulentl1casesl1asl1legitimate.Forl1thel1testl1set,lthel1treel1

withl1193l1leaves,l1misclassifiesl1929l1ofl1thel16,465l1cases,l1thusl1havingl1anl1errorl1ratel1 ofl114.4%.l1The 

lconfusionl1matrixl1forl1thel1testl1setl1againl1showsl1thel1detailedl1breakdownl1ofl1correctl 1andl 1incorrectl1 

classifications.l1Thel1decisionl1treel1misclassifiesl1545l1(10.7%)l1ofl1thel1legitimatel1casesl1asl1fraudulentl1

andl1384l1(27.2%)l1fraudulentl1casesl1asl1legitimate. 

One might ask why the training algorithm makes any errors in the training phase while it is 

classifying the cases where the outcome is known. One should keep in mind that the essence 

of learning is to move beyond the training samples. Thus, the learning algorithm does not 

memorize the cases it has seen but rather its attention is extracting rules and patterns of 

behavior from the data to be able to generalize and extrapolate them to future cases. 
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Figure 5.2: Output Summary Of the Learning Set. 

5.5.2 Rulesets 

Decisionl1treesl1canl1sometimesl1bel1veryl1difficultl1tol1understand.l1Anl1importantl1feature l1ofl1 See5l1isl 

1itsl1abilityl1tol1convertl1treesl1intol1collectionsl1ofl1rulesl1calledl1rulel1sets.l1Thel1samel1learningl1setl1ranl     1byl1 

thel1Rulesetsl1optionl1ofl1See5.l1 Herel1 again,l 1thel1programl1givesl1alll1thel1detailsl1ofl1thel1individuall1 

decisionl1treesl1andl1rulel1setsl1butl1forl1thel1sakel1ofl1brevityl1onlyl1thel1outputl1summaryl1ofl1the l1learningl1 

setsl1isl1shownl1inl1Figurel15.3Asl1canl1bel1observed,l1thel1decisionl1treel1withl1193l1leavesl1isl1reducedl1tol181l

1rulesl1butl1thel1rulesl1havel1al1slightlyl1higherl1errorl1ratel1thanl1thel1trees(0.2%).Thel1rulesetsl1option,lwithl

181l1rules,l1misclassifiesl11,840l1ofl1thel113,405l1cases,l1thusl1havingl1anl1errorl1ratel1ofl113.7%.l1Performan

cel1onl1thesel1casesl1isl1furtherl1analyzedl1inl1al1confusionl1matrixl1thatl1showsl1thel1typesl1ofl1errorsl1 made.l 

1Inl1thisl1example,thel1rulel1misclassifiesl1291l1(2.8%)l1ofl1thel1legitimatel1casesl1asl1fraudulentl1andl11,549l

1(46.2%)lfraudcasesl1asl1legitimate.Forl1thel1testl1set,l1thel1rulel1setsl1misclassifyl1877l1ofl1thel16,465l1givenl

1cases,l1showingl1anl1errorl1ratel1ofl113.6%.l1Thel1confusionl1matrixl1forl1thel1testl1casesl1againl1showsl1thel1d

etailedl1breakdownl1ofl1correctl1andl1incorrectl1classifications.l1Thel1rulel1setsl1misclassifyl1481l1(9.5%)l1

ofl1thel1legitimatel1casesl1asl1fraudulentl1andl1396l1(28.1%)l1fraudulentl1casesl1asl1legitimate. 
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Figure 5.3: Output Summary Of The Learning Set. 

5.5.2.1 Boosting 

Boostingl1wasl1introducedl1inl1Sectionl14.4.4.l1Alll1thel1stepsl1requiredl1forl1thel1constructionl1ofl1differentl

1classifiersl1inl1thisl1procedurel1arel1embeddedl1andl1implementedl1in l1thel1learningl  1algorithm, l1byl1the    

l1softwarel1developer,landl1normallyltherel1isl1nol1documentationl1onl1theldetailsl1of lthesel1 proceduresl1  

duel1tol1proprietaryl1issues.Thel1Boostl1optionl1withl110l1trialsl1wasl1selectedl1andl1thel 1program l1ranl1forl 

1thel1samel1learningl1set.l1Thel1summaryl1ofl1thel1resultsl1isl1shownl1inl1Figurel15,4.l1As l1thel  1firstl1 step,l1al1 

single decisionl1treel1orl1rulel1setl1isl1constructedl1asl1beforel1froml1thel1trainingl1data.lThisl1classifierl1willl1 

usuallyl1makel1mistakesl1onl1somel1casesl1inl1thel1datasetl1(Triall10l1inl1Figurel15,4).l1Whenl1thel1secondl1clas

sifierl1isl1construct,l 1thel1algorithml1paysl1morel1attentionl1tol1thel1misclassifiedl1casesl1tol1tryl1tol1getl1theml1 

right.l1Thisl1makesl1thel1secondl1classifierl1differentl1froml1thel1firstl1onel1  (Triall11l1inl1Figurel15,4).  Thel 

1secondl1classifierl1willl1alsol1makel1errorsl1onl1somel1cases,l1andl1thesel1becomel1thel1 focusl1ofl1 attentionl1  

duringl1thel1constructionl1ofl1thel1thirdl1classifierl1(Triall12).Thisl1processl1continuesl1forl1al1predetermine

dl1numberl1ofl1iterations.l1Thel1Boostl1optionl1withl1xl1trialsl1allowsl1See5l1tol1constructl1upl1tol1xl1classifiersl

1inl1thisl1mannerl1(suggestedl1defaultl1isl110).l1Naturally,l1constructingl1 multiplel1 classifiersl1requiresl1 

extral1computationall1timel1andl1resourcesl1butl1thel1effortl1mightl1bel1worthl1thel1cost.lDifferentl1MLl1sou

rcesl1andl1trialsl1overl1numerousl 1datasets,l1 large l1andl1 small, l1have l1shownl1thatl1onl1averagel1thel110 

classifierl1boostingl1isl1thel1mostl1appropriatel1choicel1[QUIN99]. 
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Itl1shouldl1bel1notedl1thatl1Boostingl1trialsl1greaterl1thanl110l1werel1alsol 1examined l1inl1 the l1experimentsl 

1performed,l1however,l1itl1neverl1excededl110l1trailsl1beforel1thel1algorithml1terminated.Onel1examplel1isl1

illustratedl1inl1Figurel154.Itl1isl1interestingl1tol1notel1thatl1althoughl1thel1numberl1ofl 1trialsl1forl1 thel1boostl1 

optionl1wasl1setl1tol1bel110,l1thel1algorithml1terminatedl1afterl17l1trials.l1Thisl1showsl1thatl1thel1softwarel1canl1

determinel1whenl1 there  l1is  l1no  l1improvement    l1possiblel  1onl1the l1accuracyl1reached. Thel1classifier 

l1performancel1isl1summarizedlfor1eachl1triallon1alseparate1line,l1whilel1thel 1linel1labeled l1boostl 1showsl1 

thel1overalll1resultsl1ofl1alll1thel1classifiersl1[QUIN99].l1Thel1constructedl1byl1Triall10 l1isl1 identicall1 tol 1thel 

1onel1producedl1withoutl1thel1Boostl1optionl1(Seel1Figurel15,1).l1Somel1ofl1thel1subsequentl1treesl1produced

lwhenl1thel1algorithmlwasl1payingl1morel1attentionl1tol1certainl1casesl1havel1quitellhighl1overalll1errorl1rates

.1Whenl1thel1sevenl1treesl1werel1combinedl1byl1thel1functionsl1implementedl1inl1thel1algorithm,l1thel1finall1

predictionsl1havel1anl1errorl1ratel1ofl111.4%l1onl1 thel1trainingl1examples. 

5.6 DESIGN OF EXPERIMENTS 

For setting up the experiments several steps were taken.Databases were randomly split into 

two main groups by the approximate proportions of 2/3 and 1/3 split [M1TC97] [19] for 

training and testing sets, respectively. The training set is used to design the classifier, and the 

testing set is used to evaluate the accuracy of the classifier derived. While l1sufficient l1test 

samples are the lkey to laccurate lerror lestimation, ladequate training lcases lin lthe ldesign 

lof la lclassifier lare lalso lof lgreat limportance. Therefore, the non-fraud database with 

13,426 transactions was split into two databases of 8,963 and 4,463 transactions. The fraud 

database split resulted in 4,442 transactions for training and 2,222 cases for testing. It is 

important to have a rather large test set for system validation. From 2,222 cases, 2000 

transactions were arbitrarily used for testing the classifier and the rest (222 cases) were put 

aside as case set to evaluate the prediction of the classifier on new cases.In domains, such as 

credit card fraud, the natural class distribution is between 10:90 and 20:80. This means that 

between 10 to 20 percent of the flagged cases are fraud (minority instances) and the rest are 

legitimate (majority instances). In other words, the number of fraudulent transactions is much 

smaller than the legitimate ones.One of the factors that contribute to the success of a learning 

process is the class distribution in the training set. Using the same algorithm, different training 

class distributions can produce classifiers of different quality. Very often using the natural 

class distribution might not yield the most effective classifier. In other words, using the 
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natural class distribution for training, might cause the learning algorithm to treat the minority 

class instances as noise or simply produce classifiers that always predict the majority class 

instances [2].Related works in fraudulent cellular phone calls or credit card fraud that have 

class distribution between 10:90 and 20:80, show that class distribution for training is very 

important and can dramatically improve the performance of the classifiers. Extensive 

experiments have shown that training data with a 50% fraud distribution produced the best 

classifiers [6] [28] [15].If the assumption is that the distribution of examples influences the 

performance of the resulting classifiers, then how can one characterize the effects of the 

training class distribution on the performance of the classifiers and select a class distribution 

that can produce the most predictive classifiers? Based on the aforementioned results, the best 

approach was to create data subsets with different class distributions, then apply the learning 

algorithm to these subsets and evaluate the effect of class distributions on training by 

evaluating the performance of the resulting classifiers on the test sets and future cases. 

5.7 SUMMARY 

This Chapter provides a detailed explanation on data acquirement and the steps required for 

processing the data to make it suitable for the analysis. It introduces the learning software 

used and its capabilities. It further elaborates on the data set and class distribution designs for 

training and testing sets, and the variations of experiments performed. 
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6. ANALYSIS OF RESULTS AND DISCUSSION 

This section presents the experimental results of processing different sets of data with various 

training class distributions. Unfortunately there was no information available on the costs 

associated with fraud offices investigations, therefore, potential savings of the methodology 

developed in this study, could not be estimated. 

6.1 STRUCTURING THE RESULTS 

Fifty four experiments were performed to study the effects of class distributions on training 

and variations of different features on the evaluation of the classifiers constructed. The 

experiments were conducted using See5 construction options of: (1) decision trees, (2) 

rulesets, (3) boosting, and (4) ten fold cross validation (CV).For each option, the program was 

run to explore the effects of various class distributions and features on training and testing 

sets. Although the cross validation technique is typically used for intermediate sample sizes 

(of order 2000) [QUIN99], however, a decision was made to examine this option in the 

experiments conducted, to have extra evaluation on the training and testing sets as well.The 

experiments produced 54 sets of results. Thirty six of these results are the classifiers and the 

other 18 results present the evaluation of ten fold CV trials on training and testing sets. A 

selection of output summaries of See5 for several variations of features and class distribution 

are presented in Appendix B.Tables C-l to C-9 of Appendix C presents the evaluation results 

of the 36 classifiers on training and testing data sets. Tables C-l to C-3 are related to the 

training class distribution of 25:75 while exploring the effects of different features in the 

classifier construction. Tables C-4 to C-6 and C-7 to C-9 are related to the training class 

distribution of 33:67 and 50:50, respectively. Each Table includes the construction option, the 

size of the generated trees and / or rules, along with the number of errors and their percentage 

for both training and testing sets. 
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6.2 PERFORMANCE ANALYSIS 

To do the analysis the classifier attained the lowest error rate among the 36 classifiers 

presented in Tables C-l to C-9, was selected. As these Tables shows, the boosted decision 

trees (BDT) classifier trained on 25:75 class distribution attained the lowest error rate of 

11.4%. This classifier was selected as the first choice. To compare the performance of this 

classifier against another one, the decision trees (DT) classifier trained on 25:75 class 

distribution by attaining the error rate of 13.5% was considered as the second choice.As the 

fraud rate increases in the training sets, the error rate also increases leading to the conjecture 

that there is no need for further analysis on the class distribution with higher fraud rates and 

the above discussed classifiers are the most effective classifiers for further analysis. However, 

based on the work of other researchers [28] [2] [15] who have employed various training class 

distribution in their analysis for fraud applications, a decision was made to study the above 

discussed BDT and DT classifiers not only for 25:75 class distribution but also for the class 

distributions of 33:67 and 50:50.As discussed, in situations where different types of errors 

have different costs such as in credit card fraud detection, the elements of the confusion 

matrix such as TN, FP, FN, and TP are the essential metrics for the system’s performance. 

Therefore, these metrics were considered to be the true indicators for the performance 

evaluation of the selected classifiers.To compare these metrics for the selected BDT and DT 

classifiers, a new set of Tables were formed. Tables 6-1 to 6-6 and 6-7 to 6-12 are related to 

the evaluation of the selected BDT and DT on the training and testing sets. Each Table depicts 

error rate, TN, FN, TP, FP and their associated rates for each class distribution and the sets of 

features. TN, TP, FN, and FP rates were calculated based on the information available from 

the confusion matrix of each classifier, some of them, reported in Appendix B.To visualize 

the performance of these classifiers, two plots (Figures 6-1 and 6-2) were prepared. Figures 6-

1 was plotted based on information obtained from Tables 6-1 to 6-3, and 6-7 to 6-9 illustrating 

the performance of the BDT and DT classifiers on the training data. Figures 6-2 was plotted 

based on information obtained from Tables 6-4 to 6-6 and 6-10 to 6-12 illustrating       the 

performance of the BDT and DT classifiers on the testing data. In these plots, the x-axis 

represents the percentage of fraud rate in the training set whereas the y-axis represents the FN 

rate of the classifiers.Boosted  
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Decision Tree Evaluation on Training Data 

 

Table 6.1: Evaluation on Training Data 

 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.114 9951 98 1429 1927 0.99 0.575 0.425 0.01 

33: 67 0.152 6455 248 1276 2080 0.964 0.619 0.38 0.036 

50: 50 0.185 2938 425 821 2535 0.874 0.755 0.245 0.126 

 

Table 6.2: Decision Tree Evaluation on Testing Data Part 2 

 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.127 9881 168 1538 1818 0.983 0.542 0.458 0.017 

33: 67 0.167 6530 173 1503 1853 0.975 0.553 0.447 0.025 

50: 50 0.197 3025 338 987 2369 0.9 0.706 0.294 0.1 

 

Table 6.3: Decision Tree Evaluation on Testing Data Part 3 

 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.145 9941 108 1831 1525 0.97 0.454 0.543 0.03 

33: 67 0.172 6430 273 1455 1901 0.96 0.567 0.433 0.04 

50: 50 0.22 2932 431 1046 2310 0.872 0.689 0.311 0.128 
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Decision Tree Evaluation On Testing Data 

 

Table 6.4: Boosted Decision Tree Evaluation On Testing Data Part 1 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.137 4671 385 503 906 0.924 0.643 0.357 0.076 

33: 67 0.16 4481 575 952 952 0.886 0.676 0.324 0.114 

50: 50 0.232 3806 1250 248 1161 0.753 0.824 0.176 0.247 

 

 

Table 6.5: Boosted Decision Tree Evaluation On Testing Data Part 2 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.129 4696 360 471 938 0.928 0.666 0.334 0.0712 

33: 67 0.133 4640 416 442 967 0.918 0.686 0.314 0.082 

50: 50 0.245 3750 1306 281 1128 0.742 0.80 0.20 0.285 

 

 Table 6.6: Boosted Decision Tree Evaluation On Testing Data Part 3 

 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.12 4800 256 571 892 0.949 0.633 0.367 0.051 

33: 67 0.138 4582 474 419 990 0.907 0.702 0.298 0.093 

50: 50 0.259 3638 1418 297 1112 0.72 0.79 0.21 0.28 

 

 

 

 

 

 

 

 



51 

 

 

Decision Tree Evaluation on Training Data 

 

Table 6.7: Evaluation on Training Data (All features are considered) 

 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.135 9679 370 1446 1910 0.964 0.569 0.431 0.036 

33: 67 0.173 6402 301 1438 1918 0.965 0.572 0.428 0.044 

50: 50 0.206 2972 391 996 2360 0.884 0.703 0.297 0.116 

 

Table 6.8: Evaluation on Training Data (card type is disregarded) 

 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.149 9903 146 1845 1511 0.958 0.451 0.549 0.042 

33: 67 0.185 6150 553 1312 2044 0.918 0.61 0.39 0.082 

50: 50 0.224 2923 440 1067 2289 0.87 0.682 0.318 0.130 

 

    Table 6.9:  Evaluation on Training Data (POS &card are disregarded) 

 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.153 9874 175 1870 1486 0.96 0.443 0.557 0.04 

33: 67 0.192 6181 522 1411 1945 0.922 0.58 0.42 0.078 

50: 50 0.235 2836 527 1053 2303 0.844 0.686 0.314 0.156 
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Decision Tree Evaluation On Testing Data 

 

Table 6.10: Evaluation On Testing Data (All features are considered) 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.144 4511 545 384 1025 0.893 0.728 0.272 0.107 

33: 67 0.144 4541 515 418 991 0.899 0.704 0.296 0.101 

50: 50 0.238 3798 1258 279 1130 0.752 0.802 0.198 0.248 

 

 

Table 6.11: Evaluation On Testing Data (card type is disregarded) 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.119 4828 228 544 865 0.955 0.614 0.386 0.045 

33: 67 0.165 4384 672 397 1012 0.867 0.719 0.281 0.133 

50: 50 0.25 3729 1327 292 1117 0.738 0.793 0.207 0.262 

 

 Table 6.12: Evaluation On Testing Data (POS &card are disregarded) 

 

Class distribution Error rate TN FP FN TP TN rate TP rate FN rate FP rate 

25: 75 0.118 4816 240 522 887 0.953 0.63 0.37 0.047 

33: 67 0.155 4430 626 378 1031 0.876 0.732 0.268 0.124 

50: 50 0.275 3572 1484 293 1116 0.71 0.8 0.2 0.29 

 

To choose the most effective classifier using the appropriate class distribution, the 

performance of the classifiers To choose the most effective classifier using the appropriate 

class distribution, the performance of the classifiers should be analyzed. Figures 6-1 and 6-2 

are used as the basis for the analysis. These Figures and the associated Tables demonstrate 

that the boosted decision trees (BDT) trained on 25:75 fraud/non-fraud distribution attained 

TN rates of 99% and 92.4% and FN rates of 42.5% and 35.7% on the training and testing 

data, respectively. The comparative decision tree (DT) classifier attained TN rates of 96.4% 

and 89.3% and FN rates of 43.1% and 27.2%.These Figures also indicate that FN rate 

decreases as the minority cases increase in the training data and is lowest at 50:50 class 
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distribution. As these Figures show, BDT classifier trained on 50:50 class distribution attained 

the TN rates of 87.4% and 75.3% and FN rates of 24.5% and 17.6% on training and testing 

data, respectively. This classifier attained the lowest FN rate (i.e., 24.5% and 17.6%) among 

all the other classifiers.The desired classifier is the one that can identify as many legitimate 

transactions (TNs) as possible while not misclassifying the fraudulent transactions (FNs), 

otherwise significant losses will occur. Based on this goal, BDT classifier trained on 50:50 

distribution by having 17.6% FN rate on testing set, appears to be the most predictive 

classifier among all the other classifiers constructed in this study. 

6.3 PREDICTION OF NEW CASES 

Once the most effective classifier was found, its quality could be further assessed by 

examining its prediction accuracy on the new cases. New cases are the ones that have not 

been used in the training or testing procedure and were referred to as the case set. A set of 250 

transactions from legitimate accounts and another set of 222 transactions from fraudulent 

accounts were used for this evaluation.For prediction on new cases, BDT classifier was used. 

When using the classifier, an interactive window asks for the values of the data attributes 

associated with the example. All the values will be entered manually. The features requested, 

and the order in which they are requested, depend on the classifier itself. For instance, the 

classifier may ask for the value of ‘dollar amount’ or ‘merchant country’ as the first attribute 

and then it will ask for the second attribute which can be ‘card type’, or any other feature. 

After all the necessary attribute values have been entered, the most probable class is shown 

with a probability value. This value is a number, in the range of 0 to 1, associated with the 

prediction of Fraud (Y) / Non-fraud (N) class. Two examples of this prediction are shown in 

Figures 6.3 and 6.4.To predict the class of each transaction, the required values were entered 

interactively and the predicted class along with the probability value for each prediction are 

shown in Tables D.l and D.2 of Appendix D. These Tables contain the transaction features, 

their values, predicted class, the probability value associated with this class prediction, and 

the correct class for each transaction. 
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6.4 CONCLUDING REMARKS 

The performance of BDT classifiers, trained on 25:75 and 50:50 class distribution, 

respectively. As these results demonstrate, the classifier trained on 25:75 class distribution has 

the FN rate of 49.7% on the classification of fraudulent transactions (by missing half of the 

fraudulent cases) whereas the comparative classifier trained on 50:50 distribution has the FN 

rate of 26.8%. This comparison reaffirms that BDT classifier trained on 50:50 distribution is 

the higher performance classifier for the prediction of new cases.One question that might arise 

is what happens if the class distributions of 60:40 (60% fraud cases in training set) or 75:25 

(75% fraud cases in training set) is considered for the datasets? As stated before, the fraud 

dataset was rather small, therefore, it was not possible to form these distributions and explore 

their effects on the performance of the system. Yet other researchers [6] have examined these 

distributions for their fraud detection analysis and their results show that the existence of 

fraud cases higher than 50% in the training set degraded the performance of the classifier and 

based on their results, they concluded that 50:50 class distribution is the suggested 

distribution for the construction of higher performance classifiers. 
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7. CONCLUSION 

Fiftyl1Fourl1experimentsl1werel1conductedl 1tol1  determinel1 thel1 mostl 1predictivel 1classifier.l1Thesel1 

experimentsllllll1werellll1performedl1basedl1onl1    severall1 variationsl1and l1combinationsl1ofl1..features  l1andl1 

trainingl1classl1llllldistributions.l1Thel1lllevaluationl1lllofl1classifiersl,l1 constructedlll1fromlllll 1differentl1setsl  1ofl1 

experiments,l1wasl1differentl1onl1trainingl1andl1testingl1datal1confirmingl1thatl1significantl1attentionllll1hasl1 

tol1bel1paidl1inl1thel1classl1distributionl1designl1ofl1thel1trainingl1sets.l1Thel1performancel1metricslconsidere

dl1forl1thisl1analysisl1werel1Truel1Negativel1(TN)l1andl1Falsel1Negativel1(FN)l1rates.l  1Thel1BDT l1classifierl1 

trainedl1onl150:50l1classl1distributionl1attainedl1al1TNlratelofl87.4%l1andl175.3%l1andl1FNl1 rate l1ofl124.5%l1  

andl117.6%l1onl1trainingl1andl1testingl1data,l1respectively.l1Basedl1onl1this l1performance,l 1thisl1classifierl 

1consideredl1beingl1thel1mostl1predictivel1classifierl1forl1thisl1studyl1byl1havingl1thel1lowestl1possiblel1FNl 

1ratel1amongl1alll1thel1otherl1classifierconstructedl1inl1thisl1analysis.Thisllanalysisl1reaffirmsl1thel1import

ancel1ofl1trainingl1classldistributionlinlthel1designl1ofl1thel1effectivclassifiers.This1studyl1showsl1thatl1inc

reasingl1thel1numberl1ofl1minorityl1instancesl1inl1thel   1trainingl1  data  l1willl 1produce  l1classifiersl 1withl1 

improvedl1performance.l1Itl1alsol1showsl1thatl1increasingl1   the   l1numberl1of  l1majorityl1instancesl  1inl1thel 

1trainingl1datal1willl1producel1classifiersl1thatl1arel1adeptl1atl1classifyingl1thel1majorityl1ofl1transactionsl1asl1

legitimatel1andl1asl1al1result,l1thesel1classifiersl1classifyl1al1largel1numberl1ofl1fraudulentl1casesl1asl1legitim

atel1leadingl1tol1veryl1highl1FNl1rate.Thel1performancel1ofl1thel1BDTl1classifiersl1onl1thel1predictionl1ofl1ne

wl1casesl1wasl1alsol1examined.l1Thisl1analysisl1showedl1thatl1thel1classifierl1trainedl1onl125:75l1distributio

nl1ofl1fraud/legitimatel1transactionsl1attainedl1thel1TNl1ratel1ofl198.8%l1inl1thel1predictionl1 ofl1 legitimatel1 

cases.l1However,l1thel1performancel1ofl1thisl1classifierl1degradedl1onl1thel1identification l1ofl1 fraudulentl 

1casesl1sol1thatl1thel1classifierl1identifiedl1halfl1ofl1thel1fraudulentl1transactionsl1asl1legitimate,l1attainingl1al1

FNl1ratel1ofl149.7%.l1Thel1degradationl1inl1performancel1makesl1thel1systeml1unusablel 1becausel1 missed 

l1fraudlcasesl1arelverylcostly.l1Thel1classifierl1trainedl1onl150:50l1distributionl1hadl1lowerl1TNl1ratel1(92%l1a

gainstl198.8%)l1onl1thelpredictionl1ofl1legitimatel1transactions,l1however,l1itsl1FNl1ratel1onl1thel1predictionl

1ofl1fraudl1casesl1wasl1veryl1muchl1lowerl1(26.8%l1againstl149.7%)lthanl1thel1comparativel11classifier.Thisl

1analysisl1reaffirmsl1thatl1  classifier l1trainedl 1onl1 50:50l1classl1distributionl1islmorepredictivel1lforl1thel1 

evaluationl1ofl1newl1cases.Thel1otherl1importantl1factorl1whichl1mayl1havel1al1seriousl1impactl1onl1thel1perf

ormancelofl1thelclassifierslwaslthel1limitationsl1ofl1thel1datal1sets.Thel1mostl1importantl1limitationslwerel

1ratherl1smalll1fraudl1databasel1andl1thel1lackl1ofl1FDSlscoresl1associatedl1withl1thel1flaggedl1transactions. 
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Thesel1scoresl1arel1anl1indicationl1ofl1somel1patternsl1ofl1behaviorl1inl1thel1datasetsl1andl1containl1valuablel1

information.l1Thel1resultl1ofl1thel1experimentsl1conductedl1onl1thel1variationsl1of l1features revealed  

l1thatlthel1classifiersl1trainedl1onl1alllfeatures1performed1muchlbetterl1thanl1thel1onesl1trainlwhilel1disrega

rdingl1somel1featuresl1suchl1asl1POSl1andl1cardl1type.l1Basedl1 onl1thesel1empirical l1resultsl1  onel wouldl1 

expectl1 thatl1ifl1thel1FDSl1scoreslwere1provided,theyl1wouldl1contributel1importantlinformationl1 thusl1 

leadingl1tol1betterl1performance.l1Therel1wasl1nol1informationl1availablel1onl1thel1costl1ofl1investigationl1a

ssociatedl1withl1everyl1casel1createdl1byl1thel1FDS,l1therefore,l1thel1savingsl1froml1thel1usel1ofl1the l1systeml 

1trainedl1couldl1notl1bel1estimated.lBasedl1onl1thel1observedl1resultsl1onl1thel1predictionl1ofl1newl1cases,lone

l1couldl1expectl1thatl1thisl1approachl1mayl1reducel1thel1volumel1ofl1personall1investigationsl1leadingl1tol1pot

entiallyl1significantl1savingsl1forl1thel1FI.Currently,l1duel1tol1thel1highl1volumel1ofl1falsel1positivesl1flagge

dl1byl1thel1FDS,l1thel1FIl1hasl1setl1al1ratherhighl1thresholdl1forl1thisl1system.l1Therefore,l1therel1arel1casesl1that

l1arel1fraudulentl1butl1arel1being1missedl1(FN)l1byl1thel1FDS.l1Byl1institutingl1al1postprocessorl1systeml1suc

hl1asl1thel1ML,l1thel1FIl1hasl1theloptionl1ofl1loweringl1thel1thresholdl1andl1allowingl1FDSl1tol1flagl1morel1casesl

1forl1investigation.Anotherl1importantl1point1islthe1prevention1oflunnecessaryl1disturbancel1ofl1thel1cus

tomersl1whichl1mayl1leadl1tol1customerl1dissatisfaction.Inl1summary,l1patternl1recognitionl1forl1legitima

te/fraudl1occurrencesl1isl1inherentlyl1complexl1andl1sincel1legitimatel1cardholders'/l1fraudsters’l1pattern

sl1ofl1behaviorl1evolvel1overl1time,l1thisl1studyl1isl1a1basisl1forl1furtherl1research.l1Overalll1thisl1studyl1demo

nstratesl1thatl1thel1approachl1employedl1inl1this1lresearch,l1hasl1al1veryl1goodl1potentiall1ofl1identifyingl1thel1

legitimatel1transactionsl1froml1thel1 fraudulentl1ones.In Future Work, The potential of the trained 

system for the identification of legitimate transactions from the fraudulent ones, flagged by 

FDS, is promising but there is a need for the enhancement of its predictive accuracy. Some of 

the most important recommendations for future research, that can explore the possibilities of 

enhancements on the prototype and its potential deployment in credit card fraud detection are 

listed below: 

• Learning systems do the best they can with what they are given. It is quite possible 

that revising or adding new features may lead to much better performance for the same 

learning method [WEIS91 j. Sufficient and representative data are the foundation of 

all learning systems and this study showed that using all features produced classifiers 

with better performance. Therefore, for further improvement on the trained system, 

data requirements must be fulfilled. In this respect, two major requirements for further 

analysis are FDS scores and a larger fraud dataset. 
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• To form datasets with higher minority instances (i.e., 60:40, 70:30, etc. of fraud/non 

fraud cases) in order to explore the effect of class distribution on the performance of 

the classifiers and based on this evaluation to choose the most predictive classifier for 

use. 

• There are different learning techniques that can be applied to the same sample data. 

For a given application, some learning systems may be better than others. In general, 

there is no guarantee that any of these methods work or that any single method is 

necessarily the best. In this study one prominent learning software (See5) was utilized. 

The two other well-known software, namely, CART [2] and RIPPER [10] should also 

be examined. These software have been applied in real world problems such as credit 

card fraud detection and they have shown impressive results. By employing different 

techniques the performance can be measured and the algorithm which yields the best 

performance can be selected. 

• As discussed before, fraud environment is dynamic, therefore, the system being 

designed must be adaptive to changing fraud environment. 
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APPENDIX A 

CARDHOLDERS GLOSSARY 

A.1 NOMENCLATURE 

ABM - Automated Banking Machine  

Attributes - See features 

Authorization - To be able to make a purchase by credit cards, cardholder’s FI must authorize the 

transaction from the central computer. 

Authorization Log - FI system keeps a record of all the authorizations that pass through its 

mainframe in a database called “authorization log’’ for future reference. 

Bias - A1preference1for1one1hypothesis1over1another. Since1in1 most1learning1situations1there1are 

a1variety1of1possible consistent1hypotheses, all1learning1algorithms have1some sort of bias. 

Cardholder File - All the information related to the cardholder is kept in this file for accounting 

purposes. 

Card Identification Device (CID) - Special security feature included in the magnetic stripe of 

American Express to counteract the counterfeiting process. 

Card Issuers (CIs) - Institutions that issue credit cards. 

Card Verification Value (CW) - Special security feature included in the magnetic stripe of VISA 

to counteract the counterfeiting process. 

Card Verification Code (CVC) - Special security feature included in the magnetic stripe of 

MasterCard to counteract the counterfeiting process. 

CBA - Canadian Bankers Association. 

Classification - To assign a specific class to a case. 

Classifier - A1decision-making1system1that1classifies1the1class1of1cases1based on the pattern instances 

it has learned, is called a1classifier. 1The simplest1way1of1representing1a1classifier1is1as1 a1black1box, 

1which1produces1a1decision1for1every1admissible1pattern1of1data1that1is1presented1to it. 1It1accepts a pattern 

of data as1input, 1and1produces1a1decision1as1output. 

Concept - A classification rule that partitions a domain into two parts: those instances that satisfy it 

and those that do not satisfy it. 
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Concept Learning - Inferring a Boolean-valued function from training examples of its input. 

Confusion Matrix - A matrix which pinpoints the kinds of errors made in the analysis. This matrix 

shows the detail breakdown of correctly and incorrectly classified cases. 

Credit Limit - The restricted maximum amount assigned by the FIs on each card issued to a 

cardholder. Any credit in excess of such limit will require the issuer’s authorization to enable any 

transaction above that limit. 

Decision Trees - 

Al1simplel1structurel1forl1inductivel1learning.l1Givenl1anl1instancel1ofl1thel1problem,l1specifiedl1byl1al1setl1ofl1featu

resl1andl1theirlvalues,1al1decisionl1treel1returnsl1al1“yes”l1orl“no”l1decisionl1aboutlthel1instanceTherefore,l1decisi

onl1treesl1arel1Booleanl1classifiers.l1Eachl1branchingl1nodel1inl1thel1treel1representsl1al1testl1onl1somel1aspectl1ofl1th

el1instance. 

Delinquent - In cases where the cardholder payment is less than the minimum amount, the credit 

rating of the cardholder is affected and the cardholder is considered delinquent. 

Error Rate - The most common measure for evaluating the performance of classifiers is error rate 

(1- accuracy. This ratio measures the percentage of incorrectly classified instances and has the 

implicit assumption that each error is equally important. 

False Negative - When the system misses a fraudulent transaction. 

False Positive - When the system flags a legitimate transaction as fraudulent. 

Features - The sets of potential observations relevant to a particular problem are referred to as 

features. Features are also known by other names such as ‘attributes’, and ‘variables’. 

Financial Institutions (FIs) - Banks, credit unions, trust companies, major retailers, etc. 

Floor Limit - There are merchants who have assigned a floor limit and purchases below that 

amount could be authorized by the merchant and need not be authorized through cardholder’s FI 

system. The limit set depends on the kind of business, the store location, type of merchandise or 

service and other factors. Any value in excess of the floor limit requires the authorization of the 

card issuer. 

Fraud Analyst - Human experts employed and trained by the FIs to follow up and investigate 

suspicious transactions in order to detect fraud. 

Inductive Learning - 

Inductivel1learningl1isl1al1kindl1ofl1learningl1inl1which,l1givenl1al1setl1ofl1instancesl1thel1systeml1triesl1to 

11estimatel1orl1createl1anl1evaluationl1function.l1Mostl1inductivel1teaminglisl1supervisedl1learning,l1inl1whichl1ex
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amplesl1arel1providedl1withl1classification.l1Morel1formally,l1anl1examplel1isl1al1pairl1ofl1(x,l1ffl1x)l1wherel1xl1isl1thel1

inputl1andl1f(x)lis1thel1outputl1ofl1thel1functionl1appliedl1tol1x.l1Thel1taskl1ofl1inductionl1is,l1givenl1al1setl1ofl1example

sl1ofl1fl1findl1al1hypothesisl1hl1thatl1approximatesl1f. 

. 

Learning - An approach to improve problem solving through experience. It is “an increase in 

knowledge when knowledge is knowledge in principle.” 

Machine Learning - Class of programs and algorithms that improve through experience. These 

programs search over a large space of hypothesis to find the one that best fits to the characteristics 

of the training data. 

Magnetic Stripe - A dark, machine-readable stripe on the back of the plastic cards for storing card 

holder information. 

Mainframe - Central computer of FIs in charge of a number of important activities such as 

processing the incoming transactions for authorization, record tracking, issuing monthly statements, 

and so on. 

Merchant File - For accounting purposes FIs keep merchant records and information in a file 

called “merchant file”. 

Neural Networks - A class of knowledge-based models in AI. 

Negative File - Due to the fact that having a copy of each VISA cardholder in the FI’s system is not 

practical, all the card numbers that have been considered fraudulent internationally, are included in 

a file called ’negative file’ which is updated quite frequently with the occurrence of new fraud 

cases. 

Noise - When there is contradictory information in the data such as two or more examples with the 

same descriptions (in terms of the attributes) with different classifications. In other words, 

examples might have exactly the same description but a different classification is assigned to them. 

This means that some of the data are incorrect. If this happens then the decision tree learning 

algorithm must fail to find a decision tree consistent with all the examples. This happens when data 

is labeled incorrectly (e.g., the examples were positive but were labeled as negative) 

Off-line - When the system is not connected to a computer or data communications network. 

On-line Authorization - When authorization of a transaction uses equipment which is connected to 

a computer or data communications network and is carried out in real time. 
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Personal Identification Number (PIN) - The security code assigned to the card to be used in an 

Automated Banking Machine (ABM). 

Point of Sale (POS) - Location at a merchant where a customer makes a purchase. 

Point of Sale (POS) Terminal - A machine placed in a merchant location which is connected to 

the FI's on-line authorization system via a modem, designed to authorize, record and forward data 

for each transaction. 

Posted Transaction File - This file keeps a record of all the current transactions that a cardholder 

has made and as yet has not posted to the statement This file calculates the current balance of every 

account, keeps a record of them and at the end of the month this information will be posted to the 

cardholder's statement. 

Smart Cards - Smart cards feature a microprocessor memory chip as well as data encoded on its 

magnetic strip. 

Stand In Processing - In occasions when FI’s mainframe is non-functional for authorization, the 

Tandem does the authorization considering two criteria: (1) the ‘negative file’, (2) an assigned floor 

limit. 

Statement - A list of all the cardholder’s transactions during one accounting period. 

Statement File - This file is used for keeping track of the statement balances and payments. At the 

end of the cardholder’s cycle the accumulated transactions will be sent to this file. The monthly 

statement for the cardholder is printed out of this file. 

Supervised Learning - 1Any1situation1in1which1both the inputs1and1outputs of a component1can be 

observed. 

Swipe Machine - Same as the POS machine (see Point of Sale). 

Tandem - A non-stop, central computer being used by FIs to process all the incoming transactions 

and route them to proper place for authorization. Also in the absence of mainframe it does the 

‘stand in’ processing. 

Test Set - A set of instances and their classifications used to test the accuracy of a learned system. 

The training set is used to create the classifier. The test set is used to validate the performance of 

the classifier. 

Training Set - A training set is a set of problem instances (described as a set of features and their 

values), together with a classification of the instance. Training sets are used in supervised learning. 

Transaction - A cardholder makes a purchase using a credit card. 
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True Negative - When the transaction is legitimate and normal. True Positive - When the 

transaction is fraudulent and system hits it. 

Unsupervised Learning - When there is no information about what the correct outputs are. 

Unsupervised learners can learn to predict future percepts based on present ones, but cannot leam 

which actions to take without a utility function. 

Voice Authorization - There are merchants who do not have POS machines and have to call their 

FI and ask for authorization. 

A - Transaction authorized  

D - Transaction declined  

K - Card keyed  

S - Card swiped  

R - Transaction referred to FI staff  

P - Card has to be picked up  

N - Transaction is legitimate  

Y - Transaction is fraud  

FP - False Positive  

FN - False Negative  

TP - True Positive  

TN - True Negative  

ML - Machine Learning  

NN - Neural Network  

CV - Cross Validation  

DT - Decision tree  

BDT- Boosted decision tree. 


