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ABSTRACT 
 

Data classification is an important data mining problem that aims to determine 

the membership of different data points to a number of different sets. Traditional 

approaches that are based on partitioning the data sets into two groups perform 

poorly for multi-class data classification problems. A new data classification method 

based on mixed-integer programming is presented in this thesis. The proposed 

approach is based on the use of hyper-boxes for defining boundaries of the classes 

that include all or some of the points in that set. A mixed-integer programming model 

is developed for representing existence of hyper-boxes and their boundaries. In 

addition, the relationships among the discrete decisions in the model are represented 

using propositional logic and then converted to their equivalent integer constraints 

using Boolean algebra. The proposed approach for multi-class data classification is 

illustrated on an example problem.  The efficiency of the proposed method is tested 

on two separate data sets; the well-known IRIS data set and the protein folding type 

data set. The computational results on the illustrative example and the benchmark 

problems show that the simplicity and accuracy of the proposed method provides 

scientific insight into the multi-class data classification problems. 
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i training samples (i=Sample1, Sample2, …, SampleI) 

j test samples (j=Sample1, Sample2, …, SampleI) 

k class types (k=Class1, Class2, …, ClassK) 

l hyper-boxes that encloses a number of data points belonging to a class 

(l=1,..,L) 

m attributes (m=1,..,M) 

n bounds (n=lo, up) 

C small scalar 

Q large parameter 

M total number of attributes 

L total number of hyper-boxes 
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not 

YPBNilmn Boolean variable to indicate whether the data point i is within the bound n 

with respect to attribute m of box l or not 
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Chapter 1 

 

INTRODUCTION 

 

Data plays an important role in every decision process. Due to recent advances in 

hardware and software technologies, large quantities of data can be acquired, processed and 

stored. However, the ability to acquire, process and store the data is not sufficient in 

modern decision processes. The objective of data mining is to use discovered patterns to 

explain current behavior or to predict future outcomes. There are a large number of data 

mining methods and their implementations available. Data Classification is an important 

data mining problem that aims to determine the membership of different data points to a 

number of different sets [1]. 

1.1 Data Classification 

Classification is a supervised learning strategy that analyzes the organization and 

categorization of data in distinct classes [2]. Generally, a training set, where all objects are 

already associated with known class labels, is used by classification approaches. The data 

classification algorithm learns from this training set by using input attributes and builds a 

model to classify new objects, in other words predicts output attribute values. Output 

attribute of the developed model is categorical. For instance, a bank could try to understand 

the behavior of its customers via analyzing their credit, and customers can be assigned 

three possible labels; “safe”, “risky”, and “very risky”. The generated model could be used 

to either accept or reject credit request in the future [1].  
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Classification, also known as supervised data mining technique, is one of the 

important strategies in knowledge discovery using databases. Classification has some 

significant differences from a related data mining technique, clustering. The class labels 

and the number of classes are not known in clustering. On the other hand, the class labels 

and the number of classes are known a priori for classification. In addition, there is not any 

output attribute in clustering; thus clustering algorithms try to group instances into two or 

more classes by using some measure of cluster quality [3]. Unlike clustering, prediction has 

an output attribute. However, the purpose of prediction is to determine future outcome 

rather than current behavior. In classification, output attribute is categorical, whereas the 

output attribute of predictive model can be either categorical or numerical. Classification 

emphasizes on building models that able to assign new instances to one of a set of well-

defined classes [2]. 

Typical classification algorithms have three basic steps; model construction, model 

evaluation, and model use [1]. Each instance in training set is assumed to belong to a 

predefined class and using the input attributes the model is obtained in the model 

construction step. The model can be represented in different forms such as mathematical 

formulae, rule, etc. The next step, model evaluation, is the estimation of accuracy of the 

model based on a test set: known labels of each of the test samples are compared with the 

results of the model. The percentage of test set samples that are correctly classified by the 

model gives the accuracy value obtained. Selecting the instances of the test set is very 

critical: the test set must be independent of training set in order to get reliable results. 

Finally, the model is used to classify the unseen samples by assigning labels for them. 

There are many application examples for classification in finance [2, 3], business 

[3], health care [2], sports [2], engineering [2, 4] and science [4]. In finance, especially in 

risk management, data classification is used to determine insurance rates, manage 

investment portfolios, and differentiate between individuals who have good or poor credit 
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risks [3]. Furthermore, financial institutions use data classification to detect which 

customers are using which products so they can offer the right mix of products and services 

to better meet customer needs. Another application used by financial institutions is fraud 

detection in credit card and large cash transactions [2]. 

Customer Relationship Management (CRM) is a well-known application of data 

classification in business that involves the management of interactions with customers [3]. 

For this purpose, information related to each customer is collected and this data are used to 

increase the efficiency of interaction with the customers in all stages. In CRM, 

classification is generally used to assign a score to a particular customer or prospect 

indicating the likelihood that the individual will behave in such a way that revenues and 

customer satisfaction levels are improved. For example, the inclination to respond to a 

particular offer or to switch to a product form a competitor could be measured by a score. 

Moreover, characterization of customer segmentation into groups with similar behavior, 

such as buying a particular product, can be identified by classification. Consequently, data 

classification models can add tremendous value to organizations both in finance and 

business [2, 3]. 

In health care, medical diagnosis and the effectiveness of a treatment can be 

analyzed by the help of classification [2]. For instance, information about the patients who 

have had a heart attack or who have had not yet is collected. The risk of a person having a 

heart attack can be predicted using data classification methods. By using these risk values, 

some precautions are taken and some medical treatments are applied to the person with a 

high risk [2]. From the other perspective, the outcome of a back surgery for a patient can be 

guessed by using the information about the patients who have had similar treatment in the 

past [4]. In the case of sports, the data related to past matches between the teams are 

collected. While playing the chance games, gamblers use these past data and guess the 
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result of the incoming match and the winner. This application has been also used for horse 

racing and lottery [2]. 

Data classification has a wide range of security related applications as well: 

fingerprint and facial recognition are the most studied topics. Another widely used 

application of data classification is in the area of bioinformatics; classification methods are 

being used in order to get valuable information on the characteristics of genes and proteins. 

Many classification methods are used in micro array analysis to predict sample phenotypes 

based on gene expression patterns [4]. Another problem in bioinformatics that attracted a 

lot of attention in the literature is the prediction secondary structure of a protein from its 

amino acid sequence [4]. Moreover, protein folding type prediction is also studied with 

different classification methods [4]. In conclusion, data classification is an important 

problem that has applications in a diverse set of areas ranging from business to 

bioinformatics. 

There exists a broad range of methods for data classification problem including 

Decision Tree Induction [2], Association-Based Classification [2], Neural Networks (NN) 

[4], Bayesian Classifier [2], K-nearest Neighbor [2], Genetic algorithms [4], Rough Set 

Theory [2], Fuzzy Sets [4], Statistical Regression [2] and Support Vector Machines (SVM) 

[4]. Decision trees are the popular structures that look like flow-chart trees and are 

constructed using only those attributes best able to differentiate the concepts to be learned. 

A decision tree is built by initially selecting a subset of instances from a training set. The 

algorithm uses this subset and constructs the decision tree. The remaining training set 

instances are used to test the accuracy of the constructed tree. Conversely, association rules 

have the ability to find relationships in large databases without having the restriction of 

choosing a single output attribute [2]. A neural network is a data structure that tries to 

simulate the behavior of neurons in a biological brain. Network is composed of layers of 

units interconnected. From one unit to other, messages are passed along the connections. 
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Through this transfer, message can change based on the weight of the connection and the 

value in the node. Although the prediction accuracy is generally high, neural networks need 

long training time and understanding the learned function is very difficult [4]. Another 

classification method is a statistical classifier named as Bayesian Classifier that calculates 

explicit probabilities for hypothesis based on Bayes theorem and uses probabilistic 

learning. It performs well with large data sets and exhibits high accuracy [2]. K-nearest 

classifier has a different approach which classifies a new instance with the most common 

class of its k-nearest neighbors. Computational time can be improved by comparing 

instances to be classified with a subset of typical instances taken from each class 

represented in the data. However, this approach produces a high classification error rate 

when dealing with instances having irrelevant attributes [2]. Genetic Algorithms are used 

in data classification problems that are difficult to solve using conventional methods. It is 

based on Darwinian principle of natural selection; crossover and mutation are the most 

widely used genetic operators. In a basic genetic learning algorithm, a population P of n 

elements is initialized which often referred to as chromosomes. A fitness function is used 

to evaluate each element of current solution. If an element passes fitness criteria, it remains 

in P. By using genetic operators new elements are created and added to the population. 

This procedure is carried on until a specified termination condition is satisfied. Rough Set 

Theory (RST) can be approached as an extension of the Classical Set Theory [2]. Rough 

sets are considered as the sets with fuzzy boundaries, in other words the sets that cannot be 

precisely characterized using the available set of attributes. In data classification, it is 

inconvenient to describe the similarity among data with the indiscerniblity relation because 

two data x and z can not be guaranteed in the same class even though a couple of data x and 

y are contained in the same class and another couple of data y and z are also contained in 

the same class. In other words, the transitivity property is not always useful in the problem 

of data classification. This non-transitivity property is more salient for the data within the 
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boundary region. For this reason, a tolerant relation appropriate for the data classification 

problem is studied by some researchers. In contrast, Fuzzy Sets are based on Fuzzy Logic 

[4]. Fuzzy logic is an extension of Boolean logic (YES or NO) dealing with the concept of 

partial truth. Whereas, classical logic holds that everything can be expressed in binary 

terms (0 or 1, yes or no), fuzzy logic replaces Boolean truth values with degrees of truth. It 

was first introduced in 1965 by Prof. Lotfi Zadeh at the University of California, Berkeley. 

Another method, Statistical Regression is a supervised technique that generalizes a set of 

numeric data by creating a mathematical equation relating one or more input attributes to a 

single output attribute. In general, linear regression is appropriate when the relationship 

between the input and output attributes is nearly linear [2]. SVMs are based on statistical 

learning theory that operate by finding a hyper surface that will split the groups so that the 

distance between the hyper surface and the nearest of the points in the groups has the 

largest value. SVMs generally give high accuracy values and are quite efficient [4]. 

While evaluating the data classification methods, some important properties of the 

model have to be considered in detail. Firstly, methods are usually evaluated on the test 

data. Prediction accuracy, ability of the model to correctly predict the class label, is a very 

considerable point for evaluation. Most of the comparisons between the models are done by 

looking directly to these prediction accuracy values. On the other hand, time to construct 

the model and time to use it also has a big role in real life applications. For a preferable 

data classification model, computational time must be reasonable. Thirdly, for an ideal data 

classifier, it should have a few parameters to tune in the system as possible. In Neural 

Networks, the weights between the nodes have to be adjusted. Since all of the existing 

weights need to be optimized, it is not easy to incorporate the domain knowledge and they 

possess a long training time. Moreover, it is difficult to understand the learned function. 

Similarly, SVM method has the biggest limitation of choosing the kernel function. Once 

the kernel is fixed, SVM classifiers have only one user-chosen parameter, error penalty. 
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However, kernel is a very important decision criterion. Another important characteristic of 

an ideal data classifier is the ability to form a decision boundary that minimizes the amount 

of misclassification for all of the overlapping classes in the training set.  

Some of the methods mentioned above can only be used for the two class cases, 

such as yes (class1) or no (class 2). However, the number of classes to be classified is 

generally more than two in real life problems. Existing methods can be somehow modified 

or developed for multi-class case. In that situation, the accuracy values of the models 

decrease [4]. For instance, SVMs are originally a model for two class problems and are 

more effective. For multi-class case, combinations of SVMs should be used. Since SVMs 

use some approximation algorithms in order to reduce the computational time, increasing 

number of these approximation algorithms causes the degradation of classification 

performance. Thus, the performance does not improve as much as in binary case. 

Therefore, there is a need for new approaches that are able to address multi-class problems 

effectively. In this study, a novel mixed-integer programming approach for multi-class data 

classification problem has been developed. The proposed approach is based on the use of 

hyper-boxes for defining boundaries of the classes that include all or some of the points in 

that set. The computational results on the studied datasets show that the suggested method 

is accurate and efficient on multi-class data classification problems. 

1.2 Contributions  

This thesis presents a new mathematical programming method for multi-class data 

classification problems. A mixed-integer programming model is developed for representing 

existence of hyper-boxes which define the boundaries of the classes for the training set. 

The performance of the model is tested by the testing part of the proposed method. Main 

contributions of this thesis can be summarized as follows: 
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The suggested model can be used for both binary and multi-class cases without any 

modifications or additions. Hence, the performance of the model is always high and does 

not decrease in any class related changes.  

On the other hand, the proposed model has only one parameter to be initialized and 

no need to adjust this parameter during the training of the model. Furthermore, the model 

can operate satisfactorily without a priori knowledge about the underlying distribution of 

the data. These properties make the model simple, easily understandable and attractive. 

One of the most important contributions is that the proposed data classification 

method based on mixed-integer programming allows the use of hyper-boxes for defining 

boundaries of the classes that enclose all or some of the points in that set. Consequently, 

using hyper-boxes for multi-class data classification problems is accurate because of the 

well-construction of boundaries of each class. This lack of misclassifications in the training 

set indirectly effects and improves the prediction accuracy of the model. This is the reason 

behind the high classification accuracy values obtained by the developed model. 

If we take a part from the computational time perspective, the construction of the 

suggested model is not time consuming. Preparation of the necessary data for the model 

could only take 3-5 minutes. However, time to run the model and get the results need some 

time related to the dimensionality of the problem. As observed from the worked data sets, 

this time is reasonable and less than the other methods used for these data sets. 

 The proposed model in this thesis has good accuracy values on the studied data 

sets. Hence, the developed multi-class data classification model is as accurate as the other 

models used including NN, SVM, Fuzzy Sets, Tolerant Rough Set, Singular Value 

Decomposition, etc.  

In summary, by the development of this new approach, solutions to multi-class data 

classification problems can be obtained and improvement in the prediction accuracy is 

addressed. In addition to this, the simplicity and the understandability of the proposed 
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model are preferable. In overall, the suggested model is attractive with respect to above 

characteristics. 

1.3 Outline 

This thesis contains five chapters. Chapter 2 provides a literature review on data 

classification summarizing distinct methods reported including the mathematical 

programming based approaches with the results on the studied datasets.  The developed 

multi-class data classification approach is presented in Chapter 3. The mixed-integer 

programming formulation for the training part of the problem and the testing algorithm are 

discussed in detail. The method is also illustrated on a small illustrative example in Chapter 

3. The applications of the proposed approach on two separate benchmark data sets are 

illustrated in Chapter 4: the well-known IRIS data set and the protein folding type data set. 

The efficiency of the proposed method on these benchmark problems is tested and results 

are examined in detail.  The thesis is concluded with short summary, conclusions, and 

directions on future research work. 
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Chapter 2 

 

LITERATURE REVIEW 

Classification problems have been intensively studied by a diverse group of 

researchers including statisticians, engineers, biologists, computer scientists. There are 

variety of methods for solving classification problems such as neural networks (NN), fuzzy 

logic, support vector machines (SVM), K-nearest neighbor approach, tolerant rough sets, 

and linear programming [5]. In this chapter, a literature review on data classification 

methods and an important problem, prediction of folding type of proteins, is provided. 

2.1 Literature Review on Data Classification Methods 

An overall view of classification methods is published by Weiss & Kulikowski [6]. 

In this book, available classification and prediction methods from statistics, neural 

networks, machine learning and expert systems are reviewed. Hand [7] investigates the 

statistical approach of data classification and pattern detection in the fields of medicine, 

psychology and finance. The estimation of error rates in discriminant analysis is explored 

by Lachenbruch & Mickey [8]. In this study, leave-one-out cross-validations tests are 

proposed for error estimation. N (number of data points) separate times, the classification 

function is trained on all the data except for one point and a prediction is made for that 

point in leave-one-out cross-validation tests. Average error is computed and used to 

evaluate the model. The evaluation given by this cross-validation test error is good, but 

computing the result of leave-one-out tests takes very long time. Kendall et al. [9] give a 

comprehensive exposition about the statistical approach of data classification and advance 

theory of statistics. The book by Hertz et al. [10] is one of the most detailed and reliable 

information guides for neural network approach in pattern recognition. The book gives an 
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introduction to neural computation and explains the theory of the neural network approach. 

On the other hand, Devijver & Kittler [11] concentrate on the K-nearest neighbor approach 

for data classification problems from the perspective of statistical approach. McLachlan 

studied on a thorough treatment of statistical procedures in discriminant analysis and 

pattern recognition [12]. 

One of the first papers published on data classification introduces fuzzy adaptive 

resonance theory (ART) which is a fast and reliable analog pattern clustering system. In 

this study, Carpenter and Grossberg combine the fuzzy logic with the idea of ART and try 

to develop an efficient classifier [13]. A general neural-network model for fuzzy logic 

control and decision systems including the data classification problem is discussed in [14]. 

Furthermore, Simpson [15] developed a fuzzy min-max classification neural network in 

which pattern classes are utilized as fuzzy sets. In this study, learning in the neural network 

was performed by properly placing and adjusting hyper boxes in the pattern space. 

Simpson defines a fuzzy set hyper-box as an n-dimensional box defined by a min and a 

max point with a corresponding membership function. The min-max membership function 

combination defines a fuzzy set, hyper-box fuzzy sets are aggregated to form a single fuzzy 

set class, and the resulting structure fits naturally into a neural network framework. 

Therefore, this classification system is referred as fuzzy min-max classification neural 

network. Since it uses only a min and a max point in the n-dimensional space and combines 

fuzzy sets with the neural network idea, this model has a different approach as compared to 

the proposed model in this thesis. All of the above classifications methods combine fuzzy 

logic with neural network. Thus, they are destined to have the same drawbacks as neural 

networks. The possibility of having the nonconvergent solution due to the wrong choice of 

initial weights and the possibility of having non-optimal solutions due to the local minima 

problem are important handicaps of neural network-based methods.     
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Rough set theory introduced by Pawlak [16] is a mathematical tool to deal with 

vagueness and uncertainty in machine learning and pattern recognition. Two applications 

of logic for classification using rough set approach are presented in [17]. The multi-model 

logics is employed for automatic feature selection while a rough-set-based inductive 

reasoning is used for discovering optimal feature set with respect to the quality of 

classification as well as for improving the performance of decision algorithms. Another 

approach in data classification is to use rough sets by tolerating the relationships among the 

objects for pattern classification [18]. A data classification method based on the tolerant 

rough set that combines the use of logic and the tolerance relation among the objects is 

presented in [19]. The performance of this approach is tested on the IRIS data [20] 

classification problem, which is also used in this thesis. Furthermore, Castro et al. [21] 

presented a method to learn maximal structure rules in fuzzy logic to deal with the IRIS 

data classification problem. Chen et al. [22], Hong et al. [23], Lin et al. [24] and Wu et al. 

[25] presented different methods to generate fuzzy rules from training instances based on 

genetic algorithms to deal with the IRIS problem. Most recently, Chen et al. [26] developed 

a new model based on distributions of training instances. They found two useful attributes 

of the IRIS data from the training instances that are more suitable to deal with the 

classification problem. Their proposed method achieves a higher average classification 

accuracy rate than existing methods.      

In recent years, SVM has been considered as one of the most efficient methods for 

two-class classification problems [27].  SVM is a new classification technique developed 

by Vapnik and his group [28].  SVM is able to generate a separating hyper surface in order 

to maximize the margin and produce good generalization ability.  However, the SVM has 

two important drawbacks. First, a combination of SVMs has to be used in order to solve the 

multi-class classification problems. Second, some approximation algorithms are used in 

order to reduce the computational time for SVMs while learning the large scale of data. On 
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the other hand, this computational improvement could cause less efficient performance 

values.  To overcome above problems, many variants of SVM are suggested including the 

use of SVM ensemble with bagging or boosting rather than using a single SVM [29]. Hsu 

et al. [30] compared the performance values of “all-together” and binary classification 

based methods such as “one-against-all”, “one-against-one” and directed acyclic graph 

(DAG) SVM. One-against-all method is the earliest used implementation for SVM multi-

class classification. It constructs k SVM models where k is the number of classes. The ith 

SVM is trained with all of the examples in the ith class with positive labels, and all other 

examples with negative labels. One by one each class is separated from the others. On the 

other hand, one-against-one method constructs k(k-1)/2 classifiers where each one is 

trained on data from two classes. In the testing part, if sign of the model says x is in the ith 

class, then the vote for for the ith class is added by one. Otherwise, the jth is increased by 

one. After all, x is predicted to be in the class with the largest vote. Direct acyclic graph 

SVM method’s training phase is same as the one-against-one method by solving k(k-1)/2 

binary SVMs. However, in the testing phase, is uses a rooted binary directed acyclic graph 

which has k(k-1)/2 internal nodes and k leaves. Each node is a binary SVM of ith and jth 

classes. Given a test sample x, starting at root node, the binary decision function is 

evaluated. Then, it moves either left or right depending on the output value. Therefore, it 

goes through a path before reaching a leaf node which indicates the predicted class. Hsu et 

al. [30] came up with the result that “one-against-one” and DAG binary classification 

methods are more suitable for practical use than the other methods. Nevertheless, for 

solving multi-class SVM in one step, a much larger optimization problem is required so 

experiments are limited to small data sets.  

In summary, a large number of data classification methods have been developed up 

to now; however each of them has some drawbacks which make them unattractive. Thus, 
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researchers have been studying to develop more accurate and more efficient methods or to 

improve the existing methods.    

2.2 Literature Review on Mathematical Programming Based Methods 

There have been some attempts to solve classification problems using mathematical 

programming (MP). A survey of MP discriminant methods is given by Joachimsthaler and 

Stam [31]. The mathematical programming approach to linear discriminant analysis was 

first introduced in early 1980’s. Since then, numerous mathematical programming models 

have appeared in literature. An extension and a complement to this, Erenguc and Koehler 

made a comprehensive review [32]. In their research, they formulate a typical mathematical 

programming (MP) approach as follows: 

Minimize f(w,c)        (2.1) 

Subject to: X1 w ≤ c1       (2.2) 

   X2 w ≥ ( c + ε)1      (2.3) 

   w ≠ 0        (2.4) 

 By this general formulation MP approach tries to determine a scalar c and a non-

zero vector wЄRp such that the hyper plane w’x = c partitions the p-dimensional ( p is the 

number of attributes) Euclidean space Rp into a closed half-space w’x ≤ c and an open half-

space w’x > c. In the formulation, ε represents an arbitrarily small positive number. 

Interior and exterior deviation terms for each group are defined for MP approaches. An 

interior deviation is the deviation from the hyper plane of a point properly classified. An 

exterior deviation is the deviation from the hyper plane of a point improperly classified. 

Many distinct MP methods with different objective functions are developed in literature. 

Minimizing the maximum exterior deviation, minimizing the weighted sum of exterior 

deviations, minimizing a measure of exterior deviations while maximizing a measure of 
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interior deviations, minimizing the number of misclassifications, and minimizing a 

generalized distance measure are some of the objective functions used by suggested MP 

based methods. Most of these methods modeled data classification as linear programming 

(LP) problems which optimize a distance function. Contrary to LP problems, mixed-integer 

linear programming (MILP) problems with minimizing the misclassifications on the design 

data set as an objective function are studied in this thesis. MP methods have certain 

advantages over the parametric ones. For instance, they are free from parametric 

assumptions and weights to be adjusted. Moreover, varied objectives and more complex 

problem formulations can easily be accommodated by using MP methods. On the other 

hand, obtaining a solution without any discriminating power, unbounded solutions and 

excessive computational effort requirement are some of the problems in MP based 

methods. Koehler [33] surveys these problems that may appear in MP formulations. There 

have been several attempts to formulate data classification problems as MILP problems 

[34-37]. Since MILP methods suffer from computational difficulties, the efforts are mainly 

focused on efficient solutions for two-group supervised classification problems. Although 

there exist ways to solve a multi-class data classification problem by means of solving 

several two-group problems, such approaches have also some drawbacks as mentioned in 

[38]. Hence, MP based heuristics are developed in order to tackle the multi class data 

classification problem directly. A heuristics extension of MP approach in order to improve 

the performance of multi-class supervised classification is proposed in [5]. In this research, 

a simulated data set is used to evaluate the performance of the developed heuristic. 

Computational results show that time consuming of the classification method decreases and 

solutions often close to global optimum are obtained. 

2.3 Literature Review on Protein Folding Type Prediction 

Proteins are the molecules of life that play a key role in realizing the functions of 

any biological organism. Discovery of the functions of proteins will enable us to 
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understand the principles of life and working mechanisms of any organism. In the case of 

humans, this discovery will lead to the design of new drugs that will regulate the functions 

of proteins in order to improve the quality of life. Functions of proteins are highly 

correlated to their three dimensional structure. There exist some experimental methods to 

determine the protein structure including X-ray diffraction and nuclear magnetic resonance 

(NMR). These experimental methods require long experimental times and large amounts of 

resources. In order to overcome these shortcomings of experimental methods, researchers 

have developed a host of methods to predict the protein structures. Due to the importance 

of protein structure in understanding the biological and chemical activities in any biological 

system, protein structure determination and prediction has been a focal research subject in 

computational biology and bioinformatics.  

Proteins are classified according to their secondary structure content, considering α-

helices and β-sheets. Levitt et al. [39] were the first researchers who propose such a 

classification with four basic types. ”All-alpha” proteins consist almost entirely (at least 

90%) of α -helices. ”All-beta” are the ones composed mostly of β-sheets (at least 90%) in 

their secondary structures. There are two intermediate classes which have mixed α-helices 

and β-sheets. ”Alpha/beta” proteins have approximately alternating, mainly parallel 

segments of α –helices and β-sheets. The last class,”alpha+beta” has mixture of all alpha 

and all beta regions, mostly in an anti-parallel fashion. It is postulated that overall folding 

type of a protein depends on its amino acid composition [40]. There have been several 

methods proposed to exploit this postulate for predicting folding type of a protein. Chou 

[41] developed a new prediction algorithm which incorporates coupling effect between 

different amino acid components. By the help of this component-coupled algorithm, 

prediction quality was significantly improved. Another important progress in this area was 

achieved by Bahar et al. [42]. In this study, they proposed a compact lattice model to 

clarify the success in predicting structural class from amino acid composition and achieved 
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81% accuracy value by the help of singular value decomposition method. In this method, 

each protein is represented by a 19-dimensional array of fluctuations in fractions of 

residues of different types. The jth element of this vector is the difference between the 

composition of the amino acid type j and the average fraction of amino acid j in the group 

of n structures. The distance of a protein from the four type of structural classes are 

calculated using 19-dimensional array of the protein by applying singular value 

decomposition method. The smallest of the four distances obtained for each protein 

determines the structural class of that protein. Although they use the same data set and 

mathematically identical method with Chou, their accuracy is somehow less. They explore 

this puzzling difference and came up with the result that the data files used in these studies 

are different. Chou used files that contained fewer residues (chains of amino acids) 

compared with intact Protein Data Bank (PDB) files. Eisenhaber et al. [43] found that 

component coupling effect between amino acid components did not improve the class 

prediction, using a different dataset constructed according to their definition. In order to 

clarify this paradox, Zhou [44], Chou et al. [45] and Cai [46] showed that component-

coupled algorithm significantly improved the prediction accuracy. The reasons why 

Eisenhaber et al. come up with that result are misusing the component-coupled algorithm 

and using a conceptually incorrect rule to classify protein structural classes. On the other 

hand, Bu et al. [47] come up with a new idea, using amino acid index rather than 

composition in order to predict the structural classes. The overall predictive accuracy of the 

new proposed method for the jackknife test was 5-7% higher than the accuracy based only 

on the composition. However, many researchers continued studying on the first case, based 

on only the amino acid composition. Cai et al. [48] applied T. Kohonen’s self-organization 

neural network on two data sets composed of 277 and 498 domains, respectively. They 

showed that this approach can be a powerful tool for protein structural class prediction. 

Furthermore, support vector machine (SVM) method was performed based on the same 
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data sets by [49]. The SVM method applies for two class problems. Thus,”one-against 

other” method is used to transfer it into two class problems. Consequently, the prediction of 

folding types from amino acid composition alone is an important topic, which has been the 

object of many recent researches.  

 In conclusion, there exists restricted number of methods for multi class data 

classification problems in literature. This thesis addresses the need for efficient and reliable 

methods for multi class problems by introducing a new mixed-integer programming 

approach. Moreover, the important and widely used data sets, the well-known IRIS data set 

and the protein folding type data set, are studied to analyze the performance of the 

developed model. The results on these data sets show that the prediction accuracy of the 

developed model is better than the existing data classification models in literature. 

Furthermore, developed model gets rid of some drawbacks of the available multi class data 

classification models with only one adjustable parameter, rather short learning time, no 

need to know the underlying distribution of the data and well-construction of the class 

boundaries.  
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Chapter 3 

 

PROBLEM FORMULATION FOR MULTI-CLASS DATA CLASSIFICATION 

 

The objective in data classification is to assign data points that are described by 

several attributes into a predefined number of classes. Figure 3.1.a shows a schematic 

representation of the classification of multi-dimensional data using hyper-planes. Although 

the methods that are based on using hyper-planes to define the boundaries of classes can be 

efficient in classifying data into two sets, they are inaccurate and inefficient when data 

needs to be classified into more than two sets.  On the other hand, the use of hyper-boxes 

for defining boundaries of the sets that include all or some of the points in that set as shown 

in Figure 3.1.b can be very accurate on multi-class problems. 

It may be necessary to use more than one hyper-box in order to represent a single 

class as shown in Figure 3.1.b. When the classes that are indicated by square and circle 

data points are both represented by single hyper-box respectively, the boundaries of these 

hyper-boxes overlap requiring more than a single hyper-box.  If a region of the attribute 

space is assigned to more than one class, it is possible that a new data point is classified 

into more than a single class.  In order to eliminate this possibility, more than one hyper-

box must be used to include all of the data points that belong to a class into the same class. 

A very important consideration in using hyper-boxes is the number of boxes used to define 

a class.  If the total number of hyper-boxes is equal to the number of classes (i.e., exactly 

one hyper-box classifies all data points of the same class), then the data classification is 

very efficient.  On the other hand; if there are as many hyper-boxes of a class as the 

number of data points in a class (i.e., each data point of a particular class is represented by 

a separate hyper-box), then the data classification is inefficient. 
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a) using hyper-planes    b) using hyper-boxes 

   Figure 3.1. Schematic representation of classification of data. 

The data classification problem based on this new idea is considered in two parts: 

training and testing.  The objective of the training part is to determine the characteristics of 

the data points that belong to a certain class and differentiate them from the data points that 

belong to other classes. That is to say, boundaries of the classes are formed by the 

construction of hyper-boxes. After the distinguishing characteristics of the classes are 

determined, then the effectiveness of the classification must be tested. In order to do that, 

the predictive accuracy of the developed model is performed on a test data set. 

3.1. Training Problem Formulation for Multi-Class Data Classification 

Training part studies are performed on a training data set composed of a number of 

instances i. The data points are represented by the parameter aim that denotes the value of 

attribute m for the instance i. The class k that the data point i belongs to are given by the set 

Dik. Each existing hyper-box l will enclose a number of data points belonging to the class k. 
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Moreover, bounds n (lower, upper) of each hyper-box will be determined by solving the 

training problem. 

Given these parameters and the sets, the following Boolean variables are sufficient 

to model the data classification problem with hyper-boxes as depicted in Figure 3.1.b. YBl 

is a Boolean variable that indicates whether the box l is used or not. The position (inside or 

outside) of the data point i with regard to box l is represented by YPBil . The assigned class 

k of box l and data point i is symbolized by YBClk  and YPCik , respectively. If the data point 

i is within the bound n with respect to attribute m of box l, the Boolean variable YPBNilmn is 

“yes”, otherwise “no”. Similarly, YPBMilm represents the Boolean variable which indicates 

whether the data point i is within the bounds of attribute m of box l or not. Finally, YP1ik 

and YP2ik indicate the misclassification type 1 and type 2 of data points.  

The relationships among these Boolean variables can be represented using the 

following propositional logic [50-52]: 

 

     il
l

YPB i∀∨  (3.1) 

     ik
k

YPC i∀∨  (3.2) 

     il ik
l k

YPB YPC i⇔ ∀∨ ∨  (3.3) 

    l lkk
YB YBC l⇒ ∀∨  (3.4) 

    ,lk ili
YBC YPB l k⇒ ∀∨  (3.5) 

    ,lk iki
YBC YPC l k⇒ ∀∨  (3.6) 

      , ,ilmn ilmn
YPBN YPBM i l m⇒ ∀∧  (3.7) 

      ,ilm ilm
YPBM YPB i l⇒ ∀∧  (3.8) 
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      ,ik ik ikYPC YP1 i k D⇒ ∀ ∉  (3.9) 

      ,ik ik ikYPC YP2 i k D¬ ⇒ ∀ ∈  (3.10) 

 

The Eqs. (3.1) and (3.2) state that every data point must be assigned to a single 

hyper-box, l, and a single class, k, respectively. The equivalence between Eqs. (3.1) and 

(3.2) is given in Eq. (3.3); indicating that if there is a data point in the class k, then there 

must be a hyper-box l to represent the class k and vice versa.  The existence of a hyper-box 

implies the assignment of that hyper-box to a class as shown in Eq. (3.4).  If a class is 

represented by a hyper-box, there must be at least one data point within that hyper-box as 

in Eq. (3.5). In the same manner, if a hyper-box represents a class, there must be at least a 

data point within that class as given in Eq. (3.6).  The Eq. (3.7) represents the condition of 

a data point being within the bounds of a box in attribute m.  If a data point is within the 

bounds of all attributes of a box, then it must be in the box as shown in Eq. (3.8).  When a 

data point is assigned to a class that it is not a member of, type 1 penalty applies as 

indicated in Eq. (3.9).  When a data point is not assigned to a class that it is a member of, 

type 2 penalty applies as given in Eq. (3.10).  In mathematical programming applications, 

there is one-to-one correspondence between a Boolean variable and a binary variable [50]. 

The value of True for a Boolean variable is equivalent to the value of 1 for the 

corresponding algebraic variable. The same argument applies between False and 0.  In 

addition, it is possible to obtain exact algebraic equivalent of propositional logic 

expressions. The correspondence between propositional logic expressions and their 

equivalent algebraic representations are given in Table 3.1. 
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Table 3.1. The correspondence between propositional logic and algebraic inequalities. 

Logical Relation Boolean Expression Algebraic Constraint 

OR (∨) Y1∨Y2∨…∨Yr y1+y2+…+yr≥1 
AND (∧) Y1∧Y2∧…∧Yr y1≥1 

y2≥1 
… 

yr≥1 
EXCLUSIVE OR (∨) Y1∨Y2∨…∨Yr y1+y2+…+yr=1 

IMPLICATION (Y1⇒Y2) ¬Y1∨Y2 1-y1+y2≥1 

EQUIVALANCE (Y1⇔Y2) (¬Y1∨Y2)∧(Y1∨¬Y2) y1-y2=0 

 

Using the information in Table 3.1, Boolean equations that represent the 

construction of hyper-boxes are one by one converted to corresponding algebraic formats. 

The algebraic equivalents of the propositional logic expressions in Eqs. (3.1)-(3.10) are 

given as follows: 

 

 1     il
l

ypb i= ∀∑  (3.11) 

 1     ik
k

ypc i= ∀∑  (3.12) 

      il ik
l k

ypb ypc i= ∀∑ ∑  (3.13) 

      lk l
k

ybc yb l≤ ∀∑  (3.14) 

 0     ,lk il
i

ybc ypb l k− ≤ ∀∑  (3.15) 

 0     ,lk ik
i

ybc ypc l k− ≤ ∀∑  (3.16) 

 N 1     , ,ilmn ilm
n

ypbn ypbm i l m− ≤ − ∀∑  (3.17) 
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 M 1     ,ilm il
m

ypbm ypb i l− ≤ − ∀∑  (3.18) 

 0     ,ik ik ikypc yp1 i k D− ≤ ∀ ∉  (3.19) 

 1     ,ik ik ikypc yp2 i k D+ ≥ ∀ ∈  (3.20) 

 

In order to define the boundaries of hyper-boxes, two continuous variables are 

defined. Xlmn is the one that models bounds n for box l on attribute m. Correspondingly, 

bounds n for box l of class k on attribute m are symbolized by the continuous variable 

XDl,k,m,n. 

The following mixed-integer programming problem models the training part of data 

classification method using hyper-boxes: 

 ( )min    ik ik l
i k l

z yp1 yp2 c yb= + +∑∑ ∑  (3.21) 

subject to 

      , , , ,lkmn im ilXD a ypb i k l m n n lo≤ ∀ =  (3.22) 

      , , , ,lkmn im ilXD a ypb i k l m n n up≥ ∀ =  (3.23) 

     , , ,lkmn lkXD Q ybc k l m n≤ ∀  (3.24) 

 nmlXXD
k

lmnlkmn ,,∀=∑  (3.25) 

 (1/ )( )     , , ,ilmn lmn imypbn Q X a i l m n n up≥ − ∀ =  (3.26) 

 (1/ )( )     , , ,ilmn im lmnypbn Q a X i l m n n lo≥ − ∀ =  (3.27) 

 Eqs. (3.11)-(3.20)  

 { }, 0,  , , , , , , , 0,1lmn lkmn l lk il ik ilmn ilm ik ikX XD yb ybc ypb ypc ypbn ypbm yp1 yp2≥ ∈  (3.28) 

The objective function of the mixed-integer programming problem is to minimize 

the misclassifications in the data set with the minimum number of hyper-boxes. In order to 
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eliminate unnecessary use of hyper-boxes, the unnecessary existence of a box is penalized 

with a small scalar c in the objective function.  The lower and upper bounds of the boxes 

are given in Eqs. (3.22) and (3.23), respectively.  The lower and upper bounds for the 

hyper-boxes are determined by the data points that are enclosed within the hyper-box.  Eq. 

(3.24) enforces the bounds of boxes exist if and only if this box is assigned to a class.  Eq. 

(3.25) is used to relate the two continuous variables that represent the bounds of the hyper-

boxes.  The position of a data point with respect to the bounds on attribute m for a hyper-

box is given in Eqs. (3.26) and (3.27).  The binary variable ypbnilmn helps to identify 

whether the data point i is within the hyper-box l.  Two constraints, one for the lower 

bound and one for the upper bound, are needed for this purpose (Eqs. (3.26) and (3.27)).  

Since these constraints establish a relation between continuous and binary variables, a large 

parameter, Q, is included in them. The model includes all of the algebraic constraints on 

binary variables that are constructed from propositional logic. Finally, last constraint gives 

non-negativity and integrality of decision variables. By using this MIP formulation, a 

training set can be studied and the bounds of the classes can be determined for a data 

classification problem.    

3.2. Testing Problem for Multi-Class Data Classification 

The testing problem for multi-class data classification using hyper-boxes is straight 

forward. If a new data point whose membership to a class is not known arrives, it is 

necessary to assign this data point to one of the classes. There are three possibilities for a 

new data point when determining its class: 

i. the new data point is within the boundaries of a single hyper-box 

ii. the new data point is within the boundaries of more than one hyper-box 

iii. the new data point is not enclosed in any of the hyper-boxes determined in the 

training problem 
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When the first possibility is realized for the new data point, the classification is made 

by directly assigning this data to the class that was represented by the hyper-box enclosing 

the data point. Since eliminating the shared areas between the constructed hyper-boxes 

introduces new constraints into the training problem that makes it computationally very 

difficult to be solved, there exists a possibility for a new data point to be within the 

boundaries of more than one hyper-box. In that case, the data point is assigned to the 

classes of the hyper-boxes that enclose this specific data point. The proportion of the 

number of correct classes to the number of total assigned classes to that data point 

determines the effect of that data point to the accuracy of the model. For example, if a data 

point belonging to Class 1 is enclosed by two different hyper-boxes (Box1 and Box2) 

whose classes are Class 1 and Class 2, then this data point is assumed to be classified with 

50% accuracy and the number 0.5 is added to the number of correctly classified test 

samples. In the case when the third possibility applies, the assignment of the new data point 

to a class requires some analysis. If the data point is within the lower and upper bounds of 

all but not one of the attributes (i.e., m′) defining the box, then the shortest distance 

between the new point and the hyper-box is calculated using the minimum distance 

between hyper-planes defining the hyper-box and the new data point. The number of 

hyper-planes that must be evaluated for determining the minimum distance between the 

new data point and the hyper-box is given by 2(M-1) where M is the total number of 

attributes. The minimum distance between the new data point j and the hyper-box is 

calculated using Eq. (3.29) considering the fact that the minimum distance is given by the 

normal of the hyper-plane. 

 ( ){ }, ,
min jm lmnl m n

a X−  (3.29) 

When the data point is between the bounds of smaller than or equal to M-2 

attributes, then the shortest distance between the point and the hyper-box is obtained by 

calculating the minimum distance between edges of the hyper-box and the new point. The 
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number of edges in a hyper-box is equal to M2M-1. Thus, ML2M-1 (L: total number of 

hyper-boxes) distance calculations have to be performed for each new data point and 

minimum of them must be selected. An edge is a finite segment consists of the points of a 

line that are between two extreme points Xlmn and Xlm’n. The data point j is represented by 

the vector jA
→

 which is composed of ajm values and 
l n0 mP

→  and
l n1 mP
→  are the vector forms 

of two extreme points. The minimum distance between the new data point j and one of the 

segments of the hyper-box determined by two extreme points is calculated using Eq. (3.30) 

where (·) indicates the dot product of the matrices.  

0jjlmn lmnW PA= −→ →→         (3.30) 

01lmnjlmn lmnV PP= −→ →→         (3.31) 

1 ( ) /jlmn jlmn jlmn jlmn jlmnC W V W V= ⋅       (3.32) 

 2 ( ) /jlmn jlmn jlmn jlmn jlmnC V V V V= ⋅       (3.33) 

bjlmn = C1jlmn / C2jlmn        (3.34) 

Pbjlmn = P0jlmn + bjlmn · Vjlmn       (3.35) 

2
,

( )min jm b jlmnl n m
a p∑

 
− 

 

        (3.36) 

When the data point is not within the lower and upper bounds of any attributes 

defining the box, then the shortest distance between the new point and the hyper-box is 

calculated using the minimum distance between extreme points of the hyper-box and the 

new data point. The number of extreme points in a hyper-box is given by 2M. Therefore, it 

is necessary to perform 2ML (L: total number of hyper-boxes) distance calculations for each 

new data point and select the minimum distance. The minimum distance between the new 

data point j and one of the extreme points of the hyper-box is calculated using Eq. (3.37). 
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 ( )2

,
min jm lmnl n m

a X
 

− 
 

∑  (3.37) 

The following algorithm assign a new data point j with attribute values ajm to class 

k: 

Step 0: Initialize inAtt(l,m)=0. 

Step 1: For each l and m, if  

 '      , 'lmn jm lmnX a X n lo n up≤ ≤ ∀ = =  (3.38) 

 Set inAtt(l,m)=inAtt(l,m)+1. 

Step 2: If inAtt(l,m)=M, then go to Step 3.  Otherwise, continue. 

 If inAtt(l,m)≤M-1, then go to Step 4. 

Step 3: Assign the new data point to class k where ybclk is equal to 1 for the hyper-box in 

Step 2.  Stop. 

Step 4: Calculate the minimum given by Eq. (3.29) and set the minimum as min1(l).  

Calculate the minimum given by Eq. (3.36) and set the minimum as min2(l).  

Calculate the minimum given by Eq. (3.37) and set the minimum as min3(l).  

Select the minimum between min1(l), min2(l) and min3(l) to determine the hyper-

box l that is closest to the new data point j.  Assign the new data point to class k 

where ybclk is equal to 1 for the hyper-box l.  Stop. 

The application of the proposed approach on an example is illustrated in the next 

section. 

3.3. Illustrative Example 

We applied the mixed-integer programming method on a set of 16 data points in 4 

different classes given in Figure 3.2. The data points can be represented by two attributes, 1 

and 2. 
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Figure 3.2. Data points in the illustrative example and their graphical representation. 

There are a total of 20 data points; 16 of these points were used in training and 4 of 

them used in testing.  The training problem classified the data into 4 four classes using 5 

hyper-boxes as shown in Figure 3.3. It is interesting to note that Class1 requires two hyper-

boxes while the other classes are represented with a single hyper-box only. The reason for 

having two hyper-boxes for Class1 is due to the fact that a single hyper-box for this class 

would include one of the data points that belong to Class3. In order to eliminate 

inconsistencies in training data set, the method included one more box for Class1. 
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Figure 3.3. Hyper-boxes that classify the data points in the illustrative example. 

  After the training is successfully completed, the test data is processed to assign 

them to hyper-boxes that classify the data perfectly. The assignment of the test data point B 

to Class2 is straightforward since it is included in the hyper-box that classifies Class2 (i.e., 

inAtt(l,m)=N for this data point). The test data in Class1 is assigned to one of the hyper-

boxes that classify Class1.  Similarly, the test data in Class3 is also assigned to the hyper-

box that classifies Class3. Since the test data in these classes are included within the 

bounds of one of the two attributes, the minimum distance is calculated as the normal to the 

closest hyper-plane to these data points. In the case of data point that belongs to Class4, it 

is assigned to its correct class since the closest extreme point of a hyper-box classifies 

Class4. This extreme point of the hyper-box 5 classifying Class4 is given by (X5,1,lo,X5,2,lo). 
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The test problem also classified the data points with 100% accuracy as shown in Figure 

3.3. 

 This illustrative example is also tested by different data classification models 

existing in the literature in order to compare the results and to measure the performance of 

the proposed model. Table 3.2 shows the examined models and their outcomes for this 

small illustrative example. 

  Table 3.2. Comparison of different classification models for illustrative example. 

CLASSIFICATION MODEL PREDICTION 
ACCURACY 

MISCLASSIFIED 
SAMPLE(S) 

Neural Networksa 75% A 
Support Vector Machinesb 75% D 
Bayesian Classifierc 75% C 
K-nearest Neighbor Classifierc 75% A 
Statistical Regression Classifiersc 75% C 
Decision Tree Classifierc 50% A, C 
Proposed MILP approach 100% - 
    a iDA implementation in MS Excel[53]. b SVM implementation in Matlab [54].  
   c WEKA [55].  

 Neural Networks, Support Vector Machines, Bayesian, K-nearest Neighbor and 

Statistical Regression classifiers have only one misclassified instance which leads to 75% 

accuracy value as shown in Table 3.2. Neural Networks and K-nearest Neighbor classifier 

predicts the class of test sample A as Class 3. Support Vector Machine method 

misclassifies test sample D and assigns it to Class 1 while Bayesian and Statistical 

Regression classifier classifies test sample C as belonging to Class 2.  On the other hand, 

Decision Tree classifier gives the lowest accuracy value (50%) with two misclassifications. 

Sample A and sample C is classified as Class 3 and Class 2, respectively. Consequently, 

proposed method in this thesis classifies all of the test samples accurately and achieves 

100% accuracy. As a result, suggested mixed-integer programming approach performs 

better than other data classification methods that are listed in Table 3.2 for this small 
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example. Thus, this new method can be attractive for real life data classification problems. 

For further investigation to the performance of the developed mixed-integer programming 

approach, two distinct benchmark problems are examined in the next chapter of the thesis.  
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Chapter 4 

 

RESULTS 
 

The performance of the proposed multi-class data classification method is evaluated 

on two important benchmark problems; IRIS and protein folding type. The prediction 

results and comparison with other data classification methods are examined in this chapter.   

4.1. Evaluation of the Method on IRIS Data Set 

 In this part of the study, the efficiency of the proposed model is tested on the well-

known IRIS data set. IRIS data published by Fisher [20] is selected due to the reason that it 

has been widely used for examples in discriminant analysis and cluster analysis. The sepal 

length, sepal width, petal length, and petal width are measured in centimeters on 50 iris 

specimens from each of three species, Iris setosa, I. versicolor, and I. virginica.  This data 

set is extensively studied in the pattern recognition [56-58]. 

 We selected 24 data samples randomly for the training problem where each class is 

represented by exactly the same number of samples.  Table 4.1 shows the training set used 

in order to solve the mixed-integer programming problem presented in Section 3.1. Using 

the above 24 samples, the MILP problem defined in Section 3.1 is modeled in GAMS [59] 

and solved using ILOG CPLEX Solver version 9.0 [60]. 
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      Table 4.1. IRIS data training set. 
CLASS I 

(SETOSA) 
CLASS II 

(VERSICOLOR) 
CLASS III 

(VIRGINICA) SAMPLES 
SL SW PL PW SL SW PL PW SL SW PL PW 

1 5.7 4.4 1.5 0.4 5.6 3 4.1 1.3 6.5 3.0 5.8 2.2 
2 4.8 3.0 1.4 0.1 5.5 2.3 4.0 1.3 6.3 2.9 5.6 1.8 
3 5.2 4.1 1.5 0.1 5.7 3.0 4.2 1.2 6.3 2.5 5 1.9 
4 5.5 4.2 1.4 0.2 6.7 3.1 4.7 1.5 6.7 3.1 5.6 2.4 
5 4.9 3.1 1.5 0.1 5.8 2.7 4.1 1.0 6.0 3.0 4.8 1.8 
6 4.8 3.4 1.6 0.2 5.0 2.3 3.3 1.0 5.8 2.7 5.1 1.9 
7 5.4 3.7 1.5 0.2 6.0 2.7 5.1 1.6 6.5 3.2 5.1 2.0 
8 5.2 3.5 1.5 0.2 5.0 2.0 3.5 1.0 6.8 3 5.5 2.1 

        SL: Sepal Length, SW: Sepal Width, PL: Petal Length, PW: Petal Width. 

The training problem is solved approximately in 3 CPU seconds on a notebook 

computer with Inter Pentium M 1.5 GHz Processor and 256 MB of RAM. The 

characteristics of the constructed model are listed in Table 4.2.  The solution of the 

proposed model with the default settings of CPLEX version 9.0 indicates that the optimal 

solution is found at the root node in 15.39 CPU seconds.  Besides, the solution is obtained 

without any misclassification of samples, 5 hyper-boxes are formed, one box for Setosa 

and two boxes for Virginica and Versicolor classes. Table 4.3 gives the bounds on each 

attribute for constructed hyper-boxes and assigned classes of each box. 

        Table 4.2. Characteristics of the constructed model. 
ITEM VALUE 

# of continuous variables 305 
# of binary variables 1,652 
# of constraints 2,871 
# of nodes 0 
# of iterations 1,115 
Solver memory (MB) 4.5 
CPU time (sec)* 3.13 

                                 *Notebook computer with Inter Pentium M 1.5 GHz, 
                                    Processor and 256 MB of RAM. 
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        Table 4.3. Bounds of hyper-boxes constructed by training problem. 

SEPAL 
LENGTH 

SEPAL 
WIDTH 

PETAL 
LENGTH 

PETAL 
WIDTH 

HYPER-
BOXES & 
CLASSES Lower Upper Lower Upper Lower Upper Lower Upper 

1 - Setosa 4.7 5.7 3 4.4 1.4 1.6 0.1 0.4 

2 - Versicolor 5 5.6 2 3 3.3 4.1 1 1.3 

3 - Virginica 5.8 6.7 2.7 3.2 4.8 5.6 1.8 2.4 

4 - Versicolor 5.7 6.7 2.7 3.1 4.1 5.1 1 1.6 

5 - Virginica 6.3 6.8 2.5 3 5 5.8 1.8 2.2 

After classifying the training data perfectly, the test set given in Table 4.4 is studied 

to assign them to constructed hyper-boxes by applying the method explained in Section 

3.2.  The assignment of data in the test set to classes is done without a prior knowledge on 

their membership to a class. 

There are three possibilities for a new data: either it is enclosed in an existing 

hyper-box, or it is enclosed by more than one hyper-boxes, or it is outside the region 

enclosed by a hyper-box. Data points like data 17 that are within the bounds of the hyper-

box 1 are assigned to Setosa class. This assignment is straightforward; however there are 

also some data points that are not enclosed in any of the hyper-boxes found in the training 

problem. For example, test data point 18 in Class III (with the attribute values 6.7, 3.3, 5.7, 

2.5) is a typical example for this type of data points. The closest hyper-box to this data is 

calculated using Eqs. (3.29) and (3.30). Then the hyper-box that is closest to this data point 

is (3); thus it is assigned to the class “Virginica”. On the other hand, there are not any data 

points enclosed by two or more hyper-boxes for this data set.  

 

 

 

PDF created with FinePrint pdfFactory Pro trial version http://www.pdffactory.com

http://www.pdffactory.com


  
Chapter 4: Results  37 
   

 

  
 

Table 4.4. IRIS data test set. 
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For each of the data in the test set, the method is applied and the test data is 

assigned classes. Then, the accuracy of the proposed model is checked by comparing the 

assigned and original classes of samples. At the end of the comparisons, it is realized that 

123 samples are assigned correctly to their original classes. On the other hand, 3 samples, 

data 30 of Class II with attributes (5.9, 3.2, 4.8, 1.8); data 20 and data 42 of Class III with 

attributes (6.3, 2.8, 5.1, 1.5) and (6.7, 3, 5, 1.7), are misclassified. Table 4.5 summarizes the 

above results by the help of confusion matrix. 

                Table 4.5. Classification performances. 
Assigned 

 
Original 

SETOSA VERSICOLOR VIRGINICA 

SETOSA 42 0 0 

VERSICOLOR 0 41 1 
VIRGINICA 0 2 41 

 

Table 4.6. Comparison of different classification models for IRIS data set. 

CLASSIFICATION MODEL PREDICTION ACCURACY 
Castro’s Method [21] 96.6% 
Hong-and-Lee’s Method [23] 95.57% 
Wu-and-Chen’s Method [25]  96.21% 
Chen-and-Fang’s Method [26] 97.33% 
Back-propagation Neural Networks [19] 96.7% 
Obj. Func.-based Unsupervised Neural Networks [19]  90.7% 
Fuzzy C-means [19] 90% 
Tolerant Rough Set [19] 98% 
SVM (one-against-all) [30] 96% 
SVM (one-against-one) [30] 97.33% 
SVM (DAG) [30] 97.33% 
Proposed MILP approach  97.62% 
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From Table 4.5, it can be seen that, the overall accuracy of the proposed model to 

the IRIS data set is 97.62%. A comparison of the average classification accuracy rate of the 

proposed model with that of the existing methods is shown in Table 4.6. Castro et al. [21] 

solved IRIS data classification problem by presenting a method to learn maximal structure 

rules in fuzzy logic and achieved 96.6% accuracy. While dealing with IRIS problem, Hong 

et al. [23] develop a model to generate fuzzy rules and membership functions from training 

examples. Their approach can only reach the accuracy value of 95.57%. Wu et al. [25] use 

the similar fuzzy rules and membership function idea with some extensions and increase 

the accuracy to 96.21%. Most recently, Chen et al. [26] present a new model based on 

distributions of training instances. Two useful attributes of the IRIS data from training 

instances that are more suitable to deal with are found by some statistical calculations. 

Their proposed model achieves an accuracy value of 97.33%. Models proposed by Castro 

et al. [21], Wu et al. [25] and Chen et al. [26] are very simple and not time consuming. 

However, they do not have sufficient accuracy values with respect to the other developed 

models for IRIS data classification problem. Kim [19] proposes a new data classification 

method based on the tolerant rough set that extends the existing equivalent rough set. In 

this study, Kim compares tolerant rough set (TRS) approach with the back-propagation 

neural networks (BPNN), objective function-based unsupervised neural networks 

(OFUNN) and fuzzy C-means (FCM) models. Their accuracy values are 98.0, 96.7, 90.7, 

and 90 in the case of TRS, BPNN, OFUNN and FCM, respectively [19]. Hsu and Lin [30] 

examine the SVM methods used for multi-class data classification. In this research, they 

compare the performance values of binary classification based methods such as “one-

against-all”, “one-against-one” and direct acyclic graph (DAG) SVM. The accuracy values 

of multi-class SVM methods’ used by Hsu and Lin are listed in Table 4.6. “one-against-

one” and DAG SVM methods achieve the accuracy value of 97.33% and dominate the 

“one-against-all” SVM method which is 96% accurate on IRIS data set.  
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When we compare the classification performances of different classification 

algorithms listed in Table 4.6, the proposed mixed-integer programming (MIP) approach in 

this thesis is accurate and efficient. Moreover, in the case of simplicity, MIP approach is 

simpler and easily understandable than the other approaches like SVM, TRS, BPNN, 

OFUNN and FCM. Furthermore, there is no need to do many iterations and the solution 

time of MIP approach is very short (3 CPU seconds). 

 
4.2. Evaluation of the Method on Protein Folding Type Data Set 

The correlation between amino acid composition and protein folding types has been 

widely studied during last decade [41-49]. Knowledge of fractions of 20 amino acids is 

considered to be sufficient alone for predicting the structural class of a given protein [40]. 

Since the improvement in the prediction of structural classes is used for the discovery of 

the functions of proteins, this discovery will lead to better understanding of biological 

systems. Therefore, protein folding type problem is an important problem in bioinformatics 

and computational biology. 

4.2.1 Proteins 

Proteins are large molecules indispensable for existence and proper functioning of 

biological organisms. Proteins are used in structure of cells, which are main constituents of 

larger formations like tissues and organs. Besides their necessity for structure, they are also 

required for proper functioning and regulation of organisms such as enzymes, hormones, 

antibodies. A protein molecule is the chain(s) of amino acids (also called residues). A 

typical protein (Figure 4.1) contains 200 – 300 amino acids but this may increase up to 

27,000 in a single chain.  
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Amino acids, subunits of proteins, are organic compounds that contain a basic 

amino (NH2) group, an acidic carboxyl (COOH) group and a side chain attached to an 

alpha carbon atom. Although carboxyl and basic amino groups of all amino acids are the 

same, their side chains differ providing diversity. There are 20 types of amino acids in 

nature and their names, 3-letter representations and single-letter representations are 

provided in Table 4.7. 

     Table 4.7. List of amino acids, their three-letter and single-letter representations. 

Amino Acid 
Three-Letter 
Representation 

Single-Letter 
Representation Amino Acid 

Three-Letter 
Representation 

Single Letter 
Representation 

alanine ALA A leucine LEU L 
arginine ARG R lysine LYS K 

asparagine ASN N methionine MET M 

aspartic acid ASP D phenylalanine PHE F 

cysteine CYS C proline PRO P 

glutamic acid GLU Q serine SER S 

glutamine GLN E threonine THR T 

glycine GLY G tryptophan TRP W 

histidine HIS H tyrosine TYR Y 

isoleucine ILE I valine VAL V 

Figure 4.1. A typical protein molecule. 
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Residue content and order in chain(s) is unique for each protein just like specificity 

of gene sequence. The sequence and types of side chains determine all properties of 

protein; its three-dimensional shape, and chemical and biological functions. Residue order 

is determined by the base sequence of nucleotides (building blocks of genes) in the gene 

coding the protein. 

Starting with the sequence of residues in the chain(s) making up protein, there are 4 

basic structural phases: primary structure, secondary structure, tertiary structure and 

quaternary structure.  

The primary structure is the sequence of amino acids that the protein molecule 

consists of. The primary structure of protein “1ABA” which has a total of 87 residues is 

showed in Figure 4.2. Only the plain chain(s) formed by attachment of amino acids to each 

other is considered; higher dimensional shapes, arrangement of peptide bonds, angles 

between chemical bonds in amino acids and interactions between any parts of residues are 

all ignored. The amino acid content and order dictates the shape of the protein molecule, its 

spatial and biochemical properties. 

 

1ABA: MFKVYGYDSN IHKCGPCDNA KRLLTVKKQP FEFINIMPEK 

GVFDDEKIAE LLTKLGRDTQ IGLTMPQVFA PDGSHIGGFD QLREYFK 

 

The secondary structure (folding type) of a segment of polypeptide chain is the 

local spatial arrangement of its main-chain atoms without regard to the conformation of its 

side chains or to its relationship with other segments. This is the shape formed by amino 

acid sequences due to interactions between different parts of molecules. There are mainly 

three types of secondary structural shapes: α-helices, β-sheets and other structures 

connecting these such as loops, turns or coils. Alpha-helices are spiral strings formed by 

hydrogen bonds between CO and NH groups in residues. Beta-sheets are plain strands 

Figure 4.2. Primary structure of protein 1ABA 
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formed by stretched polypeptide backbone. When β-sheets come together, hydrogen bonds 

form between C=O and NH groups of residues of adjacent chains, keeping them together. 

Connecting structures do not have regular shapes; they connect α-helices and β-sheets to 

each other.  

 Proteins are classified according to their secondary structure content, considering α-

helices and β-sheets. Levitt and Chothia [39] were the first to propose such a classification 

with four basic types. “All-alpha” proteins consist almost entirely of α-helices. “All-beta” 

are the ones composed mostly of β-sheets in their secondary structures. There are two 

intermediate classes which have mixed α-helices and β-sheets. “Alpha/beta” proteins have 

approximately alternating, mainly parallel segments of α–helices and β-sheets. The last 

class, “alpha+beta” has mixture of all alpha and all beta regions, mostly in an antiparallel 

fashion. Table 4.8 gives the definitions of four structural classes of proteins in detail.  

     Table 4.8. Definitions of Protein Structural Classes [42]. 

Structural Class Proportion of α-helices Proportion of β-sheets 
All-α proteins ≥ 40%  ≤ 5% 
All-β proteins ≥ 40% ≤ 5% 
α+β proteins  
(≥%60 antiparallel β-sheets) 

≥ 15% ≥ 15%  

α/β proteins 
(≥%60 parallel β-sheets) 

≥ 15% ≥ 15% 

 

4.2.2 Evaluation of the Method 

A good training database is important for improving the accuracy of prediction. For 

this reason, the selection of proteins for the training database is carried out according to 

following criteria: (i) a typical or distinguishable feature for each of the folding types 

concerned, (ii) a good quality of structure, (iii) as many non-homologous structures as 
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possible. 120 structure-known proteins are selected and classified into 30 α, 30 β, 30 α+β, 

30 α/β proteins (Table 4.9).  

        Table 4.9. The PDB (Protein Data Bank) codes of the 4x30 = 60 representative 
        proteins in the training databasea 

Instances     All α    All β α+β α/β 
1 1AVH,A* 1ACX,A 1CTF,A 1ABA,A 
2 1BAB,B 1CD8,A 1DNK,A 1BKS,B 
3 1C5A,A 1CDT,A 1EME,A 1CIS,A 
4 1CPC,A 1CID,A 1FXI,A 1DBP,A 
5 1CPC,L 1DFN,A 1FXI,B 1DHR,A 
6 1ECO,A 1HIL,A 1FXI,C 1EAF,A 
7 1FCS,A 1HIV,A 1FXI,D 1ETU,A 
8 1FHA,A 1MAM,H 1HSB,A 1GPB,A 
9 1FIA,B 1PAZ,A 1LTS,A 1KKJ,A 
10 1HBG,A 1REI,A 1PPN,A 1OFV,A 
11 1HBB,A 1TEN,A 1RND,A 1OVB,A 
12 1HIG,A 1TFG,A 2AAK,A 1PFK,A 
13 1LE4,A 1TLK,A 2ACH,A 1Q21,A 
14 1LTS,C 2ALP,A 2ACT,A 1S01,A 
15 1MBC,A 2AVI,A 2PHY,A 1SBP,A 
16 1MBS,A 2AYH,A 2PRF,A 1SBT,A 
17 1RPR,A 2CTX,A 2RNT,A 1TIM,A 
18 1POC,A 2RAC,A 2VAA,A 1TRE,A 
19 1TRO,A 2LAL,A 3IL8,A 1ULA,A 
20 256B,B 2ILA,A 3MON,A 2CTC,A 
21 2CCY,A 2OMP,A 3SC2,A 2FOX,A 
22 2LH1,A 2SNV,A 3SIC,I 2HAD,A 
23 2LHB,A 2VAA,B 3SSI,A 2LIV,A 
24 2LIG,A 3CD4,A 4BLM,A 2PGD,A 
25 2ZTA,A 3HHR,C 4LZT,A 2TMD,A 
26 2MHB,A 4GCR,A 4TMS,A 3GBP,A 
27 2MHB,B 7API,B 5HOH,A 5CPA,A 
28 3HDD,A 8FAB,A 5TLI,A 5P21,A 
29 4MBA,A 8FAB,B 8CAT,A 8ABP,A 
30 4MBN,A 8I1B,A 9RSA,A 8ATC,A 

                 a The PDB code is constituted by the first four characters according to Brookhaven  
             National Labroratory, and the fifth character after the comma used here to indicate a  
             specific chain of a protein. 
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Composition values of training proteins are listed in Appendix A. The training 

dataset is a corrected and reorganized version of the same sets of proteins as used by Chou 

[41] and Bahar et al. [42]. Using the 120 training set samples, the proposed model is solved 

in GAMS [59] by using the solver ILOG CPLEX Solver version 9.0 [60].  

The training problem is solved approximately in 210 CPU seconds on a notebook 

computer with Inter Pentium M 1.5 Ghz Processor and 256 MB of RAM. The 

characteristics of the constructed model for protein folding type problem are listed in Table 

4.10.  The solution of the proposed model with the default settings of CPLEX version 9.0 

indicates that the optimal solution is found at the root node in 210 CPU seconds. Without 

any misclassification of samples, 16 hyper-boxes are formed, (4 boxes for each class). The 

bounds on each attribute for constructed hyper-boxes and assigned classes of each box are 

given in Appendix B.  

        Table 4.10. Characteristics of the constructed model. 
ITEM VALUE 

# of continuous variables 16580 
# of binary variables 22036 
# of constraints 27516 
# of nodes 0 
# of iterations 10176 
Solver memory (MB) 22 
CPU time (sec)* 210 

                                 *Notebook computer with Inter Pentium M 1.5 GHz, 
                                    Processor and 256 MB of RAM. 
 
 The results of the self-consistency test of the proposed MILP method and other 

methods used the same training data set for protein folding type problem are listed in Table 

4.11. These rates are training accuracy values indicating the models performance of 

clustering of proteins of different classes. Singular Value Decomposition (SVD) method 

presented by Bahar et al. [42] groups All α and All β classes with 100% accuracy. 

However, some proteins belonging to α+β and α/β classes are misclassified. Thus, the 
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training accuracies of these classes are only 96.7% and 93.3% for α+β and α/β classes, 

respectively. SVD method’s overall training accuracy is 97.5%. On the other hand, Cai et 

al. [48] suggested a Neural Network approach which leads to lower training accuracy 

values with respect to the other applied methods. Overall rate of correct prediction of each 

class in the training set is only 93.5% with NN approach. Component Coupled (CC) 

algorithm is introduced by Chou et al. [45] and training set performance of this method is 

higher than NN method but not sufficient at all with a value of 94.2%. The prevailing result 

is observed by using Support Vector Machine (SVM) method suggested by Cai et al. [45]. 

All of the proteins in the training set are classified without any misclassification. Thus, 

100% overall prediction accuracy is achieved. Similar to SVM approach, the proposed 

Mixed-Integer Linear Programming (MILP) approach classifies all of structural classes 

with 100% accuracy.  

   Table 4.11. Results of self-consistency test. 

Algorithm All α All β α+β α/β Overall 
SVD [42] 100% 100% 96.7% 93.3% 97.5% 
NN [48] 98.6% 93.4% 96.3% 84.6% 93.5% 
SVM [49] 100% 100% 100% 100% 100% 
CC [45] 95.7% 93.4% 95.1% 92.3% 94.2% 
MIP  100% 100% 100% 100% 100% 

 

 After classifying the training data perfectly, the test set given in Table 4.12 is 

studied to assign them to constructed hyper-boxes by applying the testing problem 

algorithm. The assignment of data in the test set to structural classes is done without a prior 

knowledge on their membership to a class. The testing data set is also a corrected and 

reorganized version of the same sets of proteins as used by Chou [41] and Bahar et al. [42]. 
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Table 4.12. Testing set composed of 60 instances.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

     
          

   *The letters after the comma represents the chain of the protein. 

 

 As mentioned in testing problem formulation part, there are three possible situations 

for a new protein to be settled down: either it is enclosed in an existing hyper-box, or it is 

between the bounds of more than one hyper-box, or it is outside the region enclosed by a 

hyper-box constructed in the training part. Proteins that are within the bounds of a hyper-

box are assigned directly to the representing class of that box. This assignment is easy and 

simple; however some proteins are not enclosed in any of the hyper-boxes found in the 

training problem. In this case, closest hyper-box to this protein is calculated using Eqs. 

All α All β α+β α/β 
1AJH,A 1AB9,B 1BW4,A 1M6B,A 
1BBL,A 1ATX,A 1CYO,A 1NIP,B 
1HUU,A 1BJ8,A 1DNK,A 1SBP,A 
1IFA,A 1BLN,B 1GLA,G 1XAD,A 
1MDN,A 1COB,A 1OVO,A 2MIN,A 
1MRR,A 1EGF,A 1QR5,A 4ICD,A 
1PRC,H 1EPP,E 1SHA,A 7AAT,A 
1RNR,A 1HCC,A 1THO,A 9RUB,B 
4CPV,A 1IXA,A 1UUG,A  
 1MDA,A 1WQM,A  
 1NN2,A 1XOB,A  
 1SHF,A 2AAA,A  
 1TIE,A 2ABH,A  
 1TNF,A 2PIA,A  
 2ACH,B 2MS2,A  
 2SOD,B 2SN3,A  
 3VGC,B 2TAA,A  
 43CA,A 2TDM,A  
 5NN9,A 3COX,A  
 3SC2,B 4ENL,A  
  4INS,B  
  4RCR,H  
  4RHN,A  
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(3.29) and Eqs. (3.30). On the other hand, some proteins are enclosed by two hyper-boxes 

belonging to different classes. In that case, these proteins are assumed to classified with 

50% percent and the value 0.5 is added to the total number of correct classification. For 

each member of the test data set, testing algorithm is applied and an assignment to a 

structural class is done. After all, the accuracy of the developed model is checked by 

comparing the original and assigned structural classes of proteins. At the end of the testing, 

it is realized that 33 proteins in the test set are correctly classified. On the other hand, 13 

proteins are misclassified and 8 proteins are enclosed by two hyper-boxes. Table 4.13 

shows the confusion matrix of the protein folding type problem.  

       Table 4.13. Confusion Matrix. 

           Assigned 
 
Original 

 
All α 

 
All β 

 
α+β 

 
α/β 

All α 7 2 0 0 
All β 1 16 3 1 
α+β 3.5 2 15.5 2 
α/β 0 2 1.5 4.5 

 

 The overall accuracy of the proposed model on the protein folding type problem is 

71.66%. A comparison of the average classification accuracy rate of the developed model 

with that of the existing methods is shown in Table 4.14.  

    Table 4.14. Results of test set. 

Method All α All β α+β α/β Overall 
SVD [42] 66.7% 90.1% 81% 66.7% 81% 
NN [48] 68.6% 85.2% 86.4% 56.9% 74.7% 
SVM [49] 74.3% 82% 87.7% 72.3% 79.4% 
CC [45] 84.3% 82% 81.5% 67.7% 79.1% 
MIP  77.7% 76.2% 66.1% 56.25% 71.66% 
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 NN approach suggested by Cai et al. [48] gives prediction accuracy results with 

74.7%. SVM method applied by Cai et al. [48] and CC algorithm proposed by Chou et al. 

[45] have accuracy values very close to each other, 79.4% and 79.1%, respectively. 

Furthermore, SVD method applied by Bahar et al. [42] gives an accuracy value of 81%. On 

the other hand, the developed model in this thesis reaches the accuracy value of 71.66%. In 

order to compare these supervised classification models, the P-value analysis based on 

hypothesis testing are carried out. P value represents the difference between two models 

with 95% confidence. If P value is greater than 2, the difference between the results of the 

models is not due to chance. Otherwise, the accuracies of the models are very close to each 

other and no significant improvement achieved. P value can be calculated using Eq. 4.1. In 

this equation, E1 and E2 are the error rates of two models; q is the average of error rates; n1 

and n2 are the number of instances in the test sets of two models.  

)/1/1)(1( 21

21

nnqq
EE

P
+−

−
=         4.1 

 For each of the methods in Table 4.14, MIP approach is one by one tested and P 

values are calculated (Table 4.15). As it can be seen from the Table 4.15, the P values are 

not greater than 2. Thus the difference between the methods SVD, NN, SVM, CC and 

proposed MIP method is not significant. Therefore, the proposed approach can also be used 

for protein folding type prediction.   

Table 4.15. P values of the compared models. 

Compared Models Parameters P value 

SVD - MIP E1=0.19, E2=0.2834, n1=n2=60 1.2 

NN – MIP E1=0.253, E2=0.2834, n1=277, n2=60 0.48 

SVM – MIP E1=0.206, E2=0.2834, n1=277, n2=60 1.26 

CC - MIP E1=0.209, E2=0.2834, n1=n2=60 1.21 
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Chapter 5 

 

CONCLUSION 
 

 Every decision process depends critically on the ability of data acquisition, process 

and storage. Since realization of underlying behavior of the system that the data comes 

from is very important, data mining, the process of finding useful patterns in data, plays a 

critical role in data analyses. There exist a large number of data mining methods and 

implementations. Data classification is one of the important data mining approaches that 

tries to analyze and categorize the data in distinct classes. In this thesis study, a new 

method for multi-class data classification problem is proposed and the performance of this 

approach is compared with existing multi-class data classification methods on two widely 

used challenging data sets; the well-known IRIS data set and protein folding type data set.  

The developed multi-class data classification approach based on mixed-integer 

programming is described in Chapter 3. In the training part of the proposed approach, the 

characteristics of data points belonging to a certain class are determined by the construction 

of hyper-boxes. The hyper-boxes define the boundaries of the classes that include all or 

some of the points in that set. In order to represent the existence of hyper-boxes and their 

boundaries, a mixed-integer programming model is developed. In addition, the 

relationships among the discrete decisions in the model are presented using propositional 

logic and then converted to their equivalent integer constraints using Boolean algebra. 

After distinguishing characteristics of the classes are determined in the training part, the 

performance of the model is tested by the algorithm introduced in testing problem 

formulation part. If a new data point with an unknown membership arrives, it is necessary 
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to assign this data point to one of the classes. There are three possible situations for a new 

protein to be positioned: either an existing hyper-box encloses the data point, or two or 

more hyper-boxes enclose the data point or it is outside the region enclosed by a hyper-box 

constructed in the training part. Data points that are within the bounds of a hyper-box are 

assigned directly to the representing class of that box. For the data points that are enclosed 

by two or more hyper-boxes, the value added to the number of correctly classified data 

points is determined by the percentage of correctly assigned hyper-boxes. On the other 

hand, closest hyper-box is calculated using Eqs. (3.29) and Eqs. (3.30) for the data points 

that are not enclosed in any of the hyper-boxes found in the training problem. For each 

member of the test data set, testing algorithm is applied and assignments to a class are 

done. After all, by checking the original classes of the test set samples the performance of 

the developed model is evaluated. The proposed model is illustrated on a small example 

consists of 16 samples in the training and 4 samples in the test set. By this illustrative 

example, the main steps of the developed mixed-integer programming approach are 

understood. Moreover, the comparison of the results of distinct models available for data 

classification is performed. The suggested model’s result is accurate and efficient in this 

small example with regard to the other models listed in Table 3.2. 

In Chapter 4, the applications of the proposed approach on two different benchmark 

data sets are illustrated. One of them is the IRIS data set which is widely studied in pattern 

recognition and discriminant analysis. When we compare the classification performances 

of distinct classification algorithms used this data set, developed MIP approach performs 

better result. Castro’s [21], Hong-and-Lee’s [23], Wu-and-Chen’s [25] and Chen-and-

Fang’s [26] membership function based methods are simple; however they do not have 

sufficient accuracy values with respect to the other models. On the other hand, TRS 

approach suggested by Kim [19] has a rather high accuracy but it is more complicated than 

the other approaches. In addition, multi-class SVM methods [30] are not only time 
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consuming methods but also own time consuming calculations. To sum up, the proposed 

MIP approach can be attractive with its simplicity and accuracy for this well-known 

benchmark problem. 

Protein folding type problem is an important research topic in bioinformatics and 

computational biology. Thus, the developed model is tested on widely studied protein 

folding type data set. Since the model well constructs the boundaries of the classes, the 

training part self-consistency test results are higher than the methods such as SVD [42], 

NN [48] and CC [45]. The result of this data set shows that the proposed MIP approach 

with 71.66% accuracy is as accurate as the SVD, SVM, NN and CC methods.  

In conclusion, this thesis introduces a new accurate mathematical programming 

method for multi-class data classification problem. One of the most important 

characteristics of the proposed approach is allowing the use of hyper-boxes for defining the 

boundaries of the classes that enclose all or some of the points in that set. In other words, if 

necessary, more than one hyper-box is constructed for a specific class through the training 

part studies. Moreover, well-construction of the boundaries of each class provides the lack 

of misclassifications in the training set and indirectly improves the accuracy of the model. 

In addition, the model does not need to know the underlying distribution of the training 

data set and learns from the training set in a reasonable time. With only one parameter to be 

initialized, the suggested model is simple and easily understandable. Furthermore, the 

proposed model can be used for both binary and multi-class data classification problems 

without any modifications or additions. Hence, the performance of the model does not 

depend on the class related changes. The accuracy, simplicity and understandability of the 

proposed model are favorable. In overall, the suggested model is attractive with respect to 

above characteristics. 

The advantage of the mathematical programming approach in the context of 

supervised classification lies in its power to model more complex real world problems. 
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Future studies should further evaluate the performance of the proposed approach on 

different complex real data sets. Moreover, when the size of training data set increases, 

proposed approach needs more computational time to solve the training part problem and 

construct the hyper-boxes for the classes. Thus, this computational complexity of the model 

should be studied and improved. Moreover, since the protein folding type problem has 20 

attributes, some Eigen value analyses could be performed and the most prevailing attributes 

could be determined in order to decrease the number of attributes which lead us to small 

size problems. This model size decreasing works could also be used in real life problems.   
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APPENDIX A: Composition Values of Training and Test Set Proteins 
 
 

Table A.1. Compositions of training proteins belong to All-α for the first 10 amino acids.  
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Table A.2. Compositions of training proteins belong to All-α for the last 10 amino acids. 
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Table A.3. Compositions of training proteins belong to All-β for the first 10 amino acids.  
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Table A.4. Compositions of training proteins belong to All- β for the last 10 amino acids.  
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Table A.5. Compositions of training proteins belong to α+β for the first 10 amino acids.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

PDF created with FinePrint pdfFactory Pro trial version http://www.pdffactory.com

http://www.pdffactory.com


  
Appendix  65 
    
   

 

  
 

 
Table A.6. Compositions of training proteins belong to α+β for the last 10 amino acids.  
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Table A.7. Compositions of training proteins belong to α/β for the first 10 amino acids.  
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Table A.8. Compositions of training proteins belong to α/β for the last 10 amino acids.  
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Table A.9. Composition values of test data set proteins’ for the first 10 amino acids. 
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Table A.10. Composition values of test data set proteins’ for the last 10 amino acids. 
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APPENDIX B: Bounds of Boxes Constructed for Protein Folding Type Problem 

Table B.1 Bounds of first 8 boxes constructed for protein folding type problem. 
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Table B.2 Bounds of last 8 boxes constructed for protein folding type problem. 
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