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ABSTRACT

Flows of gas-liquid or liquid-liquid mixed phases are familiar from many macroscopic

systems. When discussing the multiphase flows in micro systems, there are likewise a myr-

iad of questions arising in even simple configurations such as determination of the size of

droplets of the dispersed phase, the speed at which the dispersed phase moves relative to

the continuous phase and additional pressure drop in micro-channels due to presence of

secondary phase. In this thesis, a finite-volume/front-tracking (FV/FT) method is devel-

oped for computations of multiphase flows in complex geometries as a toolbox to be used

in designing and analysis of microfluidics systems. The method is based on the one field

formulation of the flow equations and treating different phases as single fluid with vari-

able material properties. The FV method is based on the SIMPLE algorithm on colocated

body-fitted grids and is combined with the FT methodology. The interface is represented

by connected Lagrangian marker points. A novel tracking algorithm is utilized to track

the positions of front marker points in curvilinear grids and is found to be very robust and

computationally efficient. The method is implemented to solve two-dimensional (plane or

axisymmetric) dispersed multiphase flows. First, the particle tracking algorithm is tested

and then the new FV/FT method is validated for the bouyancy-driven falling drop test

case. Finally, the new method is used to compute the axisymmetric case of a gas phase

displacing a Newtonean fluid.

Keywords: A finite-volume/front-tracking method, SIMPLE algorithm, dispersed mul-

tiphase flows, complex geometries, film deposition
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ÖZET

Gaz-sıvı ve sıvı-sıvı faz akışları bir çok makroskopik sistemde görülmektedir. Mikro

sistemlerdeki çok fazlı akışları incelerken, ayrık fazlardaki damla büyüklükleri, ayrık fazın

sürekli faza göre olan rölatif hızı ve mikro kanallardaki basınç düşüşü en basit konfigürasyonda

bile karşılaşılan problemlerdir. Bu çalışmada, çok fazlı akışkan sistemlerinin kompleks

geometrilerde modellemesi için Sonlu Hacim/Arayüz izleme metodu geliştirilmiştir. Bu

yöntemde, çok fazlı sistem, farklı malzeme özelliklerine sahip tek bir faz olarak model-

lenmiştir. Sonlu Hacim/Arayüz izleme metodu SIMPLE algoritması üstünde temellendirilmiş

olup Arayüz izleme yöntemi ile birleştirilmiştir. Arayüz, birbirine bağlı Lagrange nokta-

ları ile temsil edilmiştir. Bu noktaların yerlerini belirlemek için iyi çalışan bir tür izleme algo-

ritması kullanılmıştır. Yeni geliştirilen bu metod, iki boyutlu ve aksisimetrik düzlemlerdeki

çift fazlı akışkan problemlerini çözmek için implement edilmiştir. Bu çalışmada, öncelikle,

tanecik izleme algoritması test edilmiş olup yeni Sonlu Hacim/Arayüz izleme metodu yerçekimi

etkisinde düşen bir damla için test edilmiştir. Son olarak yeni geliştirilen Sonlu Hacim/Arayüz

izleme metodu, aksisimetrik düzlemde gaz fazı ile Newtonian sıvının yer değiştirdiği duru-

mun incelenmesinde kullanılmıştır.

Anahtar kelimeler: Sonlu Hacim/Arayüz izleme metodu, SIMPLE algoritması, ayrık

çok fazlı akışkanlar, kompleks geometriler, film kaplaması
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Chapter 1

INTRODUCTION

Multiphase flows commonly occur in nature and in a multitude of other settings. They

are not only of academic interest but are found in a wide range of engineering applica-

tions, continuing to pose a challenge to many research scientists and industrial practitioners

alike. Although many important advances have been made in the past [3, 4, 5], the efforts

to understand fundamental behavior and mechanisms of two-phase flow are necessarily a

continuing process. Multiphase flows are encountered in both macro and microscopic sys-

tems. In macro systems, multiphase flows are encountered in oil recovery industry and in

mixing/transport and deposition in energy flows. In oil recovery industry, displacement of

oil drops trapped within the pores of rock formation by liquids or foams are just examples

where modeling of multiphase flows in complex geometries becomes important. Flow of

gas-liquid or liquid-liquid mixed phases are also encountered in microfluidic devices. In

microfluidic devices it is of interest to determine the size of droplets of the dispersed phase

or the speed at which the dispesed phase moves relative to the contiuous phase. Also, in mi-

crofluidic devices, it is of great importance to study the stability of the multiphase flow and

the possibility of one phase to wet the boundaries and encapsulate the second fluid [3]. Both

the physical modeling and the numerical computation of multiphase flows are associated

with certain difficulties. These difficulties mainly arise from the existence of the moving

interfaces separating the phases and immiscible fluids. In general, the geometry of the in-

terfaces and the spatial distribution of the phases are not known as priori but are a part

of the solution. The difficulties in modeling concern the physical transfer processes taking

place across the interface such as momentum and phase change. The numerical difficulties

arise from the fact that interface is moving and certain quantities are discontinuous across

the interface, e.g., the density, viscosity and pressure [2].

First a short description of several terms relevant to multiphase flows will be given. A
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phase is a thermodynamic definition of matter, which can be either solid, liquid or gas. In

a multiphase flow several phases flow together. These phases may consist of one chemical

component, e.g., flow of water and water vapor (steam), or of several chemical components,

e.g., flow of oil and water. Within the general multiphase terminology a phase is classified as

continuous if it occupies continuously connected regions of space and is classified as disperse

when it occupies disconnected regions of space. The disperse phase is formed by particles.

In the sequel, particle can mean either a rigid (solid) particle or a fluid particle. Fluid

particles formed by a gas phase are denoted as bubbles, while fluid particles formed by a

liquid phase are called drops.

Any fluid motion originates from forces acting on fluid elements. A proper way to iden-

tify the dominant forces and those forces that may be neglected is provided by dimension-

less groups, expressing the ratio between two forces. Four dimensionless groups, Reynolds

number Re, Eötvös number Eo (interchangeably called the Bond number, Bo), the Ohne-

sorge number Ohd, and the Capillary number Ca are important to mention. The Reynolds,

Eötvös, Ohnesorge, and Capillary numbers represent the ratios between inertial and viscous

forces, the buoyancy and surface tension forces, the viscous and inertial forces multiplied

by the surface tension forces and the viscous and surface tension forces, respectively, and

are defined as

Re =
ρddU

µd
,

Eo =
gz∆ρd2

σ
,

Ohd =
µd√
ρddσ

,

Ca =
µdU

σ
,

(1.1)

where ρd and µd denote the density and viscosity of the drop fluid; ρo and µo denote the

density and viscosity of the ambient fluid; ∆ρ = ρd −ρo and σ denote the density difference

between the drop and the ambient fluids, and the surface tension coefficient; gz, U and

d denote the gravitational acceleration, the velocity and length scales, respectively. The

parameters that govern the motion of a freely suspended liquid drop through a capillary at

low Reynolds number are the size of the drop relative to the diameter of the tube, the ratio of
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the viscosity of the drop fluid to the viscosity of the ambient fluid, and the capillary number,

as mentioned above. These three parameters also affect the relative mobilities of fluid phases

in flow through porous media, but the capillary number holds special significance because

it determines whether trapped drops can be mobilized and displaced through constrictions.

Especially, the motion of immiscible liquid drops and bubbles suspended in low Reynolds

number flow through a capillary tube is a prototype problem that has proven useful in

analyzing multiphase fluid systems in a variety of flows [3, 4, 5]. Studies of the motion of

drops and bubbles in capillaries provide insight into pore-scale hydrodynamics that cannot

be scrutinized in practice.

The presence of deforming phases makes the multiphase flow computations a challenging

problem and strong interactions between the phases and complex boundaries add further

complexity to the problem. Therefore, the progress was rather slow and the computations

of multiphase flows have been usually restricted to simple geometries and boundary condi-

tions. Since nearly all multiphase flows of practical interest involve complex geometries and

boundary conditions, it is of obvious interest to extend the modeling and computational

techniques to treat multiphase flows in complex geometries.

The interaction of droplets with the geometry in which they are constrained to tra-

verse motion has received some attention from numerical (Tsai and Miksis [5], Manga [6],

Udaykumar et al. [7]) and experimental viewpoints (Olbricht and Leal [8], Hemmat and

Borhan [9]). Since the major focus has been on the behavior of multiphase flow through

porous media with applications in oil recovery, such flows have been restricted to the creep-

ing flow regime. The boundary integral technique was applied to simulate such a problem

by Tsai and Miksis [5]. In a recent work, Manga [6] applied the same technique to study

the behavior of drops in geometries such as a driven cavity and bifurcating channel, again

restricted to Stokes flow. Udaykumar et al. [7] studied the deformation of droplets in vis-

cosity and inertia dominated flows through a constricted tube and reproduced the results

obtained by Tsai and Miksis [5].

A number of experimental studies have examined the motion of liquid droplets through

sinusoidally constricted capillary tubes, however the most relevant ones have been performed

by Olbricht and Leal [8] and Hemmat and Borhan [9]. Olbricht and Leal [8] considered

the pressure driven motion of immiscible neutrally-buoyant drops in pressure driven flow
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through horizontal capillaries whose diameter changes periodically with the axial position.

They measured the average drop speed and correlated those values with the observed time-

dependant drop shapes. Their results were mainly qualitative and they demonstrated the

effect of capillary geometry on the shape and mobility of drops. Hemmat and Borhan [9]

reported the buoyancy driven motion of viscous drops and gas bubbles through a vertical

capillary with periodic variations in order to examine the effect of capillary geometry on

drop deformation and breakup.

Simulation of multiphase flows is notoriously difficult mainly due to the presence of de-

forming phase boundaries. A variety of numerical methods have been developed and success-

fully applied to a wide range of multifluid and multiphase flow problems [10, 11, 12, 13, 14].

In spite of this success, significant progress is still needed especially for accurate computa-

tions of multiphase flows involving strong interactions with complex solid boundaries.

The most popular approaches to compute the multiphase flows are classified into four

categories: The first category is the front capturing method such as the Volume-Of-Fluid

(VOF) [11, 15] and the level-set [10, 12, 16] methods. In these methods, the front is cap-

tured indirectly through the volume-fraction distribution (VOF) or the zero-level-set of the

distance function. The constrained interpolation profile (CIP) method of Yabe [14] also

belongs to this category. Traditionally, the main difficulty in using these methods has been

the maintenance of a sharp boundary between the different fluids and the computation of

the surface tension. The second class of methods, and the one that offers the potentially

highest accuracy, uses separate, boundary fitted grids for each phase. The steady rise of

buoyant, deformable, axisymmetric bubbles was simulated by Ryskin and Leal [17] using

this method. This method is best suited for relatively simple geometries, and applications

to complex fully three-dimensional problems with unsteady deforming phase boundaries are

very rare. The third class is the Lagrangian methods with moving grids [18]. The fourth

approach used in the present study is the front-tracking method [13, 19]. The front-tracking

method developed by Unverdi and Tryggvason [19] is based on the one-field formulation of

the Navier-Stokes equations and treating different phases as a single fluid with variable ma-

terial properties. In this approach, a stationary Eulerian grid is used for the fluid flow and

the interface is tracked explicitly by a separate Lagrangian grid. The immersed boundary

method developed by Peskin [20] is used to smoothly discretize the jumps in material prop-
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erties and to treat the effects of surface tension. The front-tracking method combined with

a finite-difference flow solver has been successfully applied to a wide range of multiphase

flow problems but almost all in relatively simple geometries [13] except for Udaykumar

et al. [7]. Udaykumar et al. [7] used a mixed Eulerian-Lagrangian algorithm to compute

flows in arbitrary geometries. The front tracking method has been reviewed recently by

Tryggvason et al. [13].

It is of great importance to be able to accurately model strong interactions between bub-

bles/drops and the curved solid boundary in many engineering and scientific applications

such as microfluidic systems [3], pore-scale multi-phase flow processes [8, 21] and biological

systems [4, 22]. The front-tracking method has many advantages such as its conceptual sim-

plicity and lack of numerical diffusion. However, its main disadvantage is probably the dif-

ficulty to maintain the communication between the Lagrangian marker points and Eulerian

body-fitted curvilinear or unstructured grids. In the present study, a finite-volume/front

tracking (FV/FT) method is developed to compute dispersed multiphase flows in complex

geometries. FV/FT method with the FV solver being based on the concept of dual time-

stepping was implemented earlier for the computation of two dimensional (plane or axisym-

metric) dispersed flows in complex geometries [1, 23]. Two-dimensional plane results have

been published earlier by Muradoglu and Gokaltun [23], and the axisymmetric flow cases

are presented by Muradoglu and Kayaalp [1]. The FV solver utilized in FV/FT method by

Muradoglu and Kayaalp is a density based solver that uses a preconditioning method. Mu-

radoglu and Kayaalp implemented the FV/FT method to solve the buoyancy-driven falling

drops in a straight channel and the motion of buoyancy-driven drops in capillary constricted

tube. The density based FV solver is found to be too sensitive to relaxation parameters as

being based on the preconditioning method and thus not very robust.

In the present work, the density based FV solver is replaced by a SIMPLE type FV

solver and the front-tracking FT methodology is extended to colocated curvilinear grids

and is combined with SIMPLE method [24] to facilitate accurate and efficient modeling

of strong interactions between the phases and complex solid boundary. Many solution

methods for incompressible flows are of the implicit pressure-correction type. They use

a pressure-correction equation to enforce mass conservation at each time step. Being an

implicit scheme, the SIMPLE algorithm is prefered for slow transient flows because it has
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less stringent time step restrictions than explicit scheme. The SIMPLE solver is less sensitive

to relaxation parameters which makes the algorithm more robust and therefore easier to

use by non-experts. For this reason, SIMPLE algorithm is prefered and utilized in nearly

all commercial CFD packages including FLUENT, StarCD and CFX. The FV algorithm is

essentially based on the cell-centered finite-volume scheme implemented in caffa code [24].

The code has been downloaded from the internet and modified to include the computation

of the surface tension forces resulting from the curvature of the interface separating the

immiscible fluids. Then, the grid generator associated with the caffa code is modified

to generate complex solid boundaries and to maintain the communication between the

curvilinear and Lagrangian grids. Being associated with complex grid generator, the new

FV/FT method is capable of computing flows with very large gradients at the boundaries

such as the deposition of a fluid on the wall of a tube problem studied theoretically by

Taylor [25] and Bretherton [26] and experimentally by Aussillous and Quéré [27].

The thesis is organized into three main parts. In Chapter 2, the governing equations,

discretization schemes and the implicit pressure correction algorithm are briefly reviewed.

Then the finite-volume/front-tracking algorithm is described. In Chapter 3, the particle

tracking algorithm is tested in a simple setting of a rigid body rotation of fluid in a cir-

cular channel and then the new FV/FT method is applied to compute the motion of the

drops falling due to gravity in a straight channel studied earlier numerically by Muradoglu

and Kayaalp [1] and by Han and Tryggvason [2]. It is found that the present results are

in a reasonably good agreement with the results obtained by early researchers. Then, the

present method is adopted to study the axisymmetric case of a gas phase steadily displacing

a Newtonian liquid and the results are compared with those obtained by early investiga-

tors [27, 26, 28]. Finally, some conclusions are drawn in Chapter 4.
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Chapter 2

NUMERICAL METHOD

In this chapter, an implicit finite volume scheme that uses the pressure-correction method

on two-dimensional Cartesian grid is presented. Solution in complicated geometries is de-

scribed by Ferziger and Peric [24]. First the mathematical formulation is explained in details.

Then, the implicit pressure correction method is described. Finally the finite-volume/front-

tracking algorithm is presented.

2.1 Mathematical Formulation

The FV solver is essentially based on the cell-centered scheme implemented in caffa code [24].

The code is downloaded from the internet and is adopted to solve the flow equations in-

cluding the effects of the surface tension forces. The governing Navier-Stokes equations in

integral form read: ∫

S

ρv.ndS = 0, (2.1)

∂

∂t

∫

Ω

ρuidΩ +

∫

S
ρuiv.ndS =

∫

S
τiji j.ndS −

∫

S
pi i.ndS +

∫

Ω

fbi
dΩ (2.2)

where S and Ω refer to the surface integral over the CV face and the volume integral over

the CV, respectively. All terms appearing in the above equations are

ρ density

n unit normal vector

v velocity field

ui the ithcomponent of the velocity field

τij viscous stress tensor

ij jth component of unit vector

p pressure

fb body force

Equation (2.1) is the integral form of the mass conservation (continuity) equation. Terms
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Figure 2.1: Control volumes for a staggered grid: for mass conservation and scalar quantities
(left), for x-momentum u-CV (center) and for y-momentum v-CV (right).

on the left side of the integral form of the momentum equation Eq. (2.2) represent the

unsteady and convective fluxes, respectively. On the right hand side, the momentum flux

is split into a viscous contribution τijij and a pressure contribution pii. The last term fbi

corresponds to the body force including gravitational and surface tension forces. Typical

staggered and colocated control volumes are shown in Fig. (2.1) and Fig. (2.2), respectively.

In staggered grid arrangement, the control volumes for ux and uy are displaced with respect

to the control volume for the continuity equation as shown in Fig. (2.1). Implicit solution of

the momentum equation discretized with colocated arrangement is the same as for staggered

arrangement except that CVs are the same for all variables. Cell faces e and w for ux and

n and s for uy lie midway between the nodes. For convenience, u is sometimes used instead

of ux and v instead of uy. A second order implicit three time level scheme is used for the

integration in time. This leads to the following approximation of the unsteady term:

[
∂

∂t

∫

Ω

ρuidΩ

]

P

≈ ρ∆Ω

2∆t
(3un+1

i − 4un
i + un−1

i ) = At
P un+1

i,P − Qt
ui

, (2.3)

where

At
P =

3ρ∆Ω

2∆t
and Qt

ui
=

ρ∆Ω

2∆t
(4un

i − un−1
i ). (2.4)
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Figure 2.2: Control volume in colocated grid and notation used.

The superscript n + 1 is dropped since all terms are evaluated at tn+1 unless stated

otherwise. Because the scheme is implicit, the equations require iterative solution. Outer

iterations are to be distinguished from inner iterations used to solve linear equations such as

the pressure correction equation. For the inner iterations, one of the basic solvers for linear

equation systems is used and concentration shall be on the outer iterations. The surface

integrals are splitted into four CV face integrals; east, west, north and south faces are

denoted by e, w, n and s, respectively. Approximation of the convective and diffusive fluxes

and the source terms are considered on CV face e; the other faces are treated in the same

way, and the results can be obtained by index substitution. A second order central difference

approximation is adopted to approximate the spatial derivatives appearing in convective and

diffusive fluxes. Fluxes are approximated by assuming that the value of a quantity at a CV

face center represents the mean value over the face (mid-point rule approximation). In the

mth outer iteration all nonlinear terms are approximated by a product of an old (from the

preceding outer iteration) and a new value. Thus, in discretizing the momentum equations,

the mass flux through each CV face is evaluated using the existing velocity field and is

assumed known:

ṁm
e =

∫

S

ρv.ndS ≈ (ρu)m−1
e Se. (2.5)

For convenience, all varaiables in the remainder of this section belong to the mth outer
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iteration unless specified otherwise. The mass fluxes (Eq. (2.5)) satisfy the continuity

equation on the scalar CV (Fig. (2.1)). Mass fluxes at the faces of the momentum CVs

are obtained by linear interpolation. Since the east and west faces of a u-CV are half way

between scalar CV faces, the mass fluxes are calculated as:

ṁu
e =

1

2
(ṁP + ṁE)u; ṁu

w =
1

2
(ṁW + ṁP )u. (2.6)

The mass fluxes through the north and south faces of the u-CV are approximated as half

the sum of the two scalar CV face mass fluxes:

ṁu
n =

1

2
(ṁne + ṁnw)u; ṁu

s =
1

2
(ṁse + ṁsw)u. (2.7)

The superscript u denotes that the indices refer to the u-CV (Fig. (2.1)). The sum of four

mass fluxes for the u-CV is half of mass fluxes into two adjacent scalar CVs and therefore

satisfy the continuity equation for the double scalar CV so the mass fluxes through the

u-CV faces conserve mass. This result also holds for v-momentum CVs ensuring that the

mass fluxes through the momentum CVs satisfy the continuity equation. The convective

flux of u-momentum through e face of a u-CV is then:

F c
i,e =

∫

S

ρuiv.ndS ≈ ṁeui,e. (2.8)

The CV face value of ui used in the above expression can be found using simple linear

interpolation central difference scheme (CDS), but some iterative solvers fail to converge

when applied to algebraic equation systems derived from central difference approximations

of convective fluxes because the matrices may not be diagonally dominant. Thus, these

equations are solved using deferred correction approach in which the flux is expressed as

F c
i,e = ṁeu

UDS
i,e + ṁe(u

CDS
i,e − uUDS

i,e )m−1, (2.9)

where superscripts CDS and UDS denote approximations by central and upwind differences,

respectively. The outward unit normal vector at CV face e is i , and thus the diffusive fluxes

are calculated as:

F d
i,e =

∫

Se

τixdS ≈ (τix)eSe, (2.10)

where Se = yj −yj−1 = ∆y for the u-CV and Se = 1
2
(yj+1−yj−1) for the v-CV. The stresses

at CV faces are calculated by approximating the derivatives using central difference scheme
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as:

(τxx)e = 2(µ
∂u

∂x
)e ≈ 2µ

uE − uP

xE − xP
, (2.11)

(τyx)e = µ(
∂v

∂x
+

∂u

∂y
)e ≈ µ

vE − vP

xE − xP
+ µ

une − vse

yne − yse
, (2.12)

where τxx is evaluated at the e face of the u-CV, and τyx at the e face of the v-CV.

The pressure terms are approximated by:

Qp
u = −

∫

S
pi.ndS ≈ −(peSe − pwSw)m−1 (2.13)

for the u-equation and

Qp
v = −

∫

S
pj.ndS ≈ −(pnSn − psSs)

m−1 (2.14)

for the v-equation.

Body forces are approximated by:

Qb
ui

≈ (fb)
m−1 ∆Ω (2.15)

where ∆Ω = (xe − xw)(yn − ys) = 1
2
(xi+1 − xi−1)(yj − yj−1) for the u-CV and ∆Ω =

1
2
(xi − xi−1)(yj+1 − yj−1) for the v-CV. The aproximation to the complete ui-momentum

equation is:

At
P ui,P + F c

i = F d
i + Qp

i + Qb
i + Qt

i, (2.16)

where

F c = F c
e + F c

w + F c
n + F c

s and F d = F d
e + F d

w + F d
n + F d

s (2.17)

Since ρ and µ are constant, part of the diffusive flux term cancels out by the virtue of

the continuity equation. The equations are simplified by deleting those terms prior to

discretization. In the u-equation, τxx term on e and w faces are reduced by half, and in τyx

term at n and s faces ∂v/∂x contribution is removed. Even when ρ and µ are not constant,

the sum of these terms contributes in only a minor way to F d. This is why an explicit

diffusive source term for u:

Qd
u =

[
µeSe

uE − uP

xE − xP
− µwSw

uP − uW

xP − xW
+ µnSn

vne − vnw

xne − xnw
− µsSs

vse − vsw

xse − xsw

]m−1

(2.18)

is usually calculated from the previous outer iteration m − 1 and treated explicitly. Only

F d − Qd
u is treated implicitly. A consequence of this approximation is that, on a colocated
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grid, the matrix implied by Eq. (2.16) is identical for all velocity components. When

the approximation for all the fluxes and source terms are substituted into Eq.(2.16), the

following form of algebraic equation is obtained:

Au
P uP +

∑

l

Au
l ul = Qu

P , l = E, W, N, S. (2.19)

The equation for v has the same form. For the CDS approximations applied above, the

coefficients of the u equation are:

Au
E = min(ṁu

e , 0) − µeSe

xE − xP
,

Au
N = min(ṁu

n, 0) − µnSn

yN − yP
,

Au
W = min(ṁu

w, 0) − µwSw

xP − xW
,

Au
S = min(ṁu

s , 0) − µsSs

yP − yS
,

Au
P = At

P −
∑

l

Au
l , l = E, W, N, S. (2.20)

The source term Qu
P contains not only the pressure and body force terms but also the portion

of convective and diffusive fluxes resulting from deferred correction and the contribution to

the unsteady term:

Qu
P = Qp

u + Qb
u + Qc

u + Qd
u + Qt

u, (2.21)

where

Qc
u =

[
(F c

u)UDS − (F c
u)CDS

]m−1
. (2.22)

The convective source is calculated using the velocities from the previous outer iteration

m− 1. The coefficients for the v-equation are obtained in the same way and have the same

form. The linearized momentum equations are solved with sequential solution method [24]

using the old mass fluxes and the pressure from the previous outer iteration. This produces

new velocities u∗ and v∗ which do not necessarily satisfy the continuity equation so:

ṁ∗
e + ṁ∗

w + ṁ∗
n + ṁ∗

s = ∆ṁ∗
P , (2.23)

where the mass fluxes are calculated according to Eq. (2.5) using u∗ and v∗. The velocity

components u∗ and v∗ calculated from the momentum equatios can be expressed as follows
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(by dividing Eq. (2.19) by AP ; noting that index e on a mass CV represents index P on a

u-CV):

u∗
e = ũ∗

e −
Se

Au
P

(pE − pP )m−1, (2.24)

where ũ∗
e is shorthand notation for

ũ∗
e =

Qu
P − Qp

u −∑l A
u
l u∗

l

AP
. (2.25)

Analogously, v∗n is expressed as:

v∗n = ṽ∗n − Sn

Av
P

(pN − pP )m−1, (2.26)

The velocities u∗ and v∗ are corrected to enforce mass conservation by correcting the pres-

sure. This is done as outlined in the following section. The corrected velocities um = u∗+u
′

and vm = v∗ + v
′

,where u
′

and v
′

refer to the velocity corrections, are enforced to satisfy

linearized momentum equations by correcting the pressure. Therefore

um
e = ũm

e − Se

Au
P

(pE − pP )m, (2.27)

and

vm
n = ṽm

n − Sn

Av
P

(pN − pP )m, (2.28)

where pm = pm−1 + p
′

is the new pressure and p
′

refers to the pressure correction. The

relation between the velocity and pressure corrections is obtained by substracting Eq. (2.24)

from Eq. (2.27):

u
′

e = ũ
′

e −
Se

Au
P

(p
′

E − p
′

P ), (2.29)

where

ũ
′

e = ũm
e − ũ∗

e = −
∑

l A
u
l u

′

l

AP
. (2.30)

Anologously,

v
′

n = ṽ
′

n − Sn

Av
P

(p
′

N − p
′

P ). (2.31)

The velocities um and vm are substituted into the expressions for mass fluxes (Eq.(2.5)) to

enforce to satisfy the continuity equation; and using Eq.(2.23):

(ρSu
′

)e − (ρSu
′

)w + (ρSv
′

)n − (ρSv
′

)s + ∆ṁ∗
P = 0. (2.32)
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Finally, the above expressions for u
′

and v
′

are substituted into the continuity equation

leading to the pressure correction equation:

Ap
P p

′

P +
∑

l

Ap
l p

′

l = −∆ṁ∗
P − ∆ṁ

′

P , (2.33)

where the coefficients are:

Ap
E = −

(
ρS2

Au
P

)

e

, Ap
W = −

(
ρS2

Au
P

)

w

,

Ap
S = −

(
ρS2

Av
P

)

n

, Ap
S = −

(
ρS2

Av
P

)

s

,

Ap
P = −

∑

l

Ap
l , l = E, W, N, S. (2.34)

The term ∆ṁ
′

P is analogous to ∆ṁ∗
P , with ũ

′

and ṽ
′

replacing u∗ and v∗. Since the velocity

corrections are not known prior to the solution of the pressure-correction equation, this term

is neglected resulting in the SIMPLE algorithm. Other alternatives are the SIMPLER and

the PISO [24]. After the pressure-correction equation is solved, the velocities and pressure

are corrected. The corrected velocities satisfy the continuity equation to the accuracy with

which the pressure-correction equation is solved. However, they do not satisfy the non-

linear momentum equation, so another outer iteration is needed. When both the continuity

and momentum equations are satisfied to the desired accuracy, one can proceed to the next

level.

2.2 Implicit Pressure-Correction Method

If an implicit method is used to advance the momentum equations in time, the discretized

equations for the velocities at the new time step are non-linear. If the pressure gradient

term is not included in the source term, these may be written:

Aui

P un+1
i,P +

∑

l

Aui

l un+1
i,l = Qn+1

ui
−
(

δpn+1

δxi

)

P

. (2.35)

The source term contains all the terms that may be explicitly computed in terms of un
i as

well as any body force or other linearized terms that may depend on un+1
i or other variables

at the new time level - hence the superscript n+1. Due to the non-linearity and coupling of

the uderlying differential equations, Eq. (2.35) cannot be solved directly as the coefficients
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A and, possibly, the source term, depend on the unknown solution un+1
i . The iterations

within one time step, in which the coefficient and source matrices are updated, are called

outer iterations to distinguish them from the inner iterations performed on linear system

with fixed coefficients. On each outer iteration, the following system of linear equations is

solved:

Aui

P um∗
i,P +

∑

l

Aui

l um∗
i,l = Qm−1

ui
−
(

δpm−1

δxi

)

P

. (2.36)

At the beginning of each outer iteration, the terms on the right hand side of Eq. (2.36) are

evaluated using the variables at the preceeding outer iteration. Since the pressure used in

these iterations was obtained from the previous outer iteration or time step, the velocities

computed from Eq. (2.36) do not normally satisfy the continuity equation. To enforce the

continuity condition, the velocities need to be corrected; this requires modification of the

pressure field.

The velocity at node P, obtained by solving the linearized momentum equations, can be

formally expressed as

um∗
i,P =

Qm−1
ui

−∑l A
ui

l um∗
i,l

Aui

P

− 1

Aui

P

(
δpm−1

δxi

)

P

(2.37)

where um∗
i,P is a predicted value of the velocity for iteration m. The corrected final values

should satisfy the continuity equation. For convenience, the first term on the right hand

side of the above equations is called ũm∗
i,P defined as

um∗
i,P = ũm∗

i,P − 1

Aui

P

(
δpm−1

δxi

)

P

. (2.38)

The velocities are corrected so that they satisfy the continuity equation by correcting the

pressure field. The corrected velocities and pressure are linked by

um
i,P = ũm∗

i,P − 1

Aui

P

(
δpm

δxi

)

P

. (2.39)

Continuity is now enforced by inserting the above expression for um
i,P into the continuity

equation to yield a discrete Poisson equation for the pressure

δ

δxi

[
ρ

Aui

P

(
δpm

δxi

)]

P

=

[
δ (ρũm∗

i )

δxi

]

P

. (2.40)

After solving the Poisson equation for the pressure, the final velocity field at the new

iteration, um
i , is calculated from Eq. (2.39). At this point the velocity field satisfies the
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continuity equation, but the velocity and pressure fields do not satisfy the momentum

equations. Thus, another outer iteration in needed and the process continues until a velocity

field which satisfies both the momentum and continuity equations is obtained. In SIMPLE

algorithm, the most common implicit pressure-correction method, a small correction is

added to the velocities computed from the linearized momentum equations and the pressure

pm−1, i.e.,

um
i = um∗

i + u
′

and pm = pm−1 + p
′

. (2.41)

These corrected values are substituted into the momentum equation Eq. (2.36), and the

relation between the velocity and pressure corrections is obtained as

u
′

i,P = ũ
′

i,P − 1

Aui

P

(
δp

′

δxi

)

P

, (2.42)

where ũ
′

i,P is defined as

ũ
′

i,P = −
∑

l A
ui

l u
′

i,l

Aui

P

. (2.43)

Application of the discretized continuity equation to corrected velocities and use of Eq.

(2.42) produces the following pressure-correction equation

δ

δxi

[
ρ

Aui

P

(
δp

′

δxi

)]

P

=

[
δ (ρum∗

i )

δxi

]

P

+




δ
(
ρũ

′

i

)

δxi




P

. (2.44)

Once the pressure correction has been solved for, the velocities are updated using Eq. (2.41)

and Eq. (2.42). The above procedure is repeated using the new values of um
i and pm as

improved estimates for un+1
i and pn+1 until all corrections are negligibly small, thus one

can advance to the next time step [24].

The solution algorithm for the SIMPLE method can be summarized as follows:

1. Start calculation of the fields at the new time tn+1 using the latest solution un
i and

pn as starting estimates for un+1
i and pn+1.

2. Assemble and solve the linearized algebraic equation systems (Eq. (2.36)) for the

velocity components (momentum equations) to obtain um∗
i .

3. Assemble and solve the pressure-correction equation (Eq. (2.44)) to obtain p
′

.
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4. Correct the velocities and pressure to obtain the velocity field um
i , which satisfies the

continuity equation, and the new pressure pm.

5. Return to step 2 and repeat, using um
i and pm as improved estimates for un+1

i and

pn+1, until all corrections are negligibly small.

6. Advance to the next time step.

2.3 Tracking Algorithm

In the present work, the tracking algorithm developed by Muradoglu and Kayaalp [1] is

utilized and combined with the FV solver. In this tracking algorithm, the interface between

different phases are represented by a Lagrangian grid with connected marker points as

shown in Fig. (2.3). The marker points can be considered as fluid particles moving with

local flow velocity. In order to maintain communication between the Lagrangian and fixed

curvilinear grids, it is necessary to determine the locations of the marker points in the

curvilinear grid at every physical time step. The grid generator associated with the caffa

code [24] is modified to maintain the comunication three different grids (curvilinear grid,

auxilary uniform cartesian grid and lagrangian grid) Fig. (2.3). The tracking algorithm

utilizes an auxiliary uniform Cartesian grid as sketched in Fig. (2.3). The overall algorithm

can be summarized as follows: At the beginning of each simulation, a uniform Cartesian

grid is generated such that it covers the entire computational domain. The cell size of the

uniform grid is typically taken as the half of the size of the smallest curvilinear grid cell.

It is then found which uniform Cartesian grid nodes reside in each curvilinear grid cell and

this information is stored in an array.

Referring to the sketch in Fig. (2.4), for example, the nodal point Q is found to be in

the curvilinear grid cell ABCD by performing the vector operations
−→
k · (|−−→AB| × |−→AQ|) ≥ 0,

−→
k · (|−−→BC| × |−−→BQ|) ≥ 0,

−→
k · (|−−→CD| × |−−→CQ|) ≥ 0, and

−→
k · (|−−→DA| × |−−→DQ|) ≥ 0, where

−→
k is

the outward unit vector perpendicular to the cell ABCD. The same procedure is used for

all other nodal points enclosed by the rectangle consisting of the uniform grid cells that

enclose ABCD, i.e., the uniform grid cells in the rectangle shown by thick solid borderline

in the sketch, and the entire process is repeated for all other curvilinear grid cells. It

is emphasized that all these computations are done only once at the beginning of each
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Auxilary Uniform
Cartesian Grid

Fluid II

Curvilinear Grid

Fluid I
Front

Figure 2.3: Three types of grids used in the computations. The governing equations are
solved on a fixed Eulerian curvilinear grid and the interface between different phases is
represented by a Lagrangian grid consisting of connected marker points. An auxiliary
uniform Cartesian grid is used to maintain communication between the curvilinear and
Lagrangian grids [1].

simulation as a preprocessing. Then, in each physical time step, it is first determined where

the front points reside in the uniform grid. Referring to the sketch in Fig. (2.5), for instance,

it is first found that the front point P is in (I, J) cell of the uniform grid and then it is

determined that the nodes of (I, J) cell reside in the curvilinear grid cells (i, j), (i, j−1) and

(i − 1, j − 1) as shown by the dashed line in the sketch. As a result, we conclude that the

front point P resides in the region consisting of the curvilinear grid cells (i− 1 : i, j − 1 : j)

and this region is expanded to include the cells (i − 2 : i + 1, j − 2 : j + 1). Finally the

cells (i − 2 : i + 1, j − 2) and (i − 2, j − 2 : j + 1) are eliminated based on the relative

distance of their outer nodes to the point P compared to the cells (i − 2 : i + 1, j + 1) and

(i + 1, j − 2 : j + 1), respectively. At the end of this process, it is determined that the front

point P resides in the domain composed by the cells (i − 1 : i + 1, j − 1 : j + 1). The front

properties evaluated at the point P are distributed onto these cells and flow variables such
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B

C

D

A

Q

Figure 2.4: Preprocessing of the uniform Cartesian grid. Vector algebra is used to determine
which uniform Cartesian grid nodes reside in each curvilinear grid cell [1].

as velocity field are interpolated onto point P from these cells.

2.4 Smoothing the Front Properties onto the Curvilinear Grid

Since the flow equations are solved on the curvilinear grid but the surface tension is com-

puted on the front, it is necessary to convert the surface tension into a body force by an

appropriate distribution function [13]. This involves an approximation to the delta function

on the curvilinear grid in a conservative manner. Let φf be an interface quantity per unit

surface area, it should be converted into the grid value φg given per unit volume. To ensure

that total value is conserved in the smoothing, we must have
∫

∆s
φf (s)ds =

∫

∆v
φg(x)dv, (2.45)

where ∆v is the volume of the grid cell. Following Tryggvason et al. [13], this consistency

condition is satisfied by writing

φij =
∑

l

φlw
l
ij

∆sl

vij
, (2.46)

where φl is a discrete approximation to the front value φf , φij is an approximation to the

grid value φg, ∆s is the area of front element l and wl
ij is the weight of grid point ij with
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Figure 2.5: The tracking algorithm for curvilinear grids [1].

respect to element l. For consistency, the weights must satisfy

∑

ij

wl
ij = 1, (2.47)

but can be selected in different ways [13]. In the present study, the weight for the grid point

ij for smoothing from xp = (rp, zp) is defined as a tensor-product kernel in the form

wij(xp) = K(rr)K(rz), (2.48)

where rr = |rp − rij |/rmax and rz = |zp − zij |/zmax. Note that rmax and zmax are the

maximum distance of the grid nodes on which the front quantity φij is to be distributed in

r and z directions, respectively. The functional form of K used here is

K(r̂) =





4
3
− 8(1 − r̂)r̂2 if r̂ ≤ 0.5

8
3
(1 − r̂)3 if 0.5 < r̂ ≤ 1.0

0 otherwise,

(2.49)

which is symmetric about r̂ = 0, and piecewise cubic with continuous first and second

derivatives. The weights wij are normalized to satisfy the consistency condition given by

Eq. (2.47). The weights wij are also used to interpolate grid values such as velocity field

from the curvilinear grid onto the front points.
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2.5 Computation of Material Properties

The material properties such as density and viscosity are computed according to

ρ = φρd + (1 − φ)ρo

µ = φµd + (1 − φ)µo, (2.50)

where the subscripts o and d refer to the ambient and the drop fluids, respectively. The

indicator function φ is defined such that it is unity inside and zero outside of the drops. If the

material properties change suddenly from one grid point to the next grid point disturbances

may occur. To prevent these disturbances, the interface is not kept completely sharp but

given a small thickness of the order of the grid size. In this transition area (Fig. (2.6))

the fluid properties change smoothly from the value outside the front to the value inside

the front. This transition region also helps to determine the position of the interface more

accurately on the grid. Figure (2.7) shows the smooth change of the indicator on the

curvilinear grid for the axisymmetric problem of bouyancy-driven drop in a straight channel.

Following Tryggvason et al. [13], the indicator function is obtained by solving the Poisson

equation

∇2φ = ∇h · ∇hφ, (2.51)

where ∇h is the discrete version of the gradient operator. The jump ∇hφ is distributed on

the neighboring grid cells using the Peskin distribution [13] and Eq. (2.51) is then solved

on the uniform grid in the vicinity of each drop. After computing the indicator function on

the uniform grid, it is interpolated onto the curvilinear grid using bilinear interpolations.

2.6 Surface Tension

The surface tension on each front element is computed following the procedure described

by Tryggvason et al. [13]. The surface tension on a small front element can be computed as

δFσ =

∫

∆s
rσκnds. (2.52)

Using the definition of curvature of a two-dimensional curve, i.e., κn = ∂s/∂s and accounting

for the axisymmetry of the problem, Eq. (2.52) can be integrated to yield

δFσ = rσ(s2 − s1) − ∆sσer, (2.53)
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Figure 2.6: Transition region from one phase to another using indicator function.

where er denotes the unit vector in the radial direction. The tangent vector to the curve s

is computed directly by a Lagrange polynomial fit through the end-points of each element

and the end-points of adjacent element in the same way as described by Tryggvason et

al. [13]. Then, the distributed surface tension force is added as a body-force-like term into

the equation of motion.

2.7 The Overall Solution Procedure

The finite-volume and front-tracking methods described above are combined as follows. In

advancing solutions from physical time level n (tn = n · ∆t) to level n + 1, the locations

of the marker points at the new time level n + 1 are first predicted using an explicit Euler
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Figure 2.7: Transition region from one phase to another using indicator function on the
curvilinear grid.

method, i.e.,

X̃
n+1

p = Xn
p + ∆tVn

p , (2.54)

where Xp and Vp denote the position of front marker points and the velocity interpolated

from the neighboring curvilinear grid points onto the front point Xp, respectively. Then the

material properties and surface tension are evaluated using the predicted front position as

ρn+1 = ρ(X̃
n+1

p ); µn+1 = µ(X̃
n+1

p ); fn+1
b = fb(X̃

n+1

p ). (2.55)

The velocity and pressure fields at new physical time level n + 1 are then computed by

solving the flow equations by the FV method for a single physical time step and finally the

positions of the front points are corrected as

Xn+1
p = Xn

p +
∆t

2
(Vn

p + Vn+1
p ). (2.56)

After this step the material properties and the body forces are re-evaluated using the cor-

rected front position. The method is second order accurate both in time and space.

Perfect reflection boundary conditions are used at the solid boundary for the front marker

points, i.e., the front marker points crossing the solid boundary due to numerical error are
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Figure 2.8: Distribution of front properties from the Lagrangian grid onto the curvilinear
grid and interpolation of flow quantities from the curvilinear grid onto the Lagrangian grid
near a solid boundary [1].

reflected with respect to the inward normal vector back into the computational domain.

If the front marker point is close to the boundary as sketched in Fig. (2.8), the front

properties are distributed onto curvilinear cells in a conservative manner, i.e., the weights

are defined only for the cells within the computational domain (shown by the thick solid

line in the sketch) and are normalized to satisfy the consistency conditions given by Eq.

(2.47). The grid properties are interpolated onto the front point in a similar manner. The

Lagrangian grid is initially uniform and is kept nearly uniform throughout the computations

by deleting small elements and splitting the large elements in the same way as described by

Tryggvason et al. [13]. The initial front element size is typically set to 0.75∆l, where ∆l is

the minimum size of the curvilinear grid cell. During the simulation, in each physical time

step, the elements that are smaller than 0.5∆l are deleted and the elements that are larger

than ∆l are splited into two parts in order to keep the Lagrangian grid nearly uniform and

to prevent the formation of wiggles much smaller than the grid size.
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Chapter 3

RESULTS AND DISCUSSION

First the particle tracking algorithm is tested in a simple setting of a rigid body rotation

of fluid in a circular channel. The method is then applied to compute the motion of a

freely falling drop in a straight channel studied earlier by Han and Tryggvason [2] using

finite-difference/front-tracking (FD/FT) method. Finally the method is used to compute

the film thickness deposited behind a gas phase steadily displacing a newtonian fluid and

the results are compared with the theoretical result of Bretherton [26] and Taylor [25], and

with the computational results obtained earlier by Ratulowski and Chang [29], Giavedoni

and Saita [28] and with the experimental results obtained by Aussillous and Quéré [27].

3.1 Particle tracking

First the particle tracking algorithm is tested in a simple setting of a rigid body rotation of

fluid in a circular channel as shown in Fig. (3.1). This test case is used by Muradoglu and

Kayaalp [1] to demonstrate the temporal and spatial accuracies of the tracking method. The

radius of the outer boundary and the width of the channel are set to Rc = 1 and wc = 0.2

respectively. The velocity field is specified as:


 u

v


 =


 −y + y0

x − x0


 , (3.1)

where x and y are the components of the two-dimensional coordinates; x0 and y0 are the

centroid of the circular channel; and u and v are the x and y components of the velocity

vector, respectively. A two dimensional drop of diameter dd = 0.15 centered at (x, y) =

(0.1, 1.0) is set into motion by the fluid and two equatorial lines are used to visualize its

motion (Fig. (3.1b)). A coarse version of the curvilinear grid used in the simulations is

shown in Fig. (3.1a). To demonstrate the accuracy of the tracking algorithm, snapshots

of the drop at the initial and three other different locations in the channel are shown in

Fig. (3.1b). This figure clearly shows the rigid body motion of the drop indicating the
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Figure 3.1: (a) A coarse curvilinear grid containing 96×8 grid cells. (b) The evolution
of a two-dimensional drop moving with a fluid in a rigid body rotation. (Grid: 768×64,
dt = 10−3)

accuracy of the tracking algorithm. The temporal and spatial accuracies of the tracking

algorithm are quantified in Fig. (3.2a) and Fig. (3.2b), respectively. The error is defined as

the difference between the computed and exact locations of the drop centroid and is plotted

at three different locations t = 1.6, t = 3.2 and t = 4.8. In Fig. (3.2a), the error is plotted

against the time step ∆t. This figure clearly shows that the tracking algorithm is second

order accurate in time. It can be also seen that for very small time steps the error approches

a constant value as expected since the temporal error becomes negligible compared to the

spatial error for time step ∆t smaller than a specific value. In Fig. (3.2b), the error is

plotted against the inverse of the total number of grid cells M−2. As can be seen in this

figure, the tracking algorithm is also second order accurate in space as expected.

3.2 Bouyancy-Driven Falling Drop in a Straight Channel

The second test case concerns with the bouyancy-driven falling drops in a straight channel

studied earlier by Han and Tryggvason [2] and by Muradoglu and Kayaalp [1]. The physical

problem and computational domain are sketcehd in Fig. (3.3b).
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Figure 3.2: Error in the position of the drop centroid (a) against the time step ∆t and (b)
against the inverse of the total number of grid cells M−2.

As can be seen in this figure, the ambient fluid completely fills the rigid cylinder and

the drop that is denser than the ambient fluid accelerates downward due to gravitational

body force. The problem is governed by four nondimensional parameters [2], namely the

Eötvös number Eo (interchangeably called the Bond number, Bo), the Ohnesorge number

Ohd, the density and viscosity ratios defined as

Eo =
gz∆ρd2

σ
,

Ohd =
µd√
ρddσ

,

ρ∗ =
ρd

ρo
,

µ∗ =
µd

µo
, (3.2)

where ∆ρ = ρd − ρo is the density difference between the drop and the ambient fluids, gz is

gravitational acceleration and d is the initial drop diameter. The Ohnesorge number based

on the ambient fluid is defined similarly as Oho = µo√
ρodσ

. The subscripts d and o denote the

properties of the drop and ambient fluids, respectively. The nondimensional time is defined

as

t∗ =
t√
d/gz

. (3.3)
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Figure 3.3: a) A coarse computational grid containing 16x96 cells. The grid is stretched
in radial direction. b) Schematic illustration of the physical problem and computational
domain for a buoyancy-driven falling drop in a straight channel.

In all the computations presented in this section, the computational domain is 5d in

radial direction and is 15d in the axial direction. No-slip boundary conditions are applied

on the cylinder walls and axisymmetry conditions are applied on the centerline. The drop

centroid is initially located at (rc, zc) = (0, 12d). The computational domain is resolved

by a 128 × 768 regular Cartesian grid. A coarse grid containing 16x96 grid cells is plotted

in Fig. (3.3a) to show the overall structure of the grid used in the simulations. The grid

is stretched in the radial direction to have more grid points close to the centerline. The

Ohnesorge number, the density and viscosity ratios are kept constant at Ohd = 0.0466

(Oho = 0.05), ρd/ρo = 1.15 and µd/µo = 1 in all the results presented here.

First, the evolution of the drop for various Eo numbers (Eo = 6, Eo = 12 and Eo = 24) is

shown in Fig. (3.4). Then, the results of the present FV/FT method are compared with the

finite-difference/front-tracking FD/FT results obtained earlier by Han and Tryggvason [2].

To quantify the accuracy of the present method, the velocity is nondimensinalized by
√

gzd.

The nondimensional velocity of the drop centroid and the percentage change in the drop
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Figure 3.4: Evolution of drop for Eo = 6 (left), Eo = 12 (center) and Eo = 24 (right). The
gap between two successive drops in each column represents the distance the drop travels at
a fixed time interval and the last interface is plotted at t∗ = 44.04, t∗ = 44.12 and t∗ = 43.92
for Eo = 6, Eo = 12 and Eo = 24 cases, respectively.

volume for (Eo = 6, Eo = 12 and Eo = 24) are plotted together with the results of Han

and Tryggvason in Figs. (3.5), (3.6) and (3.7), respectively.

It can be seen that the percentage change in drop volume is relatively large in the present

FV/FT method compared to FD/FT method of Han and Tryggvason [2]. This relatively

large volume change in the present method may be attributed to the large numerical errors

in the present results due to larger physical time steps, interpolation and distribution algo-

rithms and partly due the front restructuring algorithm. The nondimensinal velocity in the

present method is found to be in very good qualitative agreement with the early results but

quantitavely it is smaller than previously obtained results and this is due to the relatively

large volume loss in the present work.
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Figure 3.5: a) Velocity of drop centroid and b) percentage change in drop volume versus t∗

for Eo = 6. The dashed lines are the present results and solid lines are Han and Tryggavason
FD/FT results [2].
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Figure 3.6: a) Velocity of drop centroid and b) percentage change in drop volume versus
t∗ for Eo = 12. The dashed lines are the present results and solid lines are Han and
Tryggavason FD/FT results [2].
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Figure 3.7: a) Velocity of drop centroid and b) percentage change in drop volume versus
t∗ for Eo = 24. The dashed lines are the present results and solid lines are Han and
Tryggavason FD/FT results [2].
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3.3 Deposition of a fluid on the wall of a tube

If a drop of a wetting liquid is displaced by air in a tube, the tube remains wet behind

the drop as shown in Fig. (3.8). A very classical (and practical) problem is the knowledge

of liquid remaining on the wall of the tube, namely h. The problem has been extensively

studied in the limit of low velocities of deposition, in particular, since Taylor’s [25] and

Bretherton’s [26] first experiments. The problem has also been studied by Aussillous and

Quéré [27] at high deposition speeds with liquids of low viscosity stressing the influence of

inertia on the film thickness. After a brief summary of the these regimes, the new FV/FT

method is validated for the same deposition problem and the results are compared with

those obtained in early experiments.

h

V 2RGas

Liquid

a

Figure 3.8: A drop of a wetting liquid moved in capillary tube leaves behind a film. The
thickness h of this film generally depends on the drop velocity V. The tube radius is denoted
by R.

In the limit of slow deposition, the boundary condition at the solid-liquid interface

causes the deposition of a film. Since viscous and capillary forces play antagonist roles,

the nondimensional parameter to be considered is the ratio of these forces, the so called

capillary number Ca = µV/σ, where µ, V and σ are the liquid viscosity, the bubble velocity

and the surface tension, respectively. The regime where the film thickness only depends on

Ca is called visco-capillary. In this regime, the film thickness was calculated by Bretherton

using planar lubrication equations [26]. The flow takes place because of the Laplace pressure

difference (∆p = σ/a), where a is the radius of curvature of the spherical bubble, due to

the difference in curvature between the film and the meniscus. Balancing the viscous forces
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Figure 3.9: (a) The computational domain. (b) A coarse computational grid containing
96x16 cells. The grid is stretched in radial direction.

with the pressure gradient yields
σV

h2
∼ 1

λ

σ

R
(3.4)

where the film length λ is calculated by balancing the Laplace pressures:

−σ

r
− σh

λ2
∼ −2σ

R
. (3.5)

Thus we have λ ∼
√

hR, from which the classical Bretherton law can be deduced [26]:

h

R
∼ Ca2/3. (3.6)

This equation is set for small capillary numbers assuming negligible inertial effects (h << R

implies Ca << 1). As Ca increases, R must be replaced by (R − h) in Eq. (3.4) and Eq.

(3.5) so that the deposition scaling law becomes

h

R
∼ Ca2/3

1 + Ca2/3
(3.7)

The above equation implies a dependence of the normalized film thickness on one sin-

gle parameter, namely the capillay number and a convergence of the thickness at large

Ca, obviously related to the confinment which imposes h < R [27]. These results agree
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with the data obtained by Taylor with different viscous oils [25]. A fit of the form h/R ∼
1.34Ca2/3/

(
1 + 1.35 ∗ 2.5Ca2/3

)
describe quite precisely the data, where the coefficient 1.34

was derived by Bretherton; the coefficient 2.5 is empirical. This convinient empirical equa-

tion is called Taylor’s law. Excellent numerical solutions of the problem, which remarkably

fit the Taylor’s data, have been proposed by, in particular by Reinelt and Saffman [30],

Martinez and Udell [31] and Giavedoni and Saita [28].

The problem is simulated assuming a bubble of initial length (∼ 6R) located in a chan-

nel of length and diameter (12R) and (2R), respectively. The computational domain of

the axisymmetric problem used in the simulation is sketched in Fig. (3.9a). The computa-

tional domain is resolved by 1280x96 uniform Cartesian grid. The grid is stretched in the

radial direction to have more grid points close to the wall of the channel. In this study,

different series of computations are performed to compute the film thickness in both low

speed and high speed deposition regions. Two sets of computations are perform in the low

speed deposition region with capillary number in the range of Ca = 0.005 − 1.0. The first

set of computations is performed assuming viscous oils (µ ∼ 10−1Pa · s) and the second

set is computed assuming less viscous liquids (µ ∼ 10−3Pa · s, the water viscosity). The

computations are performed for Reynolds number on the order of Re ∼ (10−1) and Re ∼ (1)

for the first and second series, respectively. The physical time step used in both series of

computations is on the order of ∆t ∼ (10−4). The data obtained for both sets are displayed

together with the emperical fit of Taylor Law in Fig. (3.10). It can be seen that results are

in a good agreement with the Taylor law.

In the high speed deposition region the thickening effect of inertia, studied experimentally

by Aussillous and Quéré [27], is investigated. Aussillous and Quéré studied the film thickness

deposed by drops of ethanol moved in a capillary tube of radius R = 0.78mm. They showed

that the film thickness only obeys Taylor’s law at small capillary number [27]. In the

present work, two series of computations are performed to study the thickenin effect of

inertia. These computations are done for the same range of capillary numbers as in the

experiment performed by Aussillous and Quéré and the results are plotted together with

Taylor law in Fig. (3.11) and Fig. (3.12). The results obtained in the computations showed

a small shift from Taylor law indicating the thickening effect for the whole range studied of

capillary number. This is attributed to the limited value of density and viscosity ratio used
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Figure 3.10: Normalized film thickness as a function of the capillary number for different
liquids. The full line is the empirical fit of Taylor’s law. Asterisks and open squares are the
results obtained assuming viscous oils (µ ∼ 10−1Pas, Re ∼ (10−1)) and less viscous liquids
(µ ∼ 10−3Pas, the water viscosity, Re ∼ (1)), respectively. These results correspond to low
speed deposition.

in the simulation. In this work, interface profile is also studied. At low Ca, Ratulowski and

Chang [29] showed that the front and rear regions of the interface profile are nearly static

profiles of spherical caps for isolated bubbles with undulating rear profile and of nodoidal

surfaces for bubble trains. Near the channel wall is a region where both viscous and capillary

forces are important. This region is called the transition region. For very long bubbles, the

transition region merges into a region of uniform film thickness. This uniform film region is

not present for short bubbles [29]. In Fig. (3.13), the front and back bubble profiles for very

long bubble at various Ca values are displayed. The monotonic front profile Fig.(3.13a)

and the formation of the undulating back profile Fig.(3.13b) for relatively high capillary

numbers can be observed.
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Figure 3.11: Normalized film thickness as a function of the capillary number. The full line
is the empirical fit of Taylor’s law. Asterisks are the results computed assuming Reynolds
number is of order Re ∼ 102 .
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Figure 3.12: Normalized film thickness as a function of the capillary number. The full line
is the empirical fit of Taylor’s law. Asterisks are the results computed assuming Reynolds
number is of order Re ∼ 103.
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Figure 3.13: (a) Front (b) Back film profile for very long bubbles at various capillary
numbers. The monotonic front profile and the formation of undulating back profile are
evident. r and z are the nondimensional radial and axial components of front location,
respectively.
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Chapter 4

CONCLUSIONS

A finite-volume/front-tracking FV/FT method has been developed for computations of

dispersed multiphase flows in complex geometries. The method is based on the one-field

formulation of the flow equations and treating the different phases as a single fluid with

variable material properties. The flow equations are solved by a SIMPLE finite volume

method on a body-fitted curvilinear grid and a separate Lagrangian grid is used to represent

the interfaces between different phases. A novel tracking algorithm that utilizes an auxiliary

uniform Cartesian grid is adopted to track the interface on the curvilinear grid and is found

to be robust and computationally efficient. The front-tracking methodology is extended

to be used with the complex grid generator associated with the FV solver code namely

caffa [24] and to facilitate accurate and efficient modeling of strong interactions between

the phases and complex solid boundaries.

The FV method is based on Semi-Implicit-Pressure-Linked-Equation (SIMPLE) algo-

rithm. In this method, a pressure-correction equation is used to enforce mass conservation

at each time step. Being an implicit scheme, the SIMPLE algorithm is prefered for steady

and slow transient flows, because it has less stringent time step restrictions than explicit

scheme. The numerical method including discritization schemes as well as approximation

of all terms are explained in details in chapter 2.

The method is implemented to solve two-dimensional (plane or axisymmetric) dispersed

multiphase flows and has been successfully applied to several test cases. First, the particle

tracking algorithm of the new finite-volume/front-tracking FV/FT method is validated and

the temporal and spatial errors are quantified for the rigid body motion case demonstrating

that the method is convergent in terms of grid refinement and time stepping error. Then,

the new FV/FT method is applied to compute the motion of a bouyancy-driven falling drop

in a straight channel and the results are in a very good qualitative agreement with those of

the FD/FT method developed by Han and Tryggvason [2]demonstrating the accuracy of the
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present method. The relatively large volume change of the drop in the present method is

attributed to the large numerical error in the present results due to larger physical time steps,

interpolation and distribution algorithms and partly due the front restructuring algorithm.

The differnce in nondimensional velocity between the results of the present work and the

results of Han and Tryggvason is attributed to the relatively large volume change of the

drop in the present work.

Further work includes the study of transport of gas bubbles in capillaries and the com-

putation of the film thickness of fluid left behind a drop moved inside a capillary tube. This

problem is studied experimentally by Bretherton and Taylor [25, 26] and by Aussillous and

Quéré [27]. Computational results are also obtained earlier by Reinelt and Saffman [30],

Martinez and Udell [31] and Giavedoni and Saita [28]. In this study, series of computations

corresponding to various capillary numbers are performed demonstrating the low and high

speed deposition results. Computations performed in the low speed deposition region are

in very good qualitative and quantitative agreement with the emperical fit of Taylor Law

demonstrating that the film thickness obeys Taylow law in this region. Aussillous and Quéré

experimentally studied the thickening effect of inertia and showed that the film thickness

only obeys Taylor’s law at small capillary number then the film becomes thicker. In the

present work, series of computations are performed to demonstarte this effect. The results

obtained showed that the film thickness obeys Taylor’s law with a shift indicating thicker

films. This may be attributed to the limited density and viscosity ratios used in computa-

tions as they become important in the high speed region. Finally, the front and back film

profiles for long bubbles are demonstrated and compared with the results of Ratulowski and

Chang [29]. The front and rear of the interface have spherical profiles and the formation of

the undulating back profile is observed.

Future work includes the study of the surfactant and its effects on two-phase flows.

Break-up of drops moving in contricted capillaries studied experimentally by Hemmat and

Borhan [9] are also included in the future work. Simulations of biofluid dynamics is also

possible if further improvement of the FV/FT method is achieved under very low Reynolds

numbers. The method can be then applied to simulations of white and red blood cells

through bifurcating capillaries in the circulation system. In particular, adhesion dynamics

of leukocytes to ligand-coated surfaces can be modeled and simulated within the framework
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of finite-volume/front-tracking FV/FT methodology.
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