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ABSTRACT

Micro Electro Mechanical Systems (MEMS) have found many application areas in different
disciplines and took their place among the most promising technologies. The performance of
such systems is primarily related to their dynamical characteristics. This study presents the
dynamic characterization techniques that are used to identify the modal parameters of a MEMS
device and the methods that can be implemented to change its dynamic response. Two distinct
microscanners were chosen as the case study to demonstrate the developed methodologies.
Initially, the microscanners were characterized using experimental modal analysis techniques to
obtain frequency response function, modal damping, resonance frequencies, and mode shapes.
Then, velocity and position feedback control loops were introduced to the scanner system to alter
the damping characteristics and the resonance frequencies of the structure.

A closed-loop Simulink model of the scanners is developed to verify the experimental
measurements. Several curve fitting methods are used in order to have an accurate representation
of the scanner system. Using the model, the influence of both position and velocity feedback on
the effective damping, resonance frequency and the transient behavior of the scanners is
investigated. The stability limits of the scanners under velocity feedback are also studied via
numerical simulations.

Based on the experimental and simulation results, the methodology developed in this study
proves itself to be very efficient to alter the dynamical characteristics of the MEMS structures

and it can be easily adapted to other MEMS applications.
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OZET

Mikro Elektro Mekanik Sistemler (MEMS), farkl1 disiplinlerde bircok uygulama alani bulmusg
ve en ¢ok gelecek vaat eden teknolojiler arasinda yerini almistir. Bu sistemlerin performansi,
biiyiik oranda dinamik ozellikleriyle baglantilidir. Bu c¢aligma, bir MEMS aygitinin modal
parametrelerini belirlemek i¢cin kullanilan dinamik karakterizasyon tekniklerini ve aygitin
dinamik tepkisini degistirmek amaciyla uygulanabilecek metotlart sunmaktadir. Gelistirilmis
yontemleri gostermek icin 6rnek durum caligmasi olarak iki farkli mikro tarayici kullanilmustir.
Baslangicta, deneysel modal analiz teknikleri kullanilarak, mikro tarayicilarin frekans tepki
fonksiyonlari, modal soniimlenme katsayilari, rezonans frekanslari ve mod sekilleri saptanmistir.
Daha sonra, yapinin soniimlenme 6zellikleri ve rezonans frekanslarini degistirmek i¢in tarayici
sistemine hiz ve pozisyon geri besleme dongiileri eklenmistir.

Deneysel olciimleri dogrulamak amaciyla, kapali sistem bir Simulink modeli gelistirildi.
Tarayici sisteminin gercege yakin bir temsilini elde etmek icin, cesitli egri oturtma metotlari
kullanildi. Bu modeli kullanarak, hem hiz hem de pozisyon geri beslemelerinin, tarayicilarin
efektif soniimlenmesine, rezonans frekanslarina ve gecici tepkilerine etkisi tetkik edildi. Hiz geri
beslemesi altinda sistemin kararlilik limitleri sayisal benzetimlerle de ayrica incelenmistir.

Deney ve benzetim sonucglarina dayanarak, bu caligmada gelistirilmis olan yontemin, MEMS
yapilarinin dinamik 6zelliklerini degistirmede ¢ok verimli oldugu kanmitlanmistir ve diger MEMS

uygulamalarina da kolaylikla aktarilabilir.

Y



ACKNOWLEDGEMENTS

I would like to express my sincere gratitude to my thesis advisor Dr. Ipek Basdogan for
giving me the opportunity to work in this project and all the support she provided throughout my
graduate studies. I am grateful to Dr. Cagatay Basdogan and Dr. B. Erdem Alaca for both their
endless support and taking part in my thesis committee. I also would like to thank Dr. Hakan
Urey for providing some of the experimental equipments from his research laboratory.

I have great regard for Ozan Anag, Ihsan Giinev, Murat Senan and of course Bekir Yenilmez
since they shared their valuable knowledge with me. Great thanks to Bilal Oriin, Erdem Yiiksel,
Giilsen Kamci, Sina Ocal, Umut Ozcan, Baybora Baran and Yunus Emre Has for their friendship
until the end of my graduate days; as laboratory partners, it has always been a pleasure to share
most of our moments. I would like to thank Tolga Bayrak and Ismail Filiz for their friendship in
all the indoor and outdoor activities. I also give my special thanks to Cinar Ersanl for his endless
understanding and companionship and Kiibra Ciiriikksulu for her pure sincerity.

I would like to thank my most intimate friends Onur Miskbay, Mecit Noyan and Hasan Deniz
for their existence in my life; it was always been a breath of fresh air to know that you were
somewhere out there if not necessarily near me.

Last, but definitely not least, I would like to send my deepest appreciation and love to my
mom, dad and sister for giving me their greatest support and endless encouragement all over my

life. I cannot imagine how all of these would have happened without you.



TABLE OF CONTENTS

List of Tables

List of Figures

Chapter 1: Introduction

Chapter 2: Theory

2.1 Actuation Principles of the Scanners ..............c..coociiiiiiiiiinn,

2.1.1 Electromagnetic ACtUAtiON ..........cocvvuviuiiiiiniiinennenn..

2.1.2 Electrostatic ACTUAtION ........coevuviuiiiiiiiiiiiiiieiiieenne.
2.2 Measurement of the Rotational Displacement ...........................
2.3 Dynamical CharaCteristiCs ............ooevtiiiiuiiniiniiiiniiiiineanennn.
2.4 Velocity Feedback ...........cooiiiiiiiiiiiiiii
2.5 Position Feedback ...

Chapter 3: Experimental Setup

3.1 Function GEnerator ............co.evuiitiiiiiiniiiiiie it
3.2 Laser Doppler Vibrometer ..............coooiiiiiiiiiiiiiiiiiiiinnn.
3.3 Feedback Circuit .............oooiiiiiiiiiii
3.3.1 Phase Shifter ...
3.3.2 Voltage FOIIOWer .........coooiiiiiiiiiiiiiiiiii
333 INtegrator ......oovvuiiiiiit i
3.3.4 Velocity Feedback Voltage Amplifier ............................
3.3.5 Position Feedback Voltage Amplifier ............................
3.3.6 Circuit Board ...............oo
3.4 MICroSCOPE SYSEIM ...euuiutitiiiiiti ittt

3.5 Software and Data ACQUISIEION ..........oouiieiiiiiiiiiiiiiiiiiineann.

viii

ix



Chapter 4: Implementation of Velocity and Position Feedback on the Scanners

4.1 Behavior of the Scanners under Sinusoidal Voltages ...........c.ccoviiiiiiiiniiinann...

4.1.1 Electromagnetic Scanner Behavior ................o..o

4.1.2 Electrostatic Scanner Behavior ...
4.2 Dynamic Characterization of the Scanners ..................coooiiiiii i,
4.3 Velocity Feedback ..........coooiiiiiiiiiiiii
4.4 Position Feedback ..o
4.5 Concurrent Feedback ...
4.6 Stability Analysis From Frequency Response Functions ..................cooooiiae.

Chapter 5: Simulation Results and Comparison
5.1 Construction of the Simulation Model ...
5.1.1 2™ Order Function Fit ................coiiiiiiiieieeeie e
5.1.2 Invireqs Function Fit ...
5.1.3 Superposition Of SYSIEMS .......o.oiuiiiiiiiiii i
5.2 Velocity Feedback CompariSON ..........coueiuiiiiiiiiiiiiitiiiii i
5.3 Position Feedback Comparison ..........c.ocoiiuiiiiiiiiiiiiiiiiiii e

5.4. Concurrent Feedback and Dynamic Characteristics Analysis ..............c.coooeiui..

Chapter 6: Conclusion and Discussion

Appendix

Bibliography

Publications

Vita

vii

27
27
27
28
29
35
37
39
40

42
42
42
43
44
47
49
51

55

58

63

66

67



LIST OF TABLES

Table - 3.1 Integrator output variables for different R4, RS and & C2 values .................... 21
Table - 3.2 Integrator output variables for different RS & frequency values ..................... 22
Table - 3.3 Noise levels for the component outputs of two different PCBs
Table - 5.1 Percent changes in peak amplitude, quality factor and time constant for different

values of G & H gains for the electromagnetic scanner .....................ooeeeuen. 53
Table - 5.2 Percent changes in peak amplitude, quality factor and time constant for different

values of G & H gains for the electrostatic scanner

viii



Figure 2.1:
Figure 2.2:
Figure 2.3:
Figure 2 .4:

Figure 2.5:
Figure 2.6:
Figure 3.1:
Figure 3.2:
Figure 3.3:
Figure 3 .4:
Figure 3.5:
Figure 3.6:
Figure 3.7:

Figure 4.1:

Figure 4.2:

Figure 4.3:

Figure 4 4:

Figure 4.5:

Figure 4.6:

Figure 4.7:

LIST OF FIGURES

Schematic of the Lorentz force acting on a particle and a wire .......................... 7
(a) Magnetic scanner’s photo (b) Schematic of the magnetic scanner ................... 7
Schematic of the combs ..........ooiiiiii 9
(a) Electrostatic scanner’s photo (b) CCD camera images of the electrostatic scanner

and the combs ... 9
Schematic of the scanner under torsional mode ..., 10
Percent measurement error with increasing angle ...................coc 11
Schematic of the experimental SEtUP ..........coiiiiiiiiiiiiiiiiii e 14
The velocity and position feedback circuit ............coooiiiiiiiiiiiiiiiii i, 16
The phase shifter part of the circuit ..., 17
Phase shift in degrees for various values of resistance and capacitance ............... 18
Phase shift in degrees for various values of frequency and resistance .................. 18
The integrator part of the CIrCuit ...........coooiiiiiiiiii 20

(a) The original PCB, (b) the engraved PCB. (1.Phase shifter, 2.Voltage follower,
3.Integrator, 4.Position feedback voltage amplifier, 5.Velocity feedback voltage
AMPLIIET) ..ot e s 24
Amplitude of the electromagnetic scanner velocity for increasing input voltage ......28
Amplitude of the electrostatic scanner velocity for increasing sinusoidal

INPUL VOLTAZE ..ottt 29
MATLAB Ghost images with grid (a) Electromagnetic scanner,

(D) EleCtroStatiC SCAMMET ....oeiiutteteeeettttteeeettetee e e eieteeeeeiareeeeeirreeeeennnean 30
LABview program graphical user interface (while recording sweep data) ............ 31
Screenshot of ME’Scope while curve fitting to the experimental FRFs ................ 32

ME’Scope torsional mode representation of (a) electromagnetic scanner,
(b) electrostatic scanner (ME’SCOPE) «..cvvvvniiiniiiii i 33
Frequency response function of the electromagnetic scanner

(Point 1, under 40mV sinusoidal input eXcitation) ............ovveviueirniiineenneennennn. 34

X



Figure 4.8: Frequency response function of the electrostatic scanner

(Point 17, under 1V sinusoidal input excitation with 2V DC offset) ................. 34
Figure 4.9: Frequency response functions for different G values

(Electromagnetic scanner, under 40mV sinusoidal input excitation) ................. 35
Figure 4.10: Experimental frequency response functions for different G values

(Electrostatic scanner, under 80mV sinusoidal input excitation ........................ 36
Figure 4.11: Percent change in (a) quality factor, (b) time constant, for different G values

on the electrostatic SCANNET ...........cooviuiiiiiiiiiiiiiii e 36
Figure 4.12: Experimental frequency response functions for different H values

(Electrostatic scanner, under 80mV sinusoidal input excitation) ....................... 37

Figure 4.13: Percent change in (a) quality factor, (b) time constant and (c) the shift in resonance

frequency, for different H values ... 38
Figure 4.14: Concurrent feedback results for the electrostatic scanner ......................ooeeen. 39
Figure 4.15: Velocity feedback block diagram ... 40

Figure 5.1: 2" order function fit to the experimental data of the electromagnetic scanner under
40mV sinusoidal Input VOItage ...........coiiiiiiiiiiiii i 43
Figure 5.2: MATLAB Invfreqs function fit to the experimental data of the electromagnetic
scanner under 40mV sinusoidal input voltage ... 44
Figure 5.3: Two 2™ order systems without a scaling factor or a delay .............................. 45
Figure 5.4: Superposition of subsystems fit to the experimental data of the electromagnetic
scanner under 40mV sinusoidal input voltage..............c.cooiiiiiiiiiiiiiiii 46

Figure 5.5: Superposition of subsystems fit to the experimental data of the electrostatic scanner

under 1V sinusoidal input excitation with 2V DC offset ....................cocia. 46
Figure 5.6: SIMULINK Model with feedback 1oops .............coooiiiiiiiii 47
Figure 5.7: Electromagnetic scanner velocity feedback comparison ...................c.ocoieane. 48
Figure 5.8: Electrostatic scanner velocity feedback comparison .................coocoiiiiin 48
Figure 5.9: Electromagnetic Scanner Position Feedback Curves (Simulation data) ............... 50
Figure 5.10: Electrostatic Scanner Position Feedback Curves ................c..cooiii. 51
Figure 5.11: Electrostatic Scanner Concurrent Feedback Results ....................oo 52



Chapter 1: Introduction 1

Chapter 1

INTRODUCTION

Many compact visual displays or scanning devices utilize micro scanners rotating about
one or two axes. Also, for several applications utilizing optical switches, projectors, head-
up and head-worn displays, barcode readers, endoscopic cameras, the dynamical
characteristics of micro scanners play a crucial role in the output performance of these
systems [1]-[4]. The dynamical response of a micro scanner is related to its energy storage
(i.e. stiffness) and dissipation capacity (i.e. damping), which in turn may affect the
scanning range and resolution, the transient response and signal to noise ratio.

A micro scanner is specifically designed and manufactured based on the requirements
of an application. In most of the scanners designed today, electromagnetic, electrostatic,
thermal or piezoelectric actuators are used. Electromagnetic actuators work based on the
forces created by a current passing through a coil in an electromagnetic field. While
moving-coil actuators [S] are more popular, there are also moving-magnet actuators [6],
where the coils are stationary. In electrostatic scanners, on the basis of capacitive actuation,
the excitation force can be produced either by using parallel plate [7] or comb-drive
actuators [8]. Comb-drive actuation is the most common technique used in micro scanners
because of its relatively compact structure. On the other side, thermal actuators typically

ground on the difference in thermal expansion coefficients of two materials attached to
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each other [9]. The structural deformation under temperature changes is used to generate
motion. While there are different thermal actuator designs and numerous applications they
are used, the major weakness is the slow response times. Finally, in piezoelectric actuators,
piezo crystals are used, which most basically convert any mechanical stress to electric
potential and vice versa [10]. They require higher voltages for smaller deflections with
respect to other types of actuators; hence they are usually preferred for high precision
motions. All of these actuator approaches have their own benefits and drawbacks.
However, achieving an optimum design that satisfies both the space constraints and the
dynamical requirements of the application is not trivial and still the subject of research.
Even if this is achieved, the same scanner cannot be easily used in another application
having different dynamical requirements.

Throughout this study, an electromagnetic and an electrostatic scanner are used. The
electromagnetic scanner is a moving-coil scanner, placed between a magnet and a
ferromagnetic material. It is fabricated on an FR4 substrate, commonly used for printed
circuit boards [11]. The electrostatic scanner is a comb-drive actuated scanner,
manufactured by Mirrorcle Technologies Inc. The dynamical characteristics such as the
operation frequency, quality factor and the settling time are among the design parameters
of micro scanners that should be highly taken into consideration. For that purpose, a closed
loop velocity and position feedback system is introduced in order to change the effective
damping and stiffness characteristics of the scanners.

While methods for controlling the effective damping and stiffness of macro systems
have been developed during the last decade, it has been recently applied to micro/nano
systems such as micro-gyroscopes, micro-resonators and scanning AFM probes [12, 13].
The necessity to alter the system parameters in micro systems may arise from several
reasons, one of which is the fabrication imperfections [14]. One of the novel methods to

handle variations in resonance frequency due to fabrication imperfections in a micro-
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resonator is to use an inbuilt sensor and tuner, which are thin films deposited on the hinges
of the resonator [15]. The piezoelectric sensor placed at the hinges of the resonator detects
small shifts in resonance frequency. The variations in the frequency are compensated by
the tuner, which changes the effective spring constants of the hinges through inverse
piezoelectric effect. Since the compensation through the tuner is limited, only small
changes are possible. Another study demonstrated that velocity feedback can dramatically
improve the dynamic response and external disturbance rejection of an electromagnetic
micro-resonator [16]. The motional current output of the micromechanical resonator is
electronically sensed by a sense electrode, converted to a voltage, and then added to or
subtracted from the driving input signal to change the effective damping of the resonator.
Improving the transient response is another reason for using velocity feedback. For
example, in electrophotographic processes, widely used in laser printers where an array of
surface micromachined cantilever beams are generally required, velocity feedback is also
employed. This approach improves the settling time of the micro beams and reduces the
image banding, a type of image artifact due to variations in the velocities of scanners [17].
Another example of velocity feedback usage is in electrostatically actuated parallel plate
capacitors where low damping may result in long settling times or undesired electrode
contact [18]. Most of the earlier studies discussed above have successfully implemented
either position or velocity feedback to change the resonance frequency or the damping
characteristics of a micro resonator.

In order to alter the dynamics effectively, the modal characteristics of the scanner must
be well-understood. For that purpose, before implementing the velocity and position
feedbacks, the micro scanners are dynamically characterized using experimental modal
analysis techniques and the natural frequencies, quality factors and the mode shapes of the
systems are identified [19]. Dynamic characterization technique of micro systems and part

of the experimental system was developed in an earlier study [20]. This study has focused
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on changing both the frequency and damping by investigating the influence of velocity and
position feedbacks on the dynamic response of the scanners through experiments and
numerical simulations.

In experimentation, the true velocity of the scanner is directly measured using a Laser
Doppler Vibrometer (LDV) [21]. The velocity signal is then amplified by an adjustable
gain through an analog circuit and fed back to the system to change the effective damping
of the scanner. This approach is more robust especially if the nonlinear effects due to
friction or external forces significantly influence the output response of the scanner. Under
these circumstances, phase shifting and simply scaling the position signal to obtain the
velocity signal is not a reliable approach.

Among the studies surveyed in the literature, very few investigated the dynamic
response of a micro scanner under position and velocity feedback through numerical
simulations supported by experiments [22]. To better understand the influence of velocity
and position feedback gains on the vibratory response of the scanner, numerical simulations
are performed in Simulink®. A transfer function of the scanner is developed based on the
experimental frequency sweep data of the first two resonant frequencies. Then, the effect of
changing the feedback gains on the dynamic response of the scanner is investigated. The
numerical simulations enabled us to explore the system behavior under ideal conditions
(free of environmental disturbances) and also determine the range of gain values that are

used in the actual experiments.

The summary of the chapters included in the thesis is as follows:
In chapter 2, the fundamental theory covering the actuation of the scanners and the
feedback are explained. The performance characteristics of a vibratory system and their

alterations under the influence of feedback gains are mentioned.
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Chapter 3 includes the interpretation of the experimental instruments and the software
utilized throughout the study. The feedback circuit and the functioning of its parts are
described in detail. Moreover, the signal flow through the circuit and the connections are
explained.

The experimental procedure and the subsequent steps are summarized in chapter 4. The
limitations related to the excitation voltages, data acquisition and characterization processes
are explicated and the current mode shapes are identified. The frequency response curves
and the experimental feedback results of the scanners are also shown in this chapter.

Chapter 5 summarizes the model development and the simulation process for the
feedback. The steps of fitting a transfer function to the system are described for several
techniques and a Simulink® model is built. Finally, the simulation results are compared
with the experimental ones, the similarities and the dissimilarities between the frequency

response curves are particularly discussed.
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Chapter 2

THEORY

In this section, the actuation principle of the microscanners and their operational
characteristics are explained in detail. The feedback logic and the important factors related

to the performance of a vibratory system are also presented.

2.1 Actuation Principles of the Scanners
2.1.1 Electromagnetic Actuation

The presence of a magnetic field and current induce forces both on the magnetic
material that is creating the field and the conductors carrying the current. According to this
principle, two types of electromagnetic scanners can be manufactured; moving-coil
scanners and moving-magnet scanners. The actuation of a moving coil scanner, which is
used in our experiments, is performed by the creation of Lorentz forces.

In a magnetic field ‘B’, the magnetic force ‘dF” acting on a particle with a charge ‘dg’
and instantaneous velocity ‘v’ is dq(vxB) (see Equation 2.1). Integrating Equation 2.3, the
total force acting on a wire with a length ‘L’ and a current ‘/ * passing through it is found to
be L(IxB) (see Figure 2.1 and Equation 2.4). The Lorentz force is always perpendicular to
the plane formed by the current and the magnetic field, while its direction is dependent on
the direction of the current. In a proper configuration, this force can be used to vibrate a

scanner under oscillating currents.
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Figure 2.1 — Schematic of the Lorentz force acting on a particle and a wire.
dF=dq(vxB)=(dqv)xB 2.1
I=dq/dt & v=dL/dt 2 dq.v=dL.I 2.2)
dF = (dq.v) x B=(dL.I) x B=dL (I x B) (2.3)
F=L(IxB) 2.4)

Ferromagnetic material
o

]
Scanner
'

Figure 2.2: (a) Magnetic scanner’s photo (b) Schematic of the magnetic scanner.
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The motion of the scanner will differ due to the forces acting on its coil, in accordance
with how the magnetic materials are placed. In the current setup, there is one magnet and
one ferromagnetic material placed on the opposite sides of the scanner to satisfy the
uniformity of the field through the coil (see Figure 2.2). To maximize the torsional motion
amplitudes and to eliminate the rocking motion, the magnetic field lines are kept
perpendicular to the flexures and parallel to the scanner’s surface. However, due to
fabrication irregularities and slightly misplaced components, the effect of several mode
shapes other than the torsional one can be observed on the frequency response function
(FRF). Since the electromagnetic field and the length of the coil are constant throughout the
experiment, the sole variable to control the forces on the scanner is the current. By applying
a sinusoidal current, it is possible to vibrate the scanner under the effect of sinusoidal

forces.

2.1.2 Electrostatic Actuation

There are two types of electrostatic scanners, being actuated by the parallel plate or the
comb-drive actuators. Both of these actuators work based on the capacitive effects. In this
study, a comb-drive actuated scanner is used (Mirrorcle Technologies Inc, model S0107)
(see Figure 2.4). The actuation is achieved by combs on both fixed and the mobile parts of
the actuator (see Figure 2.3). A voltage difference (V) creates electrostatic forces (Fpy)
causing the combs to attract each other. Number of the combs (N), facing area of adjacent
combs and the applied voltage are the factors which affect the force. The only controllable
variable is the voltage value and it has no linear proportionality with the electrostatic force
according to Equation 2.5, where dC/dx is the change in capacitance with respect to the
displacement. Nevertheless, the combs are mostly designed such that the electrostatic

forces are linearized with respect to the applied voltages up to a displacement value.
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Fixed comb Electrode gap
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Figure 2.3: Schematic of the combs

Scanner
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Figure 2.4: (a) Electrostatic scanner’s photo (b) CCD camera images of the electrostatic

scanner and the combs
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2.2 Measurement of the Rotational Displacement

L.sin(wt) 2 T,sin(wt) =2 0,.sin(wt + ¢) (2.6)

The current ‘/ * applied to the electromagnetic scanner (or the voltage ‘V” applied to the
electrostatic scanner) creates a torque ‘7’ with the same frequency, forcing the scanner to
rotate by an amount of ‘0’ with a phase difference ‘¢’ (see Equation 2.6). Although the
torque amplitude ‘7,” can not be observed, measuring only the rotational angle and its
phase difference is satisfactory for finding out the system characteristics. The equation of

motion for both systems is:

16(t)+ b,6(1)+ k,6(1) = T(6) Q.7)

Microscope Lens

P Excited
Scanner in position
torsional mode
__________ _ Initial
position

Figure 2.5: Schematic of the scanner under torsional mode. (y is constant)

tan(0) = 7/y 2.8)
tan(0) = 0 for small 0 2> z~=y.0 2.9)
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In the experiments, the translational motion of a point is measured, rather than the
rotational motion mentioned in the Equation 2.7. The rotational displacement can be
calculated from the measured translational motion (see Equation 2.8); however in feedback
loops, this kind of calculation is omitted for small angles (see Equation 2.9). The system is
assumed to be a point mass making pure translation in the z direction (point P’ rather than
the point P) (see Figure 2.5). This simplification causes an error at a level of 5% for almost
30 degrees of rotational displacement. For the case that our scanners are driven within the
rotational limit of 10 degrees in our experiments, the level of error as a result of this

assumption is 0.5% (see Figure 2.6).

Angle vs % Error

O T T T T T
0 5 25 30

10 15 20
Angle (degrees)

Figure 2.6: Percent measurement error with increasing angle.

2.3 Dynamical Characteristics
After the scanner is modeled as a spring-mass-damper system, the equation of motion

for the measurement point without a feedback loop can be expressed as in Equation 2.10,

M E(1)+b.2(1)+ k.2(t)= F(z) (2.10)
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where Mg, b and k are the effective mass, damping coefficient and spring constant for
a specific vibration mode, respectively. The solution for Equation 2.10 is expressed in
Equation 2.11. If any of the position (z(t) ), velocity (z(t) ) or acceleration (7(t) ) information
is known, the other ones can simply be calculated by differentiation or integration. (see

Equations 2.11-2.13).

Z(t)=Z,.sin(wt+ @) (2.11)
(t)=w.Z,.cos(wt+@ )= w.Z,.sin(ot+P+7%) (2.12)
i(t)=-w’.Z,.sinffwt+ @)= w’.Z,.sin(wt + P+ 1) (2.13)

Concermning the performance of an oscillatory mechanical system; the natural frequency
(wp), the quality factor (Q) and the time constant (t) values should be taken into
consideration (see Equations 2.14-2.16). The quality factor determines the rate of energy
dissipation relative to the working frequency and it is inversely proportional to the damping
ratio of the system. The time constant is a measure that indicates how fast the system settles

within 2% of a certain value.

o = k (2.14)
Meff
Q=2_]é=% 2.15)
2.M
t:él = be«ff (2.16)
.o,

2.4 Velocity Feedback

The main idea behind the velocity feedback is to modify the effective damping
(b’=b-G) of the system by adding the measured velocity signal multiplied by a velocity
feedback gain G, to the actuation signal as given in Equation 2.17. It is seen that the pure
velocity feedback modifies the quality factor and the time constant of the system, while the

natural frequency remains the same (see Equations 2.18-2.20). A system with high quality
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factor dumps its energy slower, resulting in higher-amplitude steady-state oscillations and a
sharp resonance curve. On the other hand, low quality factors are desired for improved
transient response with faster settling times [18].The method can be used either to increase

the quality factor or enhance the transient response.

M . Z(1)+b.2(t)+ kz(t)= F(z)+ G.z(1)

M, i(t)+(b-G).o(t)+k.z(t)= F(z) (2.17)
nyp = k = wn (218)
Meﬁ

M, o
—_ (2.19)

Oyr (b-G)
Typ = 2.M6ﬁ (2.20)

(b-G)

2.5 Position Feedback

Similarly, the position feedback aims the modification of the effective stiffness
(k’=k-H) of the system by adding a position signal multiplied by a position gain H (see
Equation 2.21). Pure position feedback affects the quality factor as well as the natural
frequency; however it has no effect on the time constant (see Equations 2.22-2.24). The

method can be effectively used for altering the resonant frequencies.

M, .Z(1)+b.2(t)+ k.z(t) = F(z)+ H.z(1)
M, Z(t)+b.2(t)+(k - H).z(t)= F(z)

w, = /k -H (2.22)
PF Meff

2.21)

M .o
eff- " n

0 =—L 00 (2.23)
o.M

P — (2.24)
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Chapter 3
EXPERIMENTAL SETUP

This section summarizes the instruments and the software utilized in the experiments

(see Figure 3.1) and their main functions. In the feedback circuit part, the circuit elements

and their details are also explained.

LAB View
- _ MATLAB
Simulink
@% ME Scope
DAQ Card LDV Controller
A A @
Signal Laser Sensor
Generator Head
@ [
< Camera
Microscope Positioner
Adapter
- Light Source
@ Lens
v
Feedback Circuit ﬂ
> Scanner
X-Y Stage

Figure 3.1: Schematic of the experimental setup.
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3.1 Function Generator

Agilent 33220A is a 20MHz synthesized function generator (signal generator) with
built-in arbitrary waveform and pulse capabilities. The sine function required to excite the
system is generated within the frequency range 1pHz — 20MHz with 1puHz resolution. The
voltage output has an upper limit of 10Vpp into a 50Q circuit, capable to reach maximum
output current value of 200mA. The function generator’s output signal is transferred to the

feedback circuit before being sent to the scanner.

3.2 Laser Doppler Vibrometer

The scanner’s vibrational velocity and displacement in out-of-plane direction is
measured by Polytec Fiber Optic Vibrometer [23], operating based on the Doppler
principle, detecting back-scattered laser light from a vibrating structure. The Laser Doppler
Vibrometer (LDV) consists of the OFV-551 fiber interferometer and the OFV-5000
vibrometer controller.

The OFV-551 sensor head delivers the laser light to the measurement point and collects
the reflected light as an input to the interferometer by utilizing flexible fiber optic cable
together with a focusing lens. It creates red laser beams with 663 nm wavelength from a
He-Ne laser source and it has a spot size of 2.1um through the use of the microscope.

The controller provides signals and power for the sensor head, and processes the
vibration signals. The vibration signals are electronically converted by decoders within the
controller to obtain velocity and displacement information. Since the position decoder
component is not installed to the controller, only the velocity data will be gathered by the
wide bandwidth velocity decoder, VD-02. The decoder has four ranges (Smm/s/V,
25mm/s/V, 125mm/s/V, 1000mm/s/V) with resolution 0.15um/s and it can detect signals
up to 10m/s with an upper frequency limit of 1.5MHz. The velocity signal is sent to the
feedback circuit to be added to the function generator’s output signal as a feedback

component.
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3.3 Feedback Circuit
o Actuati Functi
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+12V r H G
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Phase Voltage Position Feedback  Velocity Feedback
Shifter Follower Integrator  yoltage Multiplier ~ Voltage Multiplier

Figure 3.2: The velocity and position feedback circuit.

The mirror is actuated using a velocity and position feedback circuit as shown in Figure
3.2. The components of the feedback circuit are the phase shifter, the voltage follower, the
integrator and the gain amplifiers. Their purposes and the criteria regarding the circuit’s

design are specified below.

3.3.1 Phase Shifter

The analog phase shifter is integrated into the signal processing circuit to adjust the
phase deviations at different frequencies due to the intrinsic time delay in the LDV. The
real velocity phase of the scanner and the feedback circuit’s input velocity phase must
either be the same or shifted 180° since otherwise will lead to an uncontrolled feedback.
Although the delay observed in LDV is constant and small at the operating frequency, it

increases proportionally with increasing frequency, resulting in an undesired position signal
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in the velocity feedback loop and vice versa. Therefore, obtaining a true velocity signal
with 0° or 180° phase shift is necessary to feedback the system properly.

In the phase shifter, STMicroelectronics wide bandwidth operational amplifier LF-351
is used (see Figure 3.3). The resistances ‘R1’ and ‘R2’, connected to the operational
amplifier determine the input to output amplitude ratio. If the amplitude ratio is to be kept
constant, ‘R1’ and ‘R2’ values should be taken the same and high enough to reduce the
error owing to the production tolerances.

The amount of shift can be tuned by adjusting the capacitance ‘C1’ or the resistance
‘R3’ in the phase shifter circuit (see Figure 3.3). To observe the behavior of this circuit for
varying resistance and capacitance values, pSpice circuit design program is used [24]. As
shown in figure 3.4 drawn according to the pSpice data at a frequency 1kHz, changing
either the resistance or the capacitance by the same amount individually has the same effect
on the phase shift. Similarly in Figure 3.5 drawn for a capacitance value of 10nF, the same
behavior is observed for frequency and resistance couple. Hence, after selecting a value for
the capacitance, the resistance can be fine tuned in its allowable range to obtain a desired

shift in phase at a specific frequency.

R2

Yy

) R Phase Shifter
Phase Shifter AA

1
Wy O Outp ut
Input e —-I >_ (Corrected
(Velocity Signal)

C1 LF351 Velocity Signal)
R3

Figure 3.3: The phase shifter part of the circuit.
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Phase Shift [deg]

"R3" VS "phase shift" for different C1 values
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—--10nF
— 100nF
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— 10uF
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Figure 3.4: Phase shift in degrees for various values of resistance and capacitance.
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Figure 3.5: Phase shift in degrees for various values of frequency and resistance.
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3.3.2 Voltage Follower

Ideally, the phase shifter’s velocity output should be connected to the integrator’s input
to be transformed into the scaled position signal. However, in some conditions including
our circuit, due to high impedance, the current at some points becomes too small. To
overcome this problem, a voltage follower is placed at the output of the phase shifter
(Figure 3.2). A voltage follower is again an operational amplifier (LF351) which outputs a
low impedance voltage that is identical to its input. Since it reduces the impedance, the
signal becomes stronger. The enhanced velocity signal is sent both to the integrator and the

velocity feedback gain amplifier.

3.3.3 Integrator

For a real integration process, the phase of a sinusoidal signal should shift 90 degrees
while the amplitude should be reduced by an amount of the working frequency (see Section
2.3 for details). Therefore, for a system having a resonant frequency in the orders of kHz,
the integrated signal will be practically too small to observe. However, if that signal will be
used for feedback purposes, a scaling factor in the integration process will be needed in
order to maintain the integrator output to input ratio (O/I ratio) close to unity.

In the integrator component (see Figure 3.6), the operational amplifier LF351 is used
again to modify the phase shifter’s output signal. An artificial position signal is generated
by integrating and scaling the measured velocity signal. There are two important points one
must notice. The first one is that the phase difference between the velocity and the position
signals must be very close to, if not exactly equal to 90° (or 270°). The second one is that
the output voltage should neither be too low, since the signal could die out because of the
noise; nor be too high, since the circuit’s power supply or some components could not

tolerate higher voltages.
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Figure 3.6: The integrator part of the circuit.

To select the right resistance and capacitance values for the integrator component of the
circuit, again a pSpice model is developed for the phase shifter. One capacitor ‘C2’ and two
resistors ‘R4’ and ‘RS’ affect both the amplitude and the phase simultaneously. The output
signal is also dependent on the working frequency. Since there are too many independent
variables to determine the output behavior of the integrator, the frequency is taken as a
constant value for simplification. Initially, an array of output variables for several different
C2, R4 & RS values is formed to see the general behavior of the integrator (see Table 3.1).
Briefly, increasing C2 value increases the phase difference and generally decreases the
amplitude as well as decreasing the settling time; increasing R4 value decreases the
amplitude while increasing RS value increases both the amplitude and the phase difference.
It must be noted that, among many possibilities, choosing a smaller capacitance value
would be better for a faster transient response. After selecting the most appropriate values
from the array and then trying for different frequency values, the effect of changing

frequency is also seen (see Table 3.2).
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Table 3.1: Integrator output variables for different R4, RS and & C2 values.
(at 1kHz and 100mV input voltage)
C2: 107-9 C2: 10"-8 C2: 107-7
R5 Phase Amp Ratio R5 Phase Amp Ratio R5 Phase Amp Ratio
— | 10M 180 100 1 107 180 100 1 10~ 180.3 100 1
<<3 102 180 1000 10 102 180.3 1000 10 1072 183.6 1000 10
T]10~3 1803 10000 100 |1073 183.6 10000 100 |10A3 213 8400 84
--| 1074 183.6 100000 1000 |1074 213 84000 840 |1074 261 14200 142
E 10r5 213 840000 8400 |1075 261 142000 1420 |1075| 271.5 14800 148
1076 261 1420000 14200 1076 272 148000 1480 [107°6 273 15500 155
R5 Phase Amp Ratio R5 Phase Amp Ratio R5 Phase Amp Ratio
Q| 10M 180 10 0.1 107 180 10 0.1 10~ 180.3 10 0.1
<<3 1022 180 100 1 1072 180.3 100 1 10A2 183.6 100 1
T 103 1803 1000 10 1073 1836 1000 10 10°3 213 840 8.4
«+| 1074 183.6 10000 100 1074 213 8400 84 104 261 1420 14.2
E 10A5 213 84000 840 1075 261 14200 142 1075 271.5 1480 14.8
1076 261 142000 1420 11076 272 14800 148 1076 = 273 1550 15.5
R5 Phase Amp Ratio R5 Phase Amp Ratio R5 Phase Amp Ratio
o | 107M 180 1 0.01 107 180 1 0.01 10~ 180.3 1 0.01
<<3 1022 180 10 0.1 1072 180.3 10 0.1 10~2 183.6 10 0.1
T 103 1803 100 1 1073 1836 100 1 10~3 213 84 0.84
-+ 1074 183.6 1000 10 1074 213 840 8.4 104 261 142 1.42
E 10A5 213 8100 81 1075 261 1420 142 |1075 ] 271 148 1.48
1076 261 14200 142 1076 272 1480 14.8 11076 273 155 1.55
R5 Phase Amp Ratio R5 Phase Amp Ratio R5 Phase Amp Ratio
<t [10A1 180 0.1 0.001 |10~ 180 0.1 0.001 |10~1 180.3 0.1 0.001
<<3 10~2 180 1 0.01 1072 180.3 1 0.01 10~2 183.6 1 0.01
T |103 1803 10 0.1 1073 183.6 10 0.1 1073 213 8.4 0.084
«+| 1074 183.6 100 1 1074 213 84 0.84 11074 261 14.2 0.142
E 10A5 213 800 8 1075 261 142 1.42 (1075 ] 271 14.8 0.148
106 261 1420 14.2 1076 . 272 148 148 11076 273 15.5 0.155
R5 Phase Amp Ratio R5 Phase Amp Ratio R5 Phase Amp Ratio
0O |[10M 180 0.01 0.0001 1071 180 0.01 0.0001 |10~ 180.3  0.01 0.0001
<<3 1072 180 0.1 0.001 10”2 180.3 0.1 0.001 |10~2 1836 0.1 0.001
T]10~3 1803 1 0.01 |1073 183.6 1 0.01 |10A3 213  0.84  0.0084
-+ 1074 183.6 10 0.1 1074 213 8.4 0.084 1074 261 1.42 0.0142
E 10A5 213 80 0.8 1075 261 14.2 0.142 |1075 271 1.5 0.015
1006 261 142 1.42 1076 . 272 14.8 0.148 1076 273 1.5 0.015
R5 Phase Amp Ratio R5 Phase Amp Ratio R5 Phase Amp Ratio
©o|10r 180 0.001 0.00001 |10~1 180  0.001 0.00001 |1071 180.3 0.001  0.00001
<<3 10r2 180 0.01 0.0001 |1072 180.3  0.01 0.0001 1072 183.6  0.01 0.0001
T]10~3 1803 0.1 0.001 |1073 183.6 0.1 0.001 |10~3 213  0.084 0.00084
«+| 1074 183.6 1 0.01 1074 213 0.84 0.0084 |1074 261 0.142  0.00142
E 10A5 213 8 0.08 1075 261 1.42 0.0142 |10r5 | 271 0.148  0.00148
1006 261 14.2 0.142 11076 272 1.5 0.015 |J1076 273  0.155 0.00155
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Table 3.2: Integrator output variables for different R5 & frequency values.
(at 100mV input voltage, for R4=10kohm and C2=10nF)

Freq : 1000 Hz Freq : 1500 Hz Freq : 2000 Hz
R5 Phase Amp Ratio Phase Amp Ratio Phase Amp Ratio
1071 180 0.1 0.001 180 0.1 0.001 180 0.1 0.001
1012 180.3 1 0.01 180.6 1 0.01 180.6 1 0.01
1073 183.6 10 0.1 187 10 0.1 187.2 10 0.1
10”4 213 84 0.84 225 70 0.7 233 60 0.6
1075 261 142 1.42 264 98 0.98 266 72 0.72
1076 272 148 1.48 271 99 0.99 272 72 0.72
10°7 273.5 152 1.52 274 100 1 274 74 0.74

Having analyzed the effects of the resistances and the frequency change, the
approximate values for the components to be selected are determined. Although the pSpice
simulations yielded satisfactory results, the final values are selected by fine tuning

experimentally.

3.3.4 Velocity Feedback Voltage Amplifier

The voltage amplifier used in the feedback loops is Analog Devices Low Cost Analog
Multiplier AD633. The transfer function of AD633 is W=X.Y/(10V)+Z where X and Y are
differential inputs, Z is the summing input and W is the output of the multiplier. The scale
factor of 10V is provided by a buried Zener diode in the analog multiplier.

In the velocity feedback loop, the corrected velocity signal received from the phase
shifter is multiplied by a velocity gain G and added to the function generator’s signal. The
velocity gain is the power supply gain divided by a scale factor of 10V. The calculated

output signal is sent to the position feedback voltage amplifier.



Chapter 3: Experimental Setup 23

3.3.5 Position Feedback Voltage Amplifier

The generated output of the velocity feedback voltage amplifier is the summing input of
the position feedback voltage amplifier. Similarly, the multiplication of the position signal
received from the integrator with the position gain H is then added to this summing input.
The output of the position feedback voltage amplifier is the actuation signal for the scanner.
The existence of two separate feedback elements allows to feedback the system both with

velocity and position data independently.

3.3.6 Circuit Board

The modifications in the circuit to reduce the noise levels are discussed below. Because
of the capacitive effects occurring in the breadboards, perforated boards are used in the
preliminary stages of the experiments. The circuit was placed in grounded metal plate to
overcome possible electromagnetic noise. As the last configuration, the perforated board is
replaced with Printed Circuit Board (PCB) and the inputs to the circuit which were
formerly attached by crocodiles are substituted with female BNC connectors.

As is known, PCBs are generally copper sheets laminated onto one or both sides of a
non-conductive substrate. After the required pathways are formed, the unused copper parts
still remain on the board. Just for comparison purposes, the same circuit design is printed
on two PCBs, engraving the unused copper of only one of the PCBs, letting the other
untouched (see Figure 3.7). It is observed that the noise levels for every component in the

engraved PCB are better than the other (see Table 3.3).
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Figure 3.7: (a) The original PCB, (b) the engraved PCB.

(1.Phase shifter, 2.Voltage follower, 3.Integrator, 4.Position feedback voltage amplifier,
5.Velocity feedback voltage amplifier)

Table 3.3: Noise levels for the component outputs of two different PCBs

NOISE original PCB engraved PCB
Function Generator 2-3mV 1-2mV
Phase Shifter 8-10mV 2-4mV
Voltage Follower 8-10mV 2-4mV
Integrator 10-12mV 6-8mV
LDV 20-30mV 8-10mV

The noise level measurements for the LDV outputs are performed with the LDV
decoder scale at 25mm/s/V. Since the signal amplitude values are in the range of several
volts around the resonant frequency, the LDV output is obtained with an error less than 1%,

an amount that will hardly affect the feedback quality.
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3.4 Microscope System

Focusing and image capturing processes are performed in the microscope system. It is
composed of five main parts, being VM-1V Video adaptable microscope, Meiji-S.Plan
objectives, Meiji FL150 light source with halogen lamp, a CCD camera and a Polytec
microscope scan unit MSV-50.

To gather visual information of a micro device, the device is placed under a microscope
and a lens. VM-1V microscope can be used with all kind of infinity corrected lenses. Meiji
S.Plan M5X lens is used for focusing on electromagnetic scanner and Meiji S.Plan M10X
is used for electrostatic scanner. The VM-1V microscope views an area of 0.96mm x
0.72mm using 1/3” CCD camera with 5X magnification lens and an area of 0.48mm x
0.36mm with 10X magnification lens. Meiji-S.Plan M5X and M10X objectives are infinity
corrected objectives with numerical apertures of 0.10 and 0.25, and depths of focus of
S55pum and 8.8um, respectively. The inline illumination of the micro devices is achieved by
Meiji FL150 light source. It is a 150W halogen lamp which is used with flexible single arm
light guide to be attached to the microscope.

The image of the device is captured by a CCD camera mounted on the microscope. The
CCD camera is a Point Grey FLEA CCD 1/3” IEEE-1394 camera with 1024x768 pixels
resolution with a pixel size of 4.65um x 4.65um. The location of the device is adjusted by
an X-Y stage for translational velocity measurements of different points. The positioning of
the laser spot can also be achieved by the Polytec microscope scan unit MSV-50 [25]. The
Polytec microscope scan unit is composed of two main parts which are OFV-71 and OFV-
72. OFV-72 is the microscope adapter for the camera and OFV-71 is the manual positioner
for the laser beam. The microscope adapter can be equipped with a digital camera, Point
Grey FLEA, to visualize the measurement object and it contains a filter to reduce the
viewed intensity of the laser spot when observing mirror-like surfaces. OFV-71 is the
manual positioner of the laser beam which contains movable mirrors to deflect the laser

beam.
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3.5 Software and Data Acquisition

The software programs used in the setup for collecting the motion information, system
characterization and post-processing, primarily are LAB View 6.1, MATLAB 7.2,
Simulink 6.4, and ME’Scope [26-28].

The analog signals of the function generator and the LDV controller are sent to the
computer via the data acquisition card (DAQ card) capable of converting these signals to
digital ones. The LAB View is used for interfacing with DAQ card which is NI 6034E to
gather this digital information. In LAB View environment, it is also possible to connect to
the function generator via GPIB interface. The program is used to obtain the frequency
response functions of different points on the scanner by driving the function generator in a
specified frequency interval.

The ME’Scope software is used to extract the modal parameters such as resonant
frequencies and modal damping coefficients. By implementing the experimentally
measured frequency response functions to the computer model of the micro device, flexible
mode shapes can also be analyzed.

The MATLAB and the Simulink toolbox are used for system characterization and
further simulations. The transfer function of the system is obtained from the frequency
response functions and subsequently used by Simulink to observe the feedback

characteristics without experimental limitations.
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Chapter 4

IMPLEMENTATION OF VELOCITY AND POSITION FEEDBACK
ON THE SCANNERS

In this section, the results of the experiments are presented. The voltage limitations of
the electromagnetic and electrostatic scanners are tested prior to the feedback experiments
(see Section 4.1). The dynamic characterization of the scanners is performed in Section 4.2,
and then the velocity and position feedbacks are implemented to change the damping and
frequency characteristics of the scanners (see Appendix A for the experimental process

flow chart).

4.1 Behavior of the Scanners under Sinusoidal Voltages
4.1.1 Electromagnetic Scanner Behavior

The electromagnetic scanner can be driven by a sinusoidal input voltage only, without
necessarily with a DC voltage offset. As one can recall from the theory (see Section 2.1.1),
the forces acting on the scanner are linearly proportional with the amplitude of the input
voltages. The velocity response of the scanner under increasing sinusoidal voltage at the
resonant frequency is plotted to see the scanner’s voltage limitations (see Figure 4.1). It is
observed that after an input voltage of about 200 mV, the output response of the mirror
becomes bounded. The experiments are carried on within the range where the response of

the scanner changes linearly as a function of the input voltage.
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Figure 4.1: Amplitude of the electromagnetic scanner velocity for increasing input voltage.

4.1.2 Electrostatic Scanner Behavior

The electrostatic scanner requires a sinusoidal input voltage combined with a DC
voltage. The reason for this is that the scanner is a one-quadrant device which is able to
deflect from rest position to one side only, but not to the opposite side. Hence, only the
positive excitation signals can drive the scanner. In experiments, it is critical that the
sinusoidal input amplitudes always lie under the DC voltage amplitude. In the datasheet
supplied from the manufacturer of the electrostatic scanner, it is stated that it can operate
up to DC actuation voltages of 140V. This is not a limitation as the signal generator in our
laboratory has a maximum DC voltage output of 5V. Knowing that the input voltages will
not exceed total amplitude of 5V, the output response for increasing sinusoidal voltage with

constant DC offset at the resonant frequency is plotted (see Figure 4.2). As it can be
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observed from Figure 4.2, the scanner velocity changes linearly as a function of input

voltage and does not become bounded even at the high voltages.
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Figure 4.2: Amplitude of the electrostatic scanner velocity for increasing sinusoidal

input voltage.

4.2 Dynamic Characterization of the Scanners

The exact locations of the data points are required for the repeatability of the
experiments. On that account, the images captured from the surface of an individual
scanner are initially joined to obtain the whole surface image. That surface image is then
divided by grids and made transparent to prepare a ghost image (see Figure 4.3). The real

time CCD camera image is finally matched to a suitable position on that ghost image by
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MATLAB (see Appendix B for the MATLAB code). This operation enables us to direct

laser beams on the desired locations of the grid surface.

Figure 4.3 - MATLAB Ghost images with grid

(a) Electromagnetic scanner, (b) Electrostatic scanner

After the voltage limitations of the scanners are determined, the scanners are actuated
by applying sinusoidal excitation voltages within a safe range. Frequency response
characterization is done by sweeping the frequency of the excitation signal while keeping
the amplitude constant. Throughout the sweep, the frequency, velocity amplitude of the
scanning point and the phase difference between the input and output signals are recorded
to obtain the frequency response curves of predefined grid locations. Driving the scanner
via the signal generator, the data acquisition and recording processes are performed by a

LABVIEW interface program (see Figure 4.4).
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Figure 4.4 — LABview program graphical user interface (while recording sweep data)

After the amplitude and the phase difference information are recorded for all the points
on the grid, they are converted into real and imaginary parts to be input to the ME’Scope
program for the mode characterization (see Equation 4.1, where R is the oscillation
amplitude and ¢ is the phase information). A surface model of the scanner is also built to
visualize the mode shapes. The measurement data being assigned to the related points on
the surface model; the program uses integrated curve fit techniques to match a model to the
experimental frequency response functions (see Figure 4.5 - red curves). Finally, the modal
analysis is performed to estimate the mode shape and the modal parameters for the second

resonance mode.
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Figure 4.5: Screenshot of ME’Scope while curve fitting to the experimental FRFs.

The torsional modes of the electromagnetic and the electrostatic scanner are shown in
Figure 4.6 and the modal damping ratios (&) are found 0.755% (Q=66.2) and 0.413%
(Q=121.1) by ME’Scope, respectively. The Q values related to that mode are calculated
using the damping ratios by Equation 4.2. The quality factor of a system can be also

defined as the ratio of the natural frequency (®,) to the bandwidth at half power (Aw) of
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that resonance [29] (For electromagnetic scanner, Q = 1442/22 = 65.5 and for electrostatic
scanner, Q = 3011/25.1 = 120, from the experimental FRFs). The comparison of Q values
calculated both by Equations 4.2 and 4.3 shows that they are very close to each other.
Frequency response curves for point 1 on electromagnetic scanner and point 17 on

electrostatic scanner are plotted in Figure 4.7 and 4.8, respectively.

Q=1/(2¢) (using ME’Scope) 4.2)
QO=w,/4w  (using FRFs) 4.3)

Excited
position

' \ Initial

position

a)

Flexures p——" '- ' E—-

Excited
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\ Initial
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Figure 4.6: ME’Scope torsional mode representation of (a) electromagnetic scanner,

(b) electrostatic scanner (ME’Scope)
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Figure 4.7: Frequency response function of the electromagnetic scanner

(Point 1, under 40mV sinusoidal input excitation)

5mm/s)
s,

0
10

10

Scanner Velocity Amlitude [V] (1V

1000 1500 2000 2500 3000 3500
Frequency [HZ]

Figure 4.8: Frequency response function of the electrostatic scanner

(Point 17, under 1V sinusoidal input excitation with 2V DC offset)

The real time feedback process can only be achieved by measurement of one point at a

time. Even though the amplitude and phase information can differ for each point, the
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dynamical characteristics like the natural frequency (®,), the quality factor (Q) and the time
constant (t) will be calculated from the FRF of one measurement point only, as they do not
depend on the measurement location. In addition, since the quality factors of the systems
are high enough, the natural frequencies will be taken equal to the damped natural

frequencies of the corresponding resonance peaks.

4.3 Velocity Feedback

To observe the effect of the change in velocity gain G to the dynamical characteristics,
frequency response curves for discrete G values are plotted for the electromagnetic and
electrostatic scanners (see Figures 4.9 and 4.10, respectively). The quality factors and time
constants are calculated from the receptance graphs (displacement per input excitation) and
their percent changes with respect to G are plotted for the electrostatic scanner in Figure
4.11. As seen from the plots, Q and t are increasing with increasing G, while G barely has

an effect on the resonance frequency, as expected from Equations 2.18-2.20.
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Figure 4.9: Frequency response functions for different G values

(Electromagnetic scanner, under 40mV sinusoidal input excitation)
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Figure 4.10: Experimental frequency response functions for different G values

(Electrostatic scanner, under 80mV sinusoidal input excitation)
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Figure 4.11: Percent change in (a) quality factor, (b) time constant, for different G values
on the electrostatic scanner.
The electromagnetic scanner becomes unstable at a maximum G value of 0.026. One
should also notice the fluctuation on the right fall of the curve with gain G=0.07 where the

electrostatic scanner starts to undergo the unstable regime. Beyond that velocity gain G, for
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instance for G=0.071, the system becomes unstable. The quality factor of the electrostatic
scanner could be increased by a factor of approximately 10, while the electromagnetic

scanner’s quality factor is increased to only 3 times the initial value.

4.4 Position Feedback

Similarly, to see the influence of the position gain H, frequency response curves under
different H gain voltages are plotted. As one can notice, the voltages required for
significant position feedbacks are more than required for the velocity feedbacks. Because
of the voltage limitations of the electromagnetic scanner (see Figure 4.1), the position
feedback was not successful. The reasons will be discussed in Chapter 5. Hence, only the

electrostatic scanner results for position feedback are plotted (see Figure 4.12).
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Figure 4.12: Experimental frequency response functions for different H values

(Electrostatic scanner, under 80mV sinusoidal input excitation)
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After the quality factors and time constants are calculated again from the receptance
graphs, their percent changes and the frequency shifts with respect to H are plotted in
Figure 4.13. Recalling from the theory described in Section 2.5, for a second order system
under pure position feedback, as long as only the stiffness is affected, the time constant
should remain constant and the quality factor should stay linearly proportional with the
natural frequency. However, the system does not behave as a second order system under
position feedback. As seen from the plots, the time constant is increasing with increasing H
gain. Moreover, while the resonance frequency shifts almost linearly with the H gain, the
quality factor’s increase is not linear because of the change in the time constant. This
unexpected phenomenon can be explained by the frequency change of all other modes,
forcing the scanner not to act as a second order system. These results will be taken into

consideration in the simulation part.
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Figure 4.13: Percent change in (a) quality factor, (b) time constant and

(c) the shift in resonance frequency, for different H values
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4.5 Concurrent Feedback

To see the feasibility of concurrent feedback, both velocity and position feedbacks are
introduced into the system together. It is demonstrated that by adjusting the gains
independently, it is possible to carry the resonance to a desired frequency and change the

damping of the system simultaneously (see Figure 4.14)
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Figure 4.14: Concurrent feedback results for the electrostatic scanner
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4.6 Stability Analysis From FRFs

The system under velocity feedback can be represented as in Figure 4.15, where G is
the velocity gain and T(s) is the open-loop transfer function between the input voltage
‘inp(s)’and the output velocity voltage ‘out(s)’ (see Equation 4.4). Frequency response
functions are obtained by the steady-state response of the system at discrete frequency
values and are used to represent the transfer function describing the sinusoidal steady-state
behavior. To convert the system into frequency domain, s is replaced with the complex

variable i® (see Equation 4.5).

inp(s) > T(s) » out(s)

Figure 4.15: Velocity feedback block diagram

T(s)= (.mr(s) o
inp(s)|._,
. ig (@)
t . out
riay - 2] _jow@le? 8
mp(la))‘czo inp(@)|.e™ |
outio)  T(iw) (4.6)

inp(i®)  1-T(iw).G

According to the closed loop transfer function, we require T(i®).G < 1 for the stability
(see Equation 4.6). The G gain values where the system becomes unstable change with the
frequency. Hence, to find the maximum gain value safely applicable to the system for all

frequencies, the minimum possible gain should be selected. Since T(iw) and G are
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inversely proportional, the critical G value can be attained at the resonance frequency,
where T(im) is at its maximum. At the resonance frequency, the phase difference between
the input and output voltage is an integer multiple of 180 degrees by definition. Knowing
that the phase of the input signal must be 0°, the maximum gain value is found to be the

magnitude ratio of the input to the output at the resonance frequency (see Equations 4.7-

4.9).

9

By =0°— € " =1 @.7)
i¢
sty = 1:180° — & "N = (=1)" 4.8)
. i¢in (a) ) )
L _fmp@ple™ ¥ _ . linp(@y)] 4.9)
Tlay) |0ut((0N)|.el¢0ut(“’N) |0ut(a)N)| )

From Equation 4.9, the maximum gain values for the electromagnetic and electrostatic
scanners are found Guaxpm = (40mV)/(1.4V) = 0.029 and Gyaxes = (80mV)/(1.2V) = 0.067,
respectively. In these cases, n is an even number for both scanners; however the velocity
gain sign should be switched according to the resonance mode. The results are in

accordance with the experimental gain limits (Gexpem= 0.026 and Geyprs =0.071).
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Chapter 5

SIMULATION RESULTS & COMPARISON

In this section, Simulink models of the scanners and the feedback loops are developed
to verify the experimental measurements. The effect of velocity and position feedback

loops on the dynamical behavior of the scanners is further investigated.

5.1 Construction of the Simulation Model

Several curve fitting methods are used in order to have an accurate representation of the
scanner system. These methods, being second order fit, “invfreqs” function fit and a
superposition fit, are explained in the following sections (see Appendix C for the

MATLAB code).

5.1.1 2" Order Function Fit

The simplest method is to apply a second order system with a constant phase delay.
This approach could not always fit a proper curve to the experimental data because of the
effects of the other resonant peaks, as mentioned in the previous chapter. The more the
resonance frequencies are apart, the less their influences become on each other. Therefore,
in order to represent the system as a second order system, the working resonance peak (the
second resonance peak, in our study) should be sufficiently separated from adjacent
resonance peaks. It can be observed from Figure 5.1 that the second order fit is not reliable
since it is not possible to overlap the curves at the frequencies away from the working

resonance peak.
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Figure 5.1: 2" order function fit to the experimental data of the electromagnetic scanner

under 40mV sinusoidal input voltage

5.1.2 Invfreqs Function Fit

To fit a better curve to the system, a wider frequency range is taken into consideration
covering the first two resonant peaks. Over this frequency range, the “invfregs” function of
MATLAB, which is an analog filter least squares fit to the frequency response data, is
used. The function requires both the experimentally collected amplitude and phase data for
curve fitting operation. The order of the function is set manually. Lower orders were
insufficient to duplicate the frequency response function. On the other hand, higher degree
polynomials could be applied to diminish the error between experimental data and the
simulation. However, it should be kept in mind that the measurement data is always noisy
and imperfect. Therefore, trying to fit higher order polynomials will eventually result in
producing non-existent behaviors, rather than reducing the simulation error. Eventually, an

optimum transfer function between the input voltage signal and output velocity of the
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. d th . . .
scanner, having 3" and 6" order polynomials in the numerator and denominator

respectively, yielded satisfactory results, as shown in Figure 5.2.
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Figure 5.2: MATLAB Invfreqs function fit to the experimental data of the electromagnetic

scanner under 40mV sinusoidal input voltage

5.1.3 Superposition of Systems

The previous fit was satisfactory but it required clean phase information. Both to
dispose of the phase data necessity and to have a control over the transfer function
variables, modeling the system as a combination of several systems is preferred. The
transfer function is constructed by the superposition of two second order polynomials (one
for each resonance frequency), a delay and a correcting function and a scaling factor. After

the resonance frequencies of the scanners (=939 Hz and m,=1442 Hz for electromagnetic
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scanner, ®;=1507 Hz and ,=3010 Hz for the electrostatic scanner) are obtained from the

amplitude plots and the quality factors are calculated using the half-power method around

the resonance peaks, the 1* and 2™ order terms of the polynomials are calculated using the

corresponding peak’s dynamical characteristics. As can be seen from figure 5.3, the series

connection of only these second order systems needs some corrections to properly fit the

experimental amplitude and phase data. The correcting function is introduced and the

amplitudes are scaled to overlap the resonance peaks. Subsequent to the conformity of the

amplitude curves, this transfer function is introduced a constant delay to form the final

transfer function, which also gave satisfactory results for both amplitude and phase data, as

shown in figure 5.4. The electrostatic scanner’s ultimate transfer function can also be seen

in figure 5.5.
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Figure 5.4: Superposition of subsystems fit to the experimental data of the electromagnetic

scanner under 40mV sinusoidal input voltage
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Figure 5.5: Superposition of subsystems fit to the experimental data of the electrostatic

scanner under 1V sinusoidal input excitation with 2V DC offset
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Successively having built the transfer functions, a SIMULINK® model of the scanners
with feedback loops is developed to justify the consistency of numerical approach with
experimental measurements exposed to feedback gains. The next step is to change the
velocity and position gains, G and H, in the SIMULINK® model to further investigate the
effect of feedbacks gains on the dynamical characteristics of the scanners (see Figure 5.6)

(see Appendix D for the MATLAB code).
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1
ol —— [
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Transfer Function 1 Transfer Function 2

R

velocity

Velocity Gain : G
Figure 5.6: SIMULINK Model with feedback loops

5.2 Velocity Feedback Comparison

As shown in Figures 5.7 and 5.8, the response of the numerical models is very close to
experimental data for different gain values. It should be recalled that the resonance
frequencies under pure velocity feedback must remain unchanged, as in the case with
simulation curves. Yet, slight shifts in the experimental resonance peaks are noticed for
increasing G values (3 Hz maximum). In spite of the fact that there are small discrepancies
due to that shift, the curves are reasonable even for greater values of G gains. For magnetic
and electrostatic scanners, the curves are plotted up to Ggm=0.02 and Ggs=0.06, since the
superposition simulation results show that the systems become unstable at Ggm=0.029 and
Ggs=0.067, respectively, which are also in accordance with the theoretical stability limits

(for 2" order fit: Gem=0.028 and Ggs=0.067, for invfreqs fit: Gem=0.029 and Ggs=0.067).
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5.3 Position Feedback Comparison

Having obtained the simulation position feedback curves for both scanners, comparison
with the experimental data is made for only the electrostatic scanner. To understand why a
position feedback did not work for the electromagnetic scanner, we looked at the resonance
frequency changes per position feedback gains (dw/dH). Approximate values for the
electromagnetic and the electrostatic scanner are (dow/dH)gm = 40Hz (4Hz/1V) and
(do/dH)gs = 100Hz (10Hz/1V), respectively. While it is possible to introduce the
electrostatic scanner a voltage of 8 volts to shift the resonance frequency by 80Hz, the
maximum possible voltage for the electromagnetic scanner is 200-250mV, which
corresponds to a frequency shift of only 1Hz. Although there is no theoretical stability limit
for the position feedback (except from reaching OHz), it may not be applicable for some
systems due to voltage limitations mentioned earlier.

Even though a position feedback could not be achieved for the electromagnetic scanner,
the simulation results provide a better understanding about the feedback response of the
scanners. It is observed that the second peak’s resonance frequency is decreased and the
resonance curves are approaching to each other as the gain H is increased, and vice versa,
for both scanners. The second important behavior to notice is that the amplitudes of
approaching curves are increasing in the electromagnetic scanner, while an opposite effect
is present in the electrostatic scanner (see Figures 5.9 and 5.10). Also, the reverse of this
phenomena is observed in the contrariwise direction. The change in the amplitudes with
altering frequency is the result of the neighboring resonance peak and the correcting
function. Nevertheless, whether the peak amplitude is going to increase or decrease is
related with which one of the neighboring resonance peak and the correcting function is
more dominant. For example, if the neighboring resonance peak effect is more dominant
when compared to the effect of the correcting function, then the peak amplitudes will

increase as the peaks are approaching, as if one curve is climbing to the other curve’s peak.
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Figure 5.9: Electromagnetic Scanner Position Feedback Curves (Simulation data)

As can be seen from figure 5.10, the simulation results differ from the experimental
ones in terms of amplitudes while the frequency shifts are in accordance. This may again
be the consequence of other system dynamics. Recall that the simulation is based on the
superposition of mainly two resonance peaks. However, there are countless resonance
frequencies in the real system, which are not feasible to simulate. Since the velocity
feedback alone has no influence on the frequency, the simulation and experimental results
are in agreement. In case of position feedback though, the resonance frequency variations
affect the amplitudes unpredictably.

Another factor may be that the resistance values in the feedback circuit are selected just
for the original resonance frequency. As the resonance frequency shifts, the phase
difference in the phase shifter and the integrator gain value in the integrator slightly diverge
from the intentional values they should be. However, this kind of divergence can not be an

issue in the simulation, causing a difference from the experiments.
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Figure 5.10: Electrostatic Scanner Position Feedback Curves

(Blue dashed lines: Experimental data, Red solid lines: Simulation data)

5.4. Concurrent Feedback and Dynamic Characteristics Analysis

The advantage of having two feedback loops is that once the resonance frequency is set,

the effective damping of the system can be altered independently by adjusting the gain G.

By adjusting both the position and velocity gains, the resonance frequency and the damping

characteristics of the system were proven to be set simultaneously. Because of the fact that

there are slight frequency shifts in the experimental velocity feedbacks, the simulation

results are no flawless match. Still, the system tendencies under concurrent feedback are

considerably similar (see Figure 5.11).
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Figure 5.11: Electrostatic Scanner Concurrent Feedback Results

(Blue dashed lines: Experimental data, Red solid lines: Simulation data)
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To see the percent changes in quality factor and time constant, a list of test cases

altering G and H gains is tabulated (see Tables 5.1 and 5.2). One can notice from the

Tables that changing the gain G has a major influence on both quality factor and time

constant, while it has no influence on any of the resonance frequencies which are altered by

H gains. Unfortunately, there is always a trade-off between quality factor and the time

constant. Even though there are some regions where both the quality factor and the time

constant are improved, their percent changes are extremely insignificant. Considering this

fact, the gain G has to be adjusted depending on the application priorities. In stability limits

of the electrostatic scanner, a quality factor improvement of almost 2400% or a decrease in

settling time by 60% is observed.
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Due to the coupling of vibration modes, the alterations in the gain H have an influence
on every system characteristics, in some degree. For greater G gains, remarkable changes
are observed in quality factor and time constant, along with the change of the H gains. As
G gains decrease, especially for its negative values, the influence of H gains over damping
characteristics become insignificant. Meanwhile, the resonance shifts stays generally linear
with H and are independent of G. Therefore, it is important to set the working frequency

prior to the adjustment of G gains.

Table 5.1: Percent changes in peak amplitude, quality factor and time constant for different
values of G & H gains for the electromagnetic scanner.

H 3.0 1.5 0 -1.5 -3.0 -4.5

G | FreqrHzy | 1289 1371 1442 1507 1567 1624
o | vmax[v1 | 1080 6.48 4.86 417 3.79 359
S| %da 695.1 316.4 2492 208.2 195.1 209.5
% dt 790.1 338.0 2492 194.9 1715 174.8

— | vmax[vi| 3.9 2.47 2.19 2.04 1.94 1.88
Q| %da 69.7 60.5 57.5 59.3 60.5 65.4
% dt 90.0 68.8 57.5 525 477 46.9
Vmax[V] | 1.77 153 1.42 135 1.31 1.8

o %da 49 15 0.0 43 7.9 115
% dt 6.5 3.6 0.0 0.2 0.7 1.0

— | vmaxpvy | 123 1.11 1.05 1.01 0.99 0.97
3| %da 336 285 25 1 208 17.2 146
' % dt 257 248 25 1 242 238 242
o | vmaxpvy | o094 0.87 0.83 0.81 0.79 0.78
3| %da 492 43.9 402 36.7 33.4 316
' % dt 43 1 410 402 395 38.8 39.3
oo | vmax[vi | o076 0.71 0.69 0.67 0.66 0.65
3| %da 59.2 54.1 50.2 472 44.9 426
' % dt 543 517 50.2 495 493 491
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Table 5.2: Percent changes in peak amplitude, quality factor and time constant for different
values of G & H gains for the electrostatic scanner.

H 0.8 06 | 04 | 0.2 0 [-0.2]-0.4]{-0.6]-0.8
) Freq[Hz] | 2928 | 2949 | 2970 | 2991 3011 3032 | 3052 | 3072 | 3092
o | Vmax|[V] | 3.07 3.82 4.99 7.08 11.18 33.72 - - -
Q %AQ 150.3 2105 307.0 4843 7814 2393 - - -
© %AT 1574 2171 3127 4882 7814 2376 - - -
o | Vmax[V] | 1.74 1.95 2.22 2.56 2.99 3.58 4.40 5.65 7.83
Q %AQ 41.2 60.1 832 1134 1500 1975 2660 373.7 5512
© %AT 45.3 63.5 85.7 1149 1500 1955 2611 364.3 534.1
o | Vmax|[V] | 1.21 1.31 1.43 1.56 1.71 1.89 2.10 2.35 2.66
Q %AQ -1.6 7.4 17.6 29.8 42.9 57.7 76.9 101.0 1282
© %AT 1.2 9.7 19.3 30.7 42.9 56.6 74.5 97.0 1222
Vmax [V] | 0.93 0.99 1.05 1.12 1.20 1.28 1.38 1.48 1.60
o %AQ -245 -192 -134 -7.1 0.0 7.7 16.6 26.3 30.9
%AT 224  -17.5 -12.2 -6.5 0.0 7.0 15.0 23.8 27.5
o | Vmax[V] | 0.76 0.79 0.83 0.88 0.92 0.97 1.03 1.08 1.14
g %AQ -386 -361 -3183 272 -228 -182 -13.0 -7.6 -1.8
! %AT -36.9 -33.7 -30.3 -26.8 -228 -18.8 -14.2 -9.4 -4.4
< | Vmax [V] | 0.64 0.66 0.69 0.72 0.75 0.78 0.82 0.85 0.89
g %AQ -48.2 -456 -429 -401 -372 -339 -306 -27.3 -23.7
! %AT -46.7  -44.4  -42.1 -39.7 -372 -343 -316 -288 -25.7
© | Vmax[V] | 0.55 0.57 0.59 0.61 0.63 0.65 0.68 0.70 0.73
g %AQ -555 -53.6 -51.7 -49.7 -476 -449 -422 -40.0 -37.9
! %AT -542 526 -51.0 -493 -476 453 -43.0 -412 -39.5
o | Vmax[V] | 0.48 0.50 0.51 0.53 0.55 0.56 0.58 0.60 0.62
g %AQ -60.7 -59.3 -57.7 -56.0 -542 -524 -50.7 -49.0 -47.2
! %AT -59.6  -584  -57.1 -55.7 -542 -52.7 -514 -50.0 -48.6
o | Vmax[V] | 0.43 0.44 0.45 0.47 0.48 0.49 0.51 0.52 0.53
; %AQ -648 -63.6 -625 -61.2 -599 -584 -57.1 -55.8  -54.1
! %AT -63.8 -629 -619 -61.0 -599 -58.7 -57.7 -56.7 -55.3
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Chapter 6

CONCLUSION & DISCUSSION

In this thesis, the effective damping and stiffness of two distinct micro scanners are
adjusted experimentally using a feedback circuit. SIMULINK® models of these scanners
are also developed from experimental data to investigate their dynamical behavior for
different position and velocity feedback gains.

In our approach, the velocity of the scanners is measured directly using a Laser Doppler
Vibrometer. Obtaining the velocity signal from the measured position signal through
differentiation is not preferred since the noise in the position signal is amplified in the
process; instead the velocity signal is integrated and scaled to obtain a cleaner position
signal. The velocity and position signals are first multiplied by separate gains and then
added to the driving signal to change the effective characteristics of the micro scanner
system. By this approach, whether the goal is to bring the scanner to a desired frequency or
decrease the damping, the system response can be altered in real-time, which is a
noteworthy feature in scanner applications requiring quick changes.

By numerical simulations performed with Simulink®, the influence of both position
and velocity feedback on the resonance frequency, damping and the settling time of the
scanners is investigated. In experimental settings, it is difficult to repeat an experiment

under identical environmental conditions due to variations in ground vibrations,
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temperature, electrical noise and electromagnetic disturbances. It is also practically not
possible to exactly spot the laser on the same measurement point with preceding
experiments. Moreover, even if the experimental conditions are fixed, the material
properties of the scanners (e.g. friction at the hinges) may change in course of time,
affecting the results of experiments adversely. All these factors make it difficult to
quantitatively compare the results of experiments under different settings. However, using
numerical simulations, the resonance frequency and the effective damping of the scanners
are easily altered to investigate their dynamical responses. The transfer functions of the
scanners were developed based on the experimental data, since the effective mass, damping
and stiffness information is unknown for resonance modes. The first two vibration modes
of the scanners are taken into consideration to construct their transfer functions. For each
mode, a second order transfer function is used and superposed, which helped us to
understand and analyze the influence of each vibration mode on the dynamical response of
the scanner individually and more effectively. The final simulation model yielded
consistent results with the experimental data under feedback gains, if not perfect. The small
dissimilarities were acceptable when the simulation assumptions and the experimental
imperfections were taken into account.

Having a numerical model of the system and feedback loops was very helpful for
estimating the system behavior and the stability range of velocity gain values that can be
used in the real experiments. The overall study showed that coupling effects can
significantly influence the response of the scanners as the feedback gain H is altered. Due
to this effect, H also manipulates the damping characteristics, in addition to the resonance
frequency. In the direction where the investigated modes are decoupling, position feedback
can possibly be used to obtain more clean oscillations. The effect of concurrent feedback
on dynamical characteristics of the system is also analyzed. In general, the velocity gain G

is the major factor that affects the quality factor and the time constant of the system. There
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is a trade-off between the quality factor and the settling time, though. While decreasing
values of G reduces the time constant of the system, it also reduces the quality factor, hence
the amplitude of oscillations. As the gain G increases, the effect of gain H starts to increase
on damping characteristics, whereas contrarily for negative G values, it has barely have an
effect. Hence, since G gains has no effect on frequency and H gains have effect on both
frequency and damping, the general strategy to find the required gain amounts is to adjust
the resonance frequency prior to damping. Having found the gain values for a known
operating state of the micro scanner though, the order of the feedbacks will not change the

result.
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APPENDIX A - Experimental Process Flowchart

CAPTURE THE IMAGE OF MICRO
DEVICE BY CCD CAMERA

=~

DIVIDE THE IMAGE BY GRIDS

= _~

PREPARE GHOST IMAGES

= _~

MATCH THE REAL & GHOST
IMAGES BY MATLAB

Run Matching.m (See “APPENDIX B” for the code)

= _~

LOCATE THE LASER BEAM
TO A DESIRED POINT ON THE GRID

= _~

ACQUIRE THE FREQUENCY
SWEEP DATA VIA LABVIEW

Sample file name:
Point17_40mV_25mmsV_800_1_2000Hz_GO_HO.txt

For Feedback For Modal
Analysis Analysis
IMPORT ONLY ONE SWEEP IMPORT ALL POINTS’
DATA TO MATLAB SWEEP DATA TO MATLAB
FIT CURVES CONVERT TO REAL &
IMAGINARY PARTS

Run TransferFunction.m
See “APPENDIX C” for the code

= _~

= _~

SIMULATE FEEDBACK

IMPORT DATA TO ME’Scope

Run SimulinkRunner.m
See “APPENDIX D for the code

= _~

= _~

CREATE A SURFACE
MODEL OF MICRO DEVICE

FEEDBACK ANALYSIS

= _~

Frequency response curves for different
feedback gains are obtained.

MODAL ANALYSIS

Mode shape, resonance frequency and
damping ratio is found.
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APPENDIX B - “Matching.m”

vid = videoinput('dcam',1,"Y8_1024x768");
grid=rgb2gray(MiddleLeft); %Select the related portion of the image
figure();
while (1)
f=getsnapshot(vid);
f=(grid*0.3)+(f*0.8); %Overlap the real CCD image and the grid image
colormap(gray(256));
image(f);
end

APPENDIX C - “TransferFunction.m”

clear all, close all, clc;

Measurement = importdata('Magnetic_40mV_100_1_2000hz_25mmsV_A_G00_HO00.txt');
w=Measurement(:,1); % Frequency

T=Measurement(:,2); % Amplitude
ph=Measurement(:,3); % Phase

db=20%log10(T); % Amplitude in dB
UpperD=3; % Degree of the numerator
LowerD=6; % Degree of the denomerator

[b,a] = invfreqs(10.2(db/20).*exp(G*(ph/180*pi)),w*2 *pi,UpperD,LowerD,[],70);
% Amplitude in normal (not dB), freq in radian
[MAG,PHASE] = BODE(tf(b,a),w*2*pi);

ampl=[];

for(i=1:length(MAG ))
ampl(i))=MAG (1,1.,i);

end

ampl=ampl’;

phl=[];

for(i=1:length(PHASE))
ph1(i))=PHASE(1,1,1);

end

phl=phl’;
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figure(1) % MATLAB invfreqs function fit
subplot(2,1,1)

hold on

plot (w,db,'b");

plot (w,20.*log10(amp1(:,1)),1");

grid on,xlabel('Frequency [Hz]'),ylabel('Magnitude [dB]");

subplot(2,1,2)

hold on

plot (w,ph,'b");

plot (w.(ph1(,1),1;

grid on, xlabel('Frequency [Hz]'),ylabel('Phase [deg]");

wM = 830%2*pi;
wl =938*2%pi;
w2 = 1442*2*pi;
delay = (40e-6)/2;

sysK = tf([0.0000017],[1]); % Scaling
sysO = tf([1 O.[1]); % Vibrometer

sysl = tf([w172],[1 2¥0.01198*w1 w1/2]); % 1st flexural
sys2 = tf([w2/2],[1 2*0.00798*w2 w2/2]); % 2nd flexural
sysM = tf(-[1 2*#0.0113*wM wMA"2],[wM"2]); % Correcting function
sysO.outputd = delay;

figure(2) % Second degree function fit

hold on

sys02 = series(sys0,sys2);

sys02 = series(sys02,sysK);

BODE(sys02,'g',w*2*pi);

hold on

sys02pade = PADE(sys02,5);

BODE(sys02pade,'k:',w*2*pi);

BODE(tf(b,a),r',w*2*pi);

figure(3) % Superposition fit without the correcting function
hold on

sys012 = series(sys0,sys1);

sys012 = series(sys012,sys2);

sys012 = series(sys012,sysK);

BODE(sys012,'g',w*2%pi);

hold on

sysO12pade = PADE(sys012,5);

BODE(sys012pade,'k:',w*2*pi);

BODE(tf(b,a),'r',w*2*pi);



Appendix

61

figure(4) % Superposition fit with the correcting function
hold on

sysO1M2 = series(sys0,sys1);
sysO1M2 = series(sysO01M2,sysM);
sysO1M2 = series(sys01M2,sys2);
sysO1M2 = series(sys01M2 ,sysK);
BODE(sysO1M2,'g',w*2*pi);

hold on

sysO1M2pade = PADE(sys01M2,5);
BODE(sysO1M2pade,'k:',w*2*pi);
BODE(tf(b,a),r',w*2*pi);

[MAG2,PHASE2] = BODE(sysO01M2pade,w*2*pi);

amp2=[];

for(i=1:length(MAG2 ))
amp2(i))=MAG2 (1,1,i);

end

amp2=amp?2';

ph2=[];

for(i=1:length(PHASE2))
ph2(i)=PHASE2(1,1,1);

end

ph2=ph2";

figure(5) % Superposition fit VS experimental data
subplot(2,1,1)

hold on

plot (w,db,'b");

plot (w,20.*log10(amp2(:,1)),1");

grid on,xlabel('Frequency [Hz]'),ylabel('Magnitude [dB]");

subplot(2,1,2)

hold on

plot (w,ph,'b");

plot (w,ph2(:,1),'r");

grid on,xlabel('Frequency [Hz]'),ylabel('Phase [deg]");
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APPENDIX D - “SimulinkRunner.m”

for k=1:7
for 1=1:7
H=-(k-3)*2
G=-0.03+(1-1)*0.01

for i=1:100
freq(i)=1440-H*40-100+2*i;

w=freq(i);

sim(GM_TF_LDVsys2_PosVel.mdl'); %calling the simulink model

Ing=length(velocity);

for j=(Ing-500):1:Ing % to discard the transient region
VEL(j+501-Ing)=velocity(j);
POS(j+501-Ing)=position(j);

end

velmax 1(i)=max(VEL);

posmax1(i)=max(POS);

end

figure();
plot(freq,velmax1,'r');
axis([1250,1700,041);

figure();
plot(freq,posmax1,'r");
axis([1250,1700,0,0.004]);

velmax=max(velmax1)
max(velmax1)/sqrt(2)
posmax=max(posmax1)
max(posmax1)/sqrt(2)

end
end
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