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ABSTRACT

In this thesis, we analyze the reliability and maintenance of a mission-based system

where the mission process is the minimal semi-Markov process corresponding to a Markov

renewal process. The system is a complex one with multiple components that have arbitrary

lifetime distributions. The mission has di¤erent stages or phases with random sequence and

durations. We assume that the failure parameters of the components and the con�guration

of the system change according to the phases of the mission. In other words, an external

mission process modulates the deterioration or age process of the system. We analyze several

performance measures under two repair policies: namely, maximal repair and no repair. We

also discuss optimal maintenance policies minimizing the expected total discounted cost. We

consider simpler models with Markovian mission and deterioration to obtain more explicit

and computationally tractable results.

In the �rst two chapters, we give a brief review of the related literature, and introduce

the notation, terminology, and symbols used through the thesis. The structure of the

mission and age processes are discussed in detail as well as the failure probabilities of the

components.

In Chapter 3, we present the reliability analysis of mission-based systems under both

maximal and no repair policies. Three di¤erent reliability measures are characterized:

namely, the probability of survival (system reliability), the probability of completing a

number of phases (mission reliability), and the probability of completing a critical phase

(phase reliability). We also give more explicit formulations and structural characteriza-

tions by making additional assumptions on the system structure, mission structure, and

component lifetimes.

In Chapter 4, the mean time to failure of mission-based systems is analyzed under both

maximal and no repair policies. In both cases, we �rst de�ne a Poisson equation whose solu-

tion characterizes the mean time to failure and solve it under some reasonable assumptions

which guarantee the existence and uniqueness of the solution. Our main assumption simply
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states that the system may fail after a �nite number of successfully completed phases with a

positive probability whatever the initial phase is. We also analyze some interesting special

cases by making additional assumptions on the mission structure.

Chapter 5 focuses on the availability of mission-based systems under both maximal and

no repair policies. The availability is characterized by applying some limiting results for

the solutions of Markov renewal equations. It is shown that irreducibility of the mission

process is su¢ cient for the existence of the limit under some reasonable assumptions. We

also provide a system of linear equations whose solution allows us to write the availability

under the maximal repair policy in terms of the limiting probabilities of the mission process.

In Chapter 6, we analyze the reliability, mean time to failure and availability of systems

working under a �xed phase with exponentially distributed component lifetimes. We show

that the reliability and mean time to failure of coherent systems can be represented as

a di¤erence of two convex functions and we also obtain their explicit representations. It

is also shown that the availability of coherent systems, and the mean time to failure and

availability of series connection of standby redundant subsystems can be represented as a

ratio of two polynomials with positive coe¢ cients.

In Chapter 7, we consider the optimal maintenance problem of mission-based systems

with multiple components whose lifetimes are generally distributed. The optimal replace-

ment problem is �rst investigated and several monotonicity properties of the optimal policy

minimizing the expected total discounted cost are proved under some increasing failure

rate assumptions. We also study the optimal repair problem under similar assumptions by

considering several cost structures and obtain interesting properties of the optimal policy.

In the last chapter, all of the previous analysis is repeated for the case where the mission

and deterioration processes of the system have Markovian structures. The main incentive

behind this simpli�cation is to obtain more computationally tractable results. We obtain

matrix exponential formulations for system reliability and phase reliability. We give explicit

formulas for mission reliability, mean time to failure, and availability. We provide many

numerical illustrations showing the applicability of our results. The optimal maintenance

problem of such a system is also discussed. We prove that the optimal replacement policy

has a control-limit structure under some monotonicity assumptions and provide many useful



properties of the optimal repair policy under di¤erent cost structures. Detailed numerical

examples are also given showing that our assumptions are really needed for the validity of

our results on the structure of the optimal policies.



ÖZETÇE

Bu tezde görev-tabanl¬sistemlerin güvenirli¼gi ve bak¬m¬ile ilgili problemler analiz edilmi̧s-

tir. Ele al¬nan görev-tabanl¬sistemin yerine getirdi¼gi görev, bir Markov yenileme sürecinin

en küçük yar¬-Markov süreci ile temsil edilmektedir. Dolay¬s¬yla, görevin aşamalar¬n¬n s¬ras¬

rassald¬r ve aşamalar¬n süreleri genel da¼g¬l¬ma sahip rassal de¼gi̧skenlerdir. Sistem ise yaşam

süreleri genel da¼g¬l¬mlara sahip birden fazla bileşenden oluşan kompleks bir yap¬d¬r. Tez

boyunca sistemin yap¬s¬n¬n ve sistem bileşenlerine ait hasar parametrelerinin görevin aşa-

malar¬na göre de¼gi̧sti¼gi varsay¬lm¬̧st¬r. Di¼ger bir ifade ile, sistemin bozulma veya yaşlanma

sürecinin parametreleri, harici bir rassal sürece göre zaman içinde de¼gi̧smektedir. Bu şek-

ilde tan¬mlanm¬̧s bir sisteme ait çeşitli performans ölçütleri, maksimum bak¬m ve s¬f¬r bak¬m

politikalar¬alt¬nda tan¬mlanm¬̧s ve analiz edilmi̧stir. Ayr¬ca, toplam maliyetin şimdiki bek-

lenen de¼gerini enküçükleyen bak¬m politikalar¬n¬n yap¬s¬ortaya ç¬kar¬lm¬̧st¬r. Son olarak,

görev sürecinin ve görevin her aşamas¬ndaki sistemin bozulma sürecinin birer Markov süreci

oldu¼gu varsay¬larak daha önce yap¬lan tüm analizler tekrar edilmi̧stir. Bu son bölümdeki

amaç, nümerik olarak daha kolay hesaplanabilen ifadeler elde etmektir.

Tezin ilk iki bölümünde öncelikle daha önce yap¬lm¬̧s ilgili akademik çal¬̧smalar özetlen-

mi̧s ve tez boyunca kullan¬lan terimler, semboller ve notasyon aç¬klanm¬̧st¬r. Görev ve

yaşlanma süreçlerinin yap¬lar¬ve ayr¬ca bileşenlerin bozulma olas¬l¬klar¬detayl¬bir şekilde

tarif edilmi̧stir.

Bölüm 3�de görev-tabanl¬sistemlerin güvenirli¼gi, maksimum ve s¬f¬r bak¬m politikalar¬

alt¬nda ele al¬nm¬̧st¬r. Analiz edilen üç farkl¬ güvenirlik ölçütü şunlard¬r: sistemin belli

bir süre bozulmadan çal¬̧sma olas¬l¬¼g¬(sistem güvenirli¼gi), görevin belirli say¬da aşamas¬n¬n

başar¬yla tamamlanma olas¬l¬¼g¬ (görev güvenirli¼gi) ve kritik bir aşaman¬n belli bir süre

içinde tamamlanma olas¬l¬¼g¬(kritik aşama güvenirli¼gi). Ayr¬ca, sistem yap¬s¬, görev yap¬s¬

ve bileşen yaşam süreleri hakk¬nda çeşitli varsay¬mlar yaparak daha aç¬k formüller elde

edilmi̧s ve bu formüllerin temel yap¬sal özellikleri ortaya ç¬kar¬lm¬̧st¬r.

Bölüm 4�de görev-tabanl¬sistemlerin beklenen yaşam süresi, maksimum ve s¬f¬r bak¬m
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politikalar¬alt¬nda analiz edilmi̧stir. Her iki politika için öncelikle, çözümü, beklenen yaşam

süresini belirleyen bir Poisson denklemi tan¬mlanm¬̧st¬r. Daha sonra bu denklem, çözümün

varl¬¼g¬n¬ve tekli¼gini garanti eden varsay¬mlar alt¬nda çözülmüştür. Bu analizdeki en temel

varsay¬m, sistemin herhangi bir aşamadan başlayarak sonlu say¬da, başar¬yla tamamlanm¬̧s

aşamadan sonra bozulma olas¬¼g¬n¬n s¬f¬rdan büyük olmas¬d¬r. Bu bölümde de görev süreci

ile ilgili çeşitli varsay¬mlar yap¬larak oluşturulan çeşitli özel durumlar incelenmi̧stir.

Bölüm 5�de görev-tabanl¬sistemlerin maksimum ve s¬f¬r bak¬m politikalar¬alt¬ndaki kul-

lan¬labilirli¼gine odaklan¬lm¬̧st¬r. Kullan¬labilirlik, bir Markov yenileme denkleminin çözümü-

nün limiti için geli̧stirilmi̧s neticelerin yard¬m¬yla karakterize edilmi̧stir. Görev sürecinin

indirgenemezli¼ginin, baz¬makul varsay¬mlar alt¬nda, limitin varl¬¼g¬için yeterli oldu¼gu göste-

rilmi̧stir. Ayr¬ca, maksimum bak¬m politikas¬alt¬nda kullan¬labilirli¼gi, görev sürecinin limit

olas¬l¬klar¬cinsinden yazabilmeyi olanakl¬k¬lan bir do¼grusal denklem sistemi elde edilmi̧stir.

Bölüm 6, tek aşamal¬ bir görevi yapan ve yaşam süreleri üstel da¼g¬lan bileşenlerden

oluşan sistemlerin güvenilirli¼gi, beklenen yaşam süresi ve kullan¬labilirli¼gi üzerinedir. Tu-

tarl¬bir sistemin sistem güvenirli¼ginin ve beklenen yaşam süresinin, bileşenlerin hasar h¬z-

lar¬na göre d¬̧s bükey olan iki fonksiyonun fark¬olarak yaz¬labilece¼gi gösterilmi̧s ve bu gös-

terimin aç¬k formülasyonu verilmi̧stir. Ayr¬ca, tutarl¬yap¬lar¬n kullan¬labilirli¼ginin ve s¬ra

dizili dönüşümlü koşut alt sistemlerin beklenen yaşam süresi ve kullan¬labilirli¼ginin pozitif

katsay¬l¬iki polinomun oran¬olarak yaz¬labilece¼gi gösterilmi̧stir.

Bölüm 7�de yaşam süreleri genel da¼g¬l¬ma sahip birden fazla bileşenden oluşan görev-

tabanl¬sistemlerin eniyi bak¬m problemi incelenmi̧stir. ·Ilk olarak eniyi de¼gi̧stirme problemi

analiz edilmi̧s ve toplam maliyetin şimdiki beklenen de¼gerini enküçükleyen de¼gi̧stirme poli-

tikas¬n¬n birçok monotonluk özelli¼gi, artan hasar h¬z¬gibi çeşitli monotonluk varsay¬mlar¬

alt¬nda ispatlanm¬̧st¬r. Daha sonra eniyi tamir problemi benzer varsay¬mlar alt¬nda analiz

edilmi̧s ve çeşitli maliyetlendirme yap¬lar¬kullan¬larak eniyi tamir politikas¬n¬n baz¬ilginç

özellikleri ortaya ç¬kar¬lm¬̧st¬r.

Son bölümde daha önce yap¬lm¬̧s olan tüm analizler, önceden ele al¬nan modelin ba-

sitleştirilmi̧s bir hali için tekrarlanm¬̧st¬r. Bu daha basit modelde görev sürecinin ve görevin

her aşamas¬ndaki sistemin bozulma sürecinin birer Markov süreci oldu¼gu varsay¬lm¬̧st¬r. Bu

basitleştirmeyle elde edilmek istenen, say¬sal olarak daha kolay hesaplanabilen sonuçlar elde



etmektir. Sistem güvenirli¼gi ve kritik aşama güvenirli¼gi için üstel matris yap¬s¬nda formüller

elde edilmi̧stir. Görev güvenirli¼gi, beklenen yaşam süresi ve kullan¬labilirlik için oldukça aç¬k

formülasyonlara ulaş¬lm¬̧st¬r. Ayr¬ca, elde etti¼gimiz sonuçlar¬n uygulanabilirli¼gini göstermek

için birçok say¬sal örnek verilmi̧stir. Daha sonra bu tarz bir sistem için eniyi bak¬m problem-

leri tan¬mlanm¬̧s ve ayr¬nt¬l¬bir şekilde analiz edilmi̧slerdir. Eniyi de¼gi̧stirme politikas¬n¬n

kontrol-s¬n¬r yap¬s¬na sahip oldu¼gu gösterilmi̧s ve eniyi tamir politikas¬n¬n birçok ilginç özel-

li¼gi, fakl¬ maliyetlendirme yap¬lar¬ için ispatlanm¬̧st¬r. Ayr¬ca, yapt¬¼g¬m¬z varsay¬mlar¬n

gerçekten gerekli oldu¼gunu gösteren say¬sal örnekler üretilmi̧stir.
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NOMENCLATURE

�i : Transition rate of Y during phase i in the Markovian deterioration model

�i (a) : Transition rate ofA during phase i if the deterioration level of the system
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Chapter 1

INTRODUCTION

This thesis focuses on the reliability and the maintenance of mission-based systems.

Many missions which have to be accomplished by a complex system have di¤erent stages

in which the deterioration of the components and the con�guration of the system change

dramatically from one stage to another. Such systems are called mission-based systems or

phased-mission systems in the literature and each stage is called a phase. The sequence

and the duration of the phases can be deterministic or random and the system can be

repairable or non-repairable. Moreover, all stochastic and deterministic failure properties

of the components of the system depend on the phase of the mission that is performed at a

given time. These systems were introduced by Esary and Ziehms [1] and a vast literature

has accumulated since then.

Most of the literature on phased-mission systems in the literature assume that the se-

quence of the phases is deterministic, and we will summarize some important papers on

this type of phased-mission systems. Esary and Ziehms [1], Burdick et al. [2] and Veatch

[3] analyze phased-mission systems with non-repairable components. Alam and Al-Saggaf

[4] introduce a method for repairable systems with deterministic phase durations. Then,

Kim and Park [5] extend this work to systems with generally distributed phase durations.

An algorithm for non-repairable systems with general failure distribution, which is based on

binary decision trees, is proposed by Zang et al. [6]. Vaurio [7] discusses a fault tree analy-

sis for repairable systems with general repair and failure distributions. Xing and Dugan

[8] analyze a more general class of systems which includes phased-mission systems with

combinatorial phase requirement and imperfect coverage where the failure of the system is

determined by the failures of the components by logical rules (and, or, k-out-of-m) and the

failure of a component can be transient or permanent. Other important recent papers on

generalized phased-mission systems are Xing and Dugan [9] and Xing and Dugan [10]. Fur-
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thermore, phased-mission systems with multimode failures in which di¤erent failure modes

have di¤erent failure rates and e¤ects are analyzed by Tang and Dugan [11] using binary

decision diagrams. Tang et al. [12] use these diagrams to analyze the reliability of a phased-

mission system with common cause failures (simultaneous failure of multiple components

due to a common cause).

Phased-mission systems with random sequence of phases were �rst introduced by Mura

and Bondavalli [13] assuming that the phase durations were deterministic. After that,

a methodology to analyze the reliability of phased-mission systems with random phase

sequence and generally distributed phase durations is provided by Mura and Bondavalli [14]

using Markov regenerative stochastic petri nets. Bondavalli and Filippini [15] apply the

methodology in Mura and Bondavalli [14] to scheduled maintenance systems. Bondavalli

et al. [16] describe a solution procedure, DEEM, which can handle both deterministic and

random sequence of phases.

The analysis and the structure of mission-based systems or phased-mission systems are

quite similar to systems working under random environments. In reliability modeling, a

device generally consists of a large number of components with stochastically dependent

lifetimes. Random environments are used to provide a tractable model of dependence since

this is taken as an external process that a¤ects the deterioration, aging and failure of all of

the components. Since all components are subjected to the same environmental conditions,

their lifetimes are dependent via their common environmental process. Thus, the environ-

mental process is actually a factor of variation in the failure structure of the components.

An interesting model was introduced by Ç¬nlar and Özekici [17] where stochastic depen-

dence is introduced by a randomly changing common environment that all components of

the system are subjected to. This model is based on the simple observation that the aging

or deterioration process of any component depends very much on the environment that

the component is operating in. They propose to construct an intrinsic clock which ticks

di¤erently in di¤erent environments to measure the intrinsic age of the device. The envi-

ronment is modeled by a semi-Markov jump process and the intrinsic age is represented

by the cumulative hazard accumulated in time during the operation of the device in the

randomly varying environment. This is a rather stylish choice which envisions that the

intrinsic lifetime of any device has an exponential distribution with parameter 1. The con-
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cept of random hazard functions is also used by Gaver [18] and Arjas [19]. The intrinsic

aging model of Ç¬nlar and Özekici [17] is studied further in Ç¬nlar et al. [20] to determine

the conditions that lead to associated component lifetimes, as well as multivariate increas-

ing failure rate (IFR) and new better than used (NBU) life distribution characterizations.

It was also extended in Shaked and Shanthikumar [21] by discussions on several di¤erent

models with multicomponent replacement policies. Lindley and Singpurwalla [22] discuss

the e¤ects of the random environment on the reliability of a system consisting of compo-

nents which share the same environment. Although the initial state of the environment is

random, they assume that it remains constant in time and components have exponential

life distributions in each possible environment. This model is also studied by Lefèvre and

Malice [23] to determine partial orderings on the number of functioning components and the

reliability of k-out-of-n systems, for di¤erent partial orderings of the probability distribution

on the environmental state. The association of the lifetimes of components subjected to a

randomly varying environment is discussed by Lefèvre and Milhaud [24]. Singpurwalla and

Youngren [25] also discuss multivariate distributions that arise in models where a dynamic

environment a¤ects the failure rates of the components. In a recent article, Singpurvalla

[26] provides a review by discussing hazard potentials in reliability modelling.

The use of random environments is not limited to applications in reliability models.

There is now considerable amount of literature on modulation in a variety of applications.

An example in queueing is provided by Prabhu and Zhu [27] where customer arrival and

service rates are modulated by a Markov process. Erdem and Özekici [28] consider inven-

tory models with a demand process that �uctuates with respect to stochastically changing

economic conditions. A general discussion on the idea can be found in Özekici [29] who

discusses the use of random environments in complex models in operations research with

applications in reliability, inventory, and queueing. An interested reader is referred to Rol-

ski et al. [30] for further applications in queueing, insurance and �nance. More recently,

Çelikyurt and Özekici [31] applied the idea to various multiperiod portfolio optimization

problems. In their setting, the correlation among returns in di¤erent periods is formulated

by a stochastic market representing underlying �nancial, economic, social, and other factors

that a¤ect returns on risky assets.

Reliability, mean time to failure (MTTF), and availability of complex systems are very
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important active research topics in operations research literature. There are many recent

papers that consider various system structures. For example, Wang et al. [32] compare

reliability and availability of four di¤erent system con�gurations with warm standby com-

ponents and standby switching failures. They also obtain explicit expressions for MTTF

and the steady state availability. A cold standby repairable system with one repairman and

two dissimilar components that have di¤erent priorities in use is analyzed by Zhang and

Wang [33]. They derive formulas to compute system availability, reliability, MTTF, rate of

occurrence of failure and the idle probability of the repairman. Kharoufeh et al. [34] con-

sider a periodically inspected system with hidden failures where a continuous-time Markov

chain modulates the wear rate and damage is induced by a Poisson shock process. Explicit

formulations for the system lifetime distribution, MTTF, and the limiting average availabil-

ity are obtained. Several properties of the mean residual life function of a k-out-of-n system

with independent and identical components are examined by Asadi and Bayramoglu [35].

Kiureghian et al. [36] analyze a general system where component failures are assumed to

be homogeneous Poisson events in time and repair durations are exponentially distributed.

They give closed form expressions for the steady-state availability, mean rate of failure,

mean duration of downtime, and lower bound reliability.

Maintenance actions are vital for companies to increase reliability and availability of the

production system and to decrease production costs. At the same time, Bevilacquaa and

Bragliab [37] states that maintenance may require extensive expenditures which may vary

from 15% to 70% of the total production cost depending on the industry. For instance, the

total amount spent for maintenance is more than 200 billion dollars in the United States

every year as observed by Chu et al. [38]. Moreover, a signi�cant portion of the total work

force in a company is employed in maintenance departments; Waeyenbergh and Pintelon [39]

estimates that this is up to 30% or more in chemical process industries. These observations

indicate that optimizing the obvious trade-o¤ between maintenance costs and productivity

will have a very signi�cant impact on the total cost. This is why it is not surprising that an

extensive body of literature on optimal maintenance problems has been accumulated. The

review papers [40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55] survey hundreds

of papers on optimal maintenance problems.

The primary purpose of this thesis is to analyze reliability and maintenance problems
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related to mission-based systems in a very general setting. We generally assume that the

mission process is the semi-Markov process corresponding to a Markov renewal process.

Therefore, the sequence of the phases follows a Markov chain and the durations of the

phases are generally distributed. The system is a complex one with multiple components and

generally distributed component lifetimes. The mission process modulates all deterministic

and random failure properties of the components as well as the con�guration of the system.

We �rst analyze several performance measures including system reliability (the probabil-

ity of survival), mission reliability (the probability of completing n phases), phase reliability

(the probability of completing a critical phase), MTTF, and availability under two repair

policies: namely, maximal repair and no repair. In the former one, it is assumed that all

components are replaced by brand new ones once a new phase starts. However, the worn

system continues to work without any maintenance after completing a phase under the no

repair policy. System reliability, mission reliability, and the phase reliability are analyzed

using Markov renewal theory and intrinsic aging concepts described in Ç¬nlar and Özekici

[17]. In the MTTF analysis, we �rst de�ne a Poisson equation whose solution characterizes

the MTTF and solve it under some reasonable assumptions which guarantee the existence

and uniqueness of the solution. Our main assumption simply states that the system may

fail after a �nite number of successfully completed phases with a positive probability what-

ever the initial phase is. We analyze the availability by applying some limiting results for

the solutions of Markov renewal equations and show that the irreducibility of the mission

process su¢ ces for the existence of the limit under some reasonable assumptions.

We also discuss the optimal replacement and repair problems of mission-based systems.

We obtain several monotonicity properties of the optimal replacement policy, minimizing

the expected total discounted cost, under some increasing failure rate assumptions. We

also analyze the optimal repair policy under similar assumptions by considering several cost

structures.

In the last part of the thesis, all of the previous analyses are repeated for mission-

based systems with Markovian mission and deterioration where the mission process is a

Markov process, the deterioration process of the system is a Markov process modulated by

another Markov process, and the deterioration level of the system can be classi�ed into a

�nite number of states at any time. The main incentive behind this simpli�cation is to
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obtain more explicit and computationally tractable results. We obtain matrix exponential

formulations for the system reliability and the phase reliability. We give explicit results

for the mission reliability, MTTF, and availability. We prove that the optimal replacement

policy has a control-limit structure under some increasing failure rate assumptions and

provide many useful properties of the optimal repair policy under some interesting cost

structures.

The secondary purpose of this thesis is to derive some reliability functions which can be

used in optimization models and have explicit forms in terms of the lifetime parameters. It

is clear that the results obtained by using a very general model may not be computationally

tractable and su¢ ciently explicit to be used directly in an optimization model which can be

solved by using some numerical algorithms. Thus, after deriving the general results, we try

to obtain more computationally tractable formulations by making some additional assump-

tions on the system structure, mission structure, and component lifetimes. We obtain many

explicit formulations for some special cases where all component lifetimes are exponentially

distributed. We also discuss some structural properties of the mission reliability functions

in terms of the failure rates of the components. For example, we prove that the mission

reliability of series connection of k-out-of-n subsystems is a linear combination of product of

nonnegative, nonincreasing and convex functions provided that the component lifetimes are

exponentially distributed. Furthermore, we study the reliability, MTTF, and availability of

systems working under a �xed phase with exponentially distributed component lifetimes.

It is shown that the reliability and MTTF of coherent systems (CS) are representable as a

di¤erence of convex (DC) functions, and the MTTF and availability of series connection of

standby redundant subsystems (RS) can be represented as a ratio of two polynomials with

positive coe¢ cients.

In Chapter 2, the structure of the mission and age processes as well as the failure

probabilities of the components in a �xed phase are described in detail. Chapter 3 is on

the reliability analysis of mission-based systems under the maximal and no repair policies.

The details of the MTTF analysis are presented in Chapter 4. Chapter 5 includes the

results of the availability analysis. In Chapter 6, we analyze the reliability, MTTF, and

availability of systems working under a �xed phase and obtain some structural properties.

In Chapter 7, we consider the optimal maintenance of mission-based systems with a semi-
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Markov structure. Chapter 8 is on the reliability and optimal maintenance of mission-based

systems with Markovian mission and deterioration.
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Chapter 2

MISSION AND AGE PROCESSES

2.1 Mission Process as an Environmental Process

Reliability models in random environments provide a perfect opportunity in order to analyze

mission-based systems. These systems involve devices or machines that are designed to

perform or assigned to missions consisting of a number of phases. The sequence as well

as the durations of the phases may be random and, as in all random environment models,

all stochastic and deterministic failure properties depend on the phases of the mission that

is performed at a given time. Therefore, the mission process is the random environmental

process in such models.

Let Xn denote the nth phase of the mission and Tn denote the time at which the nth

phase starts with T0 � 0. The main assumption is that the process (X;T ) = f(Xn; Tn);n �

0g is a Markov renewal process on the countable state space E with some semi-Markov

kernel Q: The state space E is actually that of the process X and it is implicitly understood

that the process T always takes values in R+ = [0;+1) since they denote times at which

certain events occur. We refer the reader to Ç¬nlar [56] for a more rigorous and detailed

treatment of Markov renewal processes and theory. The Markov renewal property states

that

P fXn+1 = j; Tn+1 � Tn � tjX0; � � � ; Xn;T0; � � � ; Tng = P fXn+1 = j; Tn+1 � Tn � tjXng

(2.1)

where we suppose that the process is time-homogeneous with the semi-Markov kernel

Q(i; j; t) = PfXn+1 = j; Tn+1 � Tn � tjXn = ig (2.2)

for all i; j 2 E and t 2 R+: It is well-known that X is a Markov chain on E with transition

matrix P (i; j) = PfXn+1 = jjXn = ig = Q(i; j;+1). We further assume that the Markov

renewal process has in�nite lifetime so that supn Tn = +1. The probabilistic structure of
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T is given by the conditional distributions

G (i; j; t) = P fTn+1 � Tn � tjXn = i;Xn+1 = jg = Q(i; j; t)

P (i; j)
(2.3)

for P (i; j) > 0. Moreover, it is easy to see that

Fi (t) = 1� F i (t) = P fT1 � tjX0 = ig =
X
j2E

Q (i; j; t) (2.4)

denotes the distribution of the duration of phase i. We let

m (i) =

Z +1

0
F i (s) ds

denote the mean sojourn time in phase i 2 E. Finally, the mission process Y = fYt; t 2 R+g

is the minimal semi-Markov process associated with (X;T ) so that Yt is the stage or phase

of the mission at time t. More precisely, Yt = Xn whenever Tn � t < Tn+1.

By saying that the mission process is a semi-Markov process, we implicitly mean that

phase durations have general distributions depending on the phases, and the sequence of the

phases follows a Markov chain. Most of the literature on phased-mission systems assume

that the sequence of the phases are deterministic, and that the durations are either determin-

istic or exponentially distributed. The main reason is that random durations and sequence

make the analysis more complex. There are only a few papers which consider dynamic phase

sequences that are modi�ed according to the states of the system. Therefore, our model

provides some generalizations on classical phased-mission systems. The motivation for this

generalization comes from previous work and real-life applications. Deterministic phase du-

rations may be realistic for some applications, such as aerospace applications discussed by

Mura and Bondavalli [14] where phases are preplanned on the ground. However, Alam and

Al-Saggaf [4] state that random phase durations are more realistic in many systems such

as real-time control for aircraft and space vehicles in which di¤erent sets of computational

tasks are executed during di¤erent phases of the control process. Since the exponential

distribution is not suitable to model all phase durations due to its long tail behavior, as

stated by Mura et al. [57], phase durations should be modeled by general random variables.

It is also clear that the sequence of the phases may be random. In NASA�s Mars Explo-

ration Rover Mission, for example, the mission consists of many phases like vehicle launch;

cruise; approach; entry, descent and landing to Mars; rover egress; and a number of surface
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operations that involve scienti�c data collection and transmission to earth. What the rover

actually does on the surface depends on complex calculations and evaluations performed

by the science and engineering teams. The scienti�c investigations involve further phases

with random sequence and durations. Moreover, systems may be a¤ected by sources of

randomness that are of an exogenous nature. For example, the performance of the rovers

depends on various atmospheric conditions which can be de�ned as di¤erent phases a¤ect-

ing the system. These conditions can be evaluated statistically using past data and Markov

renewal processes provide quite powerful tools to model such environmental variations.

Throughout this thesis, we consider a complex device with an arbitrary structure and

m components. We let S = f1; � � � ;mg denote the set of all components in the system and

L(k) denote the lifetime of component k 2 S. The lifetime of the whole system is denoted

by L. There is, of course, a relationship between the system and component failure times.

For example, L = minfL(k); k 2 Sg for a series system and L = maxfL(k); k 2 Sg for

a parallel system. We suppose that the system structure is quite general unless otherwise

indicated. Since all components perform the same phase at a given time, their lifetimes are

dependent via their common mission process. We assume that the mission process explains

all dependence among the component lifetimes and, hence, they are independent during any

phase. Our model is motivated by Ç¬nlar and Özekici [17] who analyze complex systems

in random environments where the deterioration of system components all depend on the

common environmental state that they all operate in. The environmental process not only

modulates the reliability model, but it is also the source of stochastic dependence among

the components. In our setting, the mission process is the environmental process.

Unless otherwise speci�ed, 0 and 1 are column vectors with all entries being equal to 0

and 1 respectively, any vector c is a column vector and its transpose cT is a row vector. If

A is a square matrix, A�T denotes the inverse of AT . If a and b are vectors with the same

size, we will use a � (�) b, a 6= b, and a � b when a (k) � (�) b (k) for every k, a(k) 6= b(k)

for at least one k, and a � b with a 6= b respectively. If b is a vector and x is a scalar, we

will use b � x; and b > x when b (k) � x, b (k) > x, respectively, for every k. Through the

remainder of this thesis, Stieltjes integrals
R b
a are de�ned over the closed set [a; b] for all
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a; b 2 R+, I denotes the identity matrix, and B = f0; 1g denotes the binary set. We let

Ifconditiong =

8<: 1 if condition holds

0 otherwise

be the indicator function for any condition, e.g., a < b, x 2 A; etc. We will use the standard

symbols N = f1; 2; � � � g and R = (�1;+1) to denote the sets of natural numbers and

real numbers respectively. For k 2 N and any set A, Ak is de�ned as k-fold Cartesian

product A� � � � � A. To simplify the notation, we write Pi f�g = P f�jX0 = ig and Ei [�] =

E[�jX0 = i] to denote conditional probability and the conditional expectation given that

X0 = i respectively. Moreover, for any pair of sets A and B, we let AnB = A \ Bc where

Bc is the complement of B.

2.2 Maximal Repair Model

Under the maximal repair policy, all of the system components are replaced by brand new

ones at the end of each successfully completed phase. This implies that the system lifetime

always has the same distribution for a given phase. We therefore let

pi (t) = 1� pi (t) = P fL > tjY = ig (2.5)

denote the survival probability of the brand new system in phase i for t units of time. In

other words, pi denotes the survival function in phase i where the condition fY = ig in

(2.5) means fYt = i for all t � 0g so that the whole mission consists of phase i only: We

therefore suppose that the system survival function is pi whenever phase i of the mission is

performed. As soon as a new phase j of the mission starts, the survival function changes

accordingly to pj with a brand new system.

If the system structure is coherent with structure function �i and component k has an

exponentially distributed lifetime with parameter �i (k) for all k 2 S during phase i, then

we have

pi (t) = �i(e
��i(1)t; e��i(2)t; � � � ; e��i(m)t): (2.6)

If the system is a series one, this becomes

pi (t) = e�(
Pm
k=1 �i(k))t: (2.7)
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If the system consists of a serial connection of m redundant subsystems where subsystem k

has ni (k) active components during phase i, then

pi (t) =
mY
k=1

�
1�

�
1� e��i(k)t

�ni(k)�
(2.8)

assuming that all components of subsystem k have independent and exponentially distrib-

uted lifetimes with parameter �i (k) during phase i.

If the system consists of a serial connection of m standby redundant subsystems where

subsystem k has ni (k) components; and all components of subsystem k have independent

and exponentially distributed lifetimes with parameter �i (k) during phase i, then we have

pi (t) =
mY
k=1

ni(k)�1X
rk=0

e��i(k)t (�i (k) t)
rk

rk!
:

The maximal repair policy may appear to be reasonable for a very limited set of real-life

applications at �rst glance. However, we can �nd important examples which the maximal

repair policy is very reasonable for and do not include a complete system replacement after

each phase. The main point of the maximal repair policy is that the lifetime distribution

of the system during a given phase is independent of the ages of the components and

whenever the system performs that phase, it survives according to the same distribution.

In this regard, if component lifetimes are exponentially distributed and all failed components

are replaced before a new phase starts, then the maximal repair policy assumption holds

by the memorylessness of the exponential distribution. Another example for which the

maximal repair policy is reasonable is the case where di¤erent sets of components are used

during di¤erent phases of a mission. Although the whole system is not brand new, the

components used in a given phase are brand new and the maximal repair condition is still

satis�ed. The maximal repair policy is also reasonable for this case even if component

lifetimes are not exponentially distributed provided that every phase is performed only

once. It is obvious that the maximal repair policy is applicable for a series system with

exponentially distributed component lifetimes. Moreover, it may provide approximations for

series systems with many components and general component lifetimes. Drenick [58] shows

that the lifetime of a series system with n components tends to be exponentially distributed

as n!1. This implies that the lifetime of a series system with many components is almost

independent of the ages of its components and, hence, maximal repair is a very reasonable
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assumption for this type of systems. Furthermore, another important justi�cation for the

maximal repair policy is its mathematical and computational tractability. If the maximal

repair policy is not applied, and after completing a phase, worn components are used during

the next phase without any replacement, we need to de�ne an aging function for each

component and for each phase. Then, we may need to enlarge the state space enormously,

which will increase the time needed to evaluate the solutions when we apply Markovian

analysis techniques. It is also certain that the mathematical analysis will be more di¢ cult,

especially for the case where the component lifetimes are generally distributed.

2.3 No Repair Model

Under the no repair policy, the system will not experience any maintenance until system

failure. Therefore, the worn system will continue to work after completing a phase and the

survival probability of the system in a given phase depends on the deterioration level of the

system at the beginning of that phase. Since the lifetimes of the components have general

distributions, the concept of "aging" comes into consideration. For this purpose, we will

use the "intrinsic aging" model introduced by Ç¬nlar and Özekici [17].

Let Hk (i; t) be the cumulative hazard of component k at time t in phase i which is

assumed to be continuously di¤erentiable in t. Then, we have the well-known equality

P fL (k) > tjY = ig = e�Hk(i;t):

Note that if L (k) has a continuously di¤erentiable distribution function in phase i, then

Hk (i; t) is continuously di¤erentiable in t. The intrinsic age of component k at time t is

de�ned asHk (i; t) provided that the system performs phase i throughout [0; t]. The intrinsic

aging rate of component k during phase i is de�ned as

rk (i; a) =
d

dt
Hk (i; t) jt=H�1

k (i;a) (2.9)

at any age a 2 R+ where H�1
k (i; a) is the time at which the intrinsic age of component k

becomes a if the system performs phase i; or

H�1
k (i; a) = inf ft 2 R+;Hk (i; t) > ag :

It is known that Hk (i; t) is increasing in t and, hence, Hk
�
i;H�1

k (i; a)
�
= a.
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Let A (k) denote the intrinsic age process of component k for all k 2 S. We assume that

the intrinsic age process satis�es

dAt (k)

dt
= rk (Yt; At (k))

for 0 � t < minfL(k); Lg: Therefore, if the intrinsic age of component k at time s when

phase i starts is As (k) = a, then after t units of time its age becomes

As+t (k) = hk (i; a; t) = Hk
�
i;H�1

k (i; a) + t
�
: (2.10)

Note that this de�nition requires that both component k and the system are functioning

at time s + t. Let B0 (k) = A0 (k) and de�ne an embedded process B(k) = fBn (k) ;n =

0; 1; � � � g recursively through

Bn+1 (k) = hk (Xn; Bn (k) ; Tn+1 � Tn)

for n � 0. The intrinsic aging process A = fAt(k); t 2 R+; k 2 Sg of the whole system

consists of the aging processes of the components. Note that At 2 F = R
m
+ = [0;+1]m for

all t 2 R+ and F is the state space of A. The intrinsic age process of component k can be

constructed recursively by

ATn+t(k) = hk (Xn; Bn(k); t)

provided that t � Tn+1�Tn and both the component and the whole system are functioning

at time Tn + t. As soon as component k fails at some time L(k), we set the intrinsic age

to AL(k)+t(k) = +1 for all t 2 R+. Clearly, +1 denotes the failure state. We extend the

de�nition of hk in (2.10) such that hk (i;+1; t) = +1 since a failed component remains

failed.

Following the construction in Ç¬nlar and Özekici [17], it is clear that component k is not

in a failed state at time t if and only if At (k) < bL (k) where bL (k) is the intrinsic lifetime of
component k. These also imply that component k fails at time

L(k) = infft 2 R+;At(k) > L̂(k)g

when its intrinsic age exceeds its intrinsic lifetime. Furthermore, since the intrinsic life-

times fbL (k)g are independent and identically distributed random variables that have the

exponential distribution with rate 1, we can write

Pi fL (k) > tjA0 (k) = ag = Pi

nbL (k) > At (k) jA0 (k) = a
o
= Ei

h
e�(At(k)�a)jA0 (k) = a

i
:

(2.11)
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Let h (i; a; t) denote the vector with elements hk (i; a (k) ; t). We let

H (i; a; t; db) =

8<: 1 if h (i; a; t) = b

0 otherwise

for all i 2 E and a; b 2 F .

Unless otherwise speci�ed, we let  i be the structure function of the system de�ned on

F during phase i such that

 i (a) =

8<: 1 if the system is in working condition at intrinsic age a

0 otherwise

for all a 2 F . It can be determined by using the reliability structure of the whole system.

For instance, if the system is a series one with m components during phase i, then

 i(b) =
mY
k=1

Ifb(k)<+1g:

If the system is a parallel one during phase i, then

 i(b) = 1�
mY
k=1

�
1� Ifb(k)<+1g

�
:

More generally, if we have a coherent structure with some structure function �i de�ned on

Bm during phase i, then it su¢ ces to take

 i(b) = �i
�
Ifb(1)<+1g; Ifb(2)<+1g; � � � ; Ifb(m)<+1g

�
:

If the system is at age a initially, the probability that the system is working at time s

and the new age is in db is

pia(s; db) = P fAs 2 db; L > sjY = i; A0 = ag =  i(b)

mY
k=1

pkia(k)(s; db(k)) (2.12)

during phase i where

pkia(k)(s; db(k)) =

8>>>>>><>>>>>>:

e�(b(k)�a(k)) if a(k) < +1; b(k) = hk (i; a(k); s) < +1

1� e�(hk(i;a(k);s)�a(k)) if a(k) < +1; b(k) = +1

1 if a(k) = +1; b(k) = +1

0 otherwise.
(2.13)
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Note that (2.12) follows from our assumption that the aging of the components are inde-

pendent during any given phase. As long as the phase of the mission is �xed, aging occurs

deterministically according to h (i; a; t) and any component fails as soon as the age exceeds

the exponential threshold.

Through the remainder of this thesis, to simplify the notation, we write Piaf�g =

Pf�jX0 = i; A0 = a; L > 0g and Eia[�] = E[�jX0 = i; A0 = a; L > 0] to denote, respec-

tively, the conditional probability and the conditional expectation given that the initial

phase of the mission is i and the system is initially in working condition with intrinsic age

a.
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Chapter 3

RELIABILITY ANALYSIS

3.1 Models with Maximal Repair

Suppose that the system performs the mission such that at the beginning of each phase it

is replaced by a brand new one. This simplifying assumption allows us to obtain various

reliability measures quite easily by using the renewal property.

3.1.1 System Reliability

The probability that the system will function until time t > 0 will be determined using

Markov renewal theory. Let f (i; t) = Pi fL > tg denote the desired probability given that

the initial phase is i. Then, conditioning on T1,

f (i; t) = Pi fL > t; T1 > tg+ Pi fL > t; T1 � tg

= Pi fL > tjT1 > tgPi fT1 > tg+
X
j2E

Z t

0
Pi fL > t; T1 2 ds;X1 = jg

= pi (t)F i (t) +
X
j2E

Z t

0
Q (i; j; ds)Pi fL > tjT1 2 ds;X1 = jg

= pi (t)F i (t) +
X
j2E

Z t

0
Q (i; j; ds) pi (s) f (j; t� s)

= g (i; t) + eQ � f (i; t) (3.1)

where g (i; t) = pi (t)F i (t) and eQ (i; j; ds) = Q (i; j; ds) pi (s) for all i; j 2 E; and s 2 R+.eQ is the semi-Markov kernel of a new Markov renewal process which follows the mission

process until a system failure and jumps to an absorbing state when the system fails. Let �

denote this absorbing failure state. Clearly, f(�; t) = g(�; t) = 0. Then, (3.1) is a Markov

renewal equation and, since the state space is �nite, it has the unique solution f = eR � g so
that

Pi fL > tg =
X
j2E

Z t

0

eR (i; j; ds) g (j; t� s) =X
j2E

Z t

0

eR (i; j; ds) pj (t� s)F j (t� s) (3.2)
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where eR = +1X
n=0

eQn is the Markov renewal kernel corresponding to eQ. The uniqueness of the
solution follows from the fact that limn!+1 Tn = +1:

Figure 3.1: A typical representation of the structure of eY .

We can actually obtain the Markov renewal processes ( eX; eT ) with semi-Markov kerneleQ through its minimal semi-Markov process eY de�ned through

eYt =
8<: Yt if t < L

� if t � L:
(3.3)

It is clear that Pi fL > tg = 1 � PifeYt = �g. The structure of eY is as described in Figure

3.1.

We will describe the Markov renewal process ( eX; eT ) in more detail. The equation (3.3)
implies that

eTn =
8<: 0 if n = 0

inf
n
t > eTn�1; eYt 6= eYeTn�1o if n � 1

and eXn = eYeTn for n � 0. Clearly, the state space of ( eX; eT ) is eE = E [ f�g and its
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semi-Markov kernel is obtained by extending the de�nition of eQ to eE such that

eQ (i; j; ds) =
8>>><>>>:

pi (s)Q (i; j; ds) if i; j 2 E

F i (s) pi (ds) if i 2 E; j = �

0 if i; j = �

(3.4)

for all i; j 2 eE: If i; j 2 E in (3.4), then this means that the system survives until time s

and starts to perform phase j after completing phase i at time s. If i 2 E and j = �, this

means that the system fails at time s and the duration of phase i is larger than s. We can

�nd the transition matrix of the Markov chain eX as

eP (i; j) = eQ (i; j;+1) = Z +1

0

eQ (i; j; ds) = Z +1

0
pi (s)Q (i; j; ds) (3.5)

for all i; j 2 E, and eP (i;�) = Z +1

0
F i (s) pi (ds) (3.6)

for all i 2 E. Note that eQ (�; j; t) = 0 for all t 2 R+; j 2 eE and eP (�;�) = 1 and eP is a

transition matrix since

X
j2 eE

eP (i; j) =
X
j2E

eP (i; j) + eP (i;�) =X
j2E

Z +1

0
pi (s)Q (i; j; ds) +

Z +1

0
F i (s) pi (ds)

=

Z +1

0
pi (s)Fi (ds) +

Z +1

0
F i (s) pi (ds) = 1:

In plain words, the new process eY is obtained by �stopping� or �killing� the process Y

whenever the system fails at time L. At the time of failure, the process is dumped to the

absorbing state � that denotes system failure. The state space is therefore extended by

including this new state �.

Both the semi-Markov kernel eQ and the corresponding transition matrix eP are possibly
defective on E since

P
j2E

eP (i; j) = 1� eP (i;�) � 1: As a matter of fact, we will suppose
that they are indeed defective and there is an i 2 E such that eP (i;�) > 0: Otherwise, we
have a trivial situation and the system can never fail.

3.1.2 Mission Reliability

In a given application, it may be important to calculate the probability that the system will

complete the �rst n phases successfully. In this part, we will show that this probability can
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be calculated using a recursive formula and then obtain an explicit solution. We �rst �nd

the probability that the �rst phase will be completed without failure. Note that

Pi fL > T1g =
X
j2E

Pi fL > T1; X1 = jg (3.7)

and

Pi fL > T1; X1 = jg =

Z +1

0
Pi fL > s;X1 = j; T1 2 dsg

=

Z +1

0
pi (s)Q (i; j; ds) : (3.8)

Using (3:7) and (3.8), it easily follows that

Pi fL > T1g =
X
j2E

Z +1

0
pi (s)G (i; j; ds)P (i; j)

=
X
j2E

Z +1

0
pi (s)Q (i; j; ds) =

Z +1

0
pi (s)Fi (ds) (3.9)

which gives the probability that the �rst phase is completed successfully.

We trivially have

Pi fL > Tn+1g = Pi fL > Tn+1 j L > T1gPi fL > T1g (3.10)

for any n � 2 and

Pi fL > Tn+1 j L > T1g =
X
j2E

Pi fL > Tn+1 j L > T1; X1 = jgPi fX1 = j j L > T1g

=
X
j2E

Pj fL > Tng (Pi fL > T1; X1 = jg =Pi fL > T1g) : (3.11)

The �rst term in the right-hand side of (3:11) comes from the maximal repair assumption

and the de�nition of conditional probability is used to obtain the second term. Using (3.8),

(3.10), and (3.11), we have

Pi fL > Tn+1g =
X
j2E

Pj fL > TngPi fL > T1; X1 = jg

=
X
j2E

Pj fL > Tng
Z +1

0
pi (s)Q (i; j; ds) (3.12)

which is a recursive relationship for n � 0 with the boundary condition Pi fL > T0g = 1.

Using (3.5) and (3.12), we have

Pi fL > Tn+1g =
X
j2E

eP (i; j)Pj fL > Tng : (3.13)
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Letting fn (i) = Pi fL > Tng, we can rewrite (3.13) as

fn+1 = ePfn (3.14)

for n � 0 with the boundary condition f0 = 1. Then, it is clear that f1 = ePf0; f2 = ePf1 =eP 2f0; and more generally, fn = ePfn�1 = ePnf0 so that the solution is
fn (i) = ePnf0(i) =X

j2E

ePn (i; j) : (3.15)

It is also possible to obtain the same solution by noting that

Pi fL > Tng = Pi

n eXn 2 Eo =X
j2E

ePn (i; j) = 1� ePn (i;�) (3.16)

since the nth phase of the mission is successfully completed if eXn 6= �.
The probability that the whole mission is completed without failure can be determined

from

lim
n!+1

Pi fL > Tng = 1� lim
n!+1

ePn (i;�) (3.17)

by using standard Markovian analysis since eP is a Markov transition matrix. If all states

i 2 E are transient, then this probability is 0 since the process will eventually be absorbed in

state �: But, if there is another absorbing state S 2 E that is used to denote the successful

termination of the whole mission, then mission reliability (3.17) is not necessarily equal to

0.

In a typical application, the mission will end as soon as the process Y enters a so-

called success state, say iS 2 E; and Y is absorbed in this success state. Thus, one can

think of entering this phase iS as the successful completion of the mission. Then, letting

ES = EnfiSg denote the set of all other operational phases excluding iS ; the probability

that the whole mission will be completed successfully satis�es

Pi fL = +1g = Ei [Pi fL = +1jX1; T1g]

=

Z +1

0
pi (s)Q (i; iS ; ds) +

X
j2ES

Z +1

0
pi (s)Q (i; j; ds)Pj fL = +1g

= eP (i; iS) + X
j2ES

ePS (i; j)Pj fL = +1g (3.18)

which is a system of linear equations of the form h = g+ ePSh where ePS is matrix de�ned on
ES with ePS (i; j) = eP (i; j) for i; j 2 ES and h (i) = Pi fL = +1g is the mission reliability
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if the initial phase is i 2 ES and g(i) = eP (i; iS). Clearly, PiS fL = +1g = 1 is a boundary
condition. The solution is

h(i) = Pi fL = +1g = (I � ePS)�1g(i) (3.19)

which is an explicit expression for the mission reliability. Note that (I � ePS)�1 exists sinceePS is a defective transition matrix.
An example about how (3.16) and (3.19) can be applied will be given later. However, it

may be interesting to give a more elementary example that does not include a probabilistic

sequence of phases.

3.1.2.1 Deterministic Sequence of Phases with Exponential Lifetimes

In this special case, there is a �xed sequence of phases with random durations fDi; i 2 Eg

where there are n phases so that E = f1; 2; � � � ; ng and all phases must be completed without

failure. Let � denote the set of all failure rates. We will determine explicit expressions for

the mission reliability R (�) and obtain some of its structural properties in terms of the

failure rates of the components for di¤erent system structures.

Series System

Suppose that we have a series system in all phases and the lifetime of component j is

exponentially distributed with rate �i (j) during phase i for all j 2 Ci where Ci denotes the

set of components in use during phase i. Then, we have

pi (s) = e��is

where �i =
X

j2Ci
�i (j) is the total failure rate during phase i. To complete phase i,

lifetimes of all components must be longer than the duration of phase i. So,

Pi fL > DijDig = e��iDi

and, using the memoryless property, we have

R (�) = P1 fL > Tng = E
hYn

i=1
e��iDi

i
=
Yn

i=1
Li
�
�i
�

(3.20)

where Li (�) = E [exp f��Dig] is the Laplace transform of Di and

� = f�i (j) ; i 2 E; j 2 Cig :
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If the duration of phase i is exponentially distributed with parameter �i; then

R (�) = Pi fL > Tng =
Yn

i=1

�
�i

�i + �i

�
:

Lemma 3.1 The transform Lki
�
cT�

�
= E

h
e�(c

T�)DiDk
i

i
is a nonnegative, convex and

nonincreasing function of � = (�1; � � � ; �n) 2 Rn+; for all c = (c1; � � � ; cn) 2 Rn+ and

k = 0; 1; � � � .

Proof. Since Di is a nonnegative random variable, Lki
�
cT�

�
� 0 for all k. The gradient

of Lki
�
cT�

�
is

@Lki
�
cT�

�
@�j

= �cjE
h
e�(c

T�)DiDk+1
i

i
= �cjLk+1i

�
cT�

�
� 0

for all j = 1; � � � ; n: Thus, Lki
�
cT�

�
is nonincreasing. The second order partial derivatives

of Lki
�
c�T

�
are given by the Hessian matrix

h
Hk
i (�)

i
jl
=
@2Lki

�
cT�

�
@�j@�l

= cjclE
h
e�(c

T�)DiDk+2
i

i
= cjclLk+2i

�
cT�

�
� 0

for all i; j = 1; � � � ; n: Take any z 2 Rn and consider

zTHk
i (�) z = Lk+2i

�
cT�

� nX
i=1

nX
j=1

(cizi) (cjzj) = Lk+2i

�
cT�

�
(c1z1 + � � �+ cnzn)2 � 0:

Therefore, Hk
i (�) is positive semide�nite and, hence, Li

�
cT�

�
is convex.

Taking k = 0 in Lemma 3.1, it follows that the reliability function R (�) in (3.20) for a

series system is the product of nonnegative, nonincreasing and convex functions.

Series Connection of Redundant Subsystems

In this case, the system is a series of subsystems such that each subsystem must function

during any phase of the mission. Moreover, all of the components in a subsystem are

identical and work simultaneously in a parallel connection and a subsystem works if at least

one component operates in the subsystem. Let ni (k) denote the number of components in

use in subsystem k during phase i. We modify our notation slightly so that �i (k) is the

failure rate of any one of the ni (k) components in subsystem k during phase i. Then, we

have

R (�) =
Yn

i=1
Ri (�) (3.21)
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where

Ri (�) =

24Y
k2Ji

�
1�

�
1� e��i(k)Di

�ni(k)�35 (3.22)

is the probability that phase i will be successfully completed, Ji denotes the set of subsys-

tems in use during phase i and

� = f�i (j) ; i 2 E; j 2 Jig :

We label the subsystems so Ji = fji1; ji2; � � � ; jilig where there are li subsystems used during

phase i and jin is the label of the nth one. The following lemma is useful to �nd an explicit

formula for (3.21).

Lemma 3.2 For any a0; a1; � � � ; an 2 R and n � 0;

nY
k=0

(1� ak) =
1X

j0=0

� � �
1X

jn=0

(�1)j0+���+jn aj00 � � � ajnn :

Proof. Suppose that n = 0. Then,

nY
k=0

(1� ak) =
0Y
k=0

(1� ak) = 1� a0 = (�1)0 a00 + (�1)
1 a10 =

1X
j0=0

(�1)j0 aj00

trivially. To prove the result by induction, suppose that the hypothesis holds for n � 1 and

consider it for n. Then,

nY
k=0

(1� ak) =
n�1Y
k=0

(1� ak) (1� an) =
n�1Y
k=0

(1� ak)�
n�1Y
k=0

(1� ak) an

=

1X
j0=0

� � �
1X

jn�1=0

(�1)j0+���+jn�1+0 aj00 � � � a
jn�1
n�1 a

0
n

+

1X
j0=0

� � �
1X

jn�1=0

(�1)j0+���+jn�1+1 aj00 � � � a
jn�1
n�1 a

1
n

=

1X
j0=0

� � �
1X

jn=0

(�1)j0+���+jn aj00 � � � ajnn

which completes the proof.

By using Lemma 3.2,

Ri (�) =
1X

j1=0

� � �
1X

jli=0

(�1)j1+���+jli E
h
Xj1
ji1
� � �Xjli

jili

i
(3.23)
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where

Xk =
�
1� e��i(k)Di

�ni(k)
=
Xni(k)

rk=0

�
ni(k)

rk

�
(�1)rk e�rk�i(k)Di :

In the summation (3.23), if there arem subsystems with nonzero j values ( j1+� � �+jli = m)

labeled as s1; s2; � � � ; sm; then

E
h
Xj1
ji1
� � �Xjli

jili

i
=

ni(s1)X
rs1=0

� � �
ni(sm)X
rsm=0

�
ni(s1)

rs1

�
� � �
�
ni(sm)

rsm

�
(�1)rs1+���+rsm

�Li (rs1�i (s1) + � � �+ rsm�i (sm)) : (3.24)

Here,we use the convention that (3.24) is equal to 1 when m = 0. Then,

Ri (�) =
1X

j1=0

� � �
1X

jli=0

(�1)j1+���+jli
ni(s1)X
rs1=0

� � �
ni(sm)X
rsm=0

�
ni(s1)

rs1

�
� � �
�
ni(sm)

rsm

�
� (�1)rs1+���+rsm Li (rs1�i (s1) + � � �+ rsm�i (sm))

follows. If Di is exponentially distributed with parameter �i; then (3.24) takes the explicit

form

E
h
Xj1
ji1
� � �Xjli

jili

i
=

ni(s1)X
rs1=0

� � �
ni(sm)X
rsm=0

�
ni(s1)

rs1

�
� � �
�
ni(sm)

rsm

�
(�1)rs1+���+rsm

�
�

�i
�i + rs1�i (s1) + � � �+ rsm�i (sm)

�
;

resulting in

Ri (�) =

1X
j1=0

� � �
1X

jli=0

(�1)j1+���+jli
ni(s1)X
rs1=0

� � �
ni(sm)X
rsm=0

�
ni(s1)

rs1

�
� � �
�
ni(sm)

rsm

�

� (�1)rs1+���+rsm
�

�i
�i + rs1�i (s1) + � � �+ rsm�i (sm)

�
: (3.25)

By Lemma 3.1, the Laplace transform of a random variable is nonnegative, nonincreasing

and convex. It can therefore be concluded that Ri (�) is a linear combination of nonnega-

tive, nonincreasing and convex functions and R (�) is a product of linear combinations of

nonnegative, nonincreasing convex functions and hence it is a linear combination of product

of nonnegative, nonincreasing and convex functions.

Example 3.3 Suppose that there are two subsystems with two and three parallel compo-

nents. The mission consists of two stages, i.e. E = f1; 2g, and the phase set-ups are
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J1 = f1g and J2 = f1; 2g. In other words, the mission requires only the �rst subsystem

during the �rst phase, and both subsystems during the second phase. Thus, l1 = 1, l2 = 2,

n1(1) = n2(1) = 2, and n1(2) = n2(2) = 3. Then,

R1 (�) =

1X
j1=0

1X
j2=0

(�1)j1+j2 E
h
Xj1
1 X

j2
2

i
= 1� E [X1]

= 1�
2X

r1=0

�
2

r1

�
(�1)r1 L1 (r1�1 (1))

= 2L1 (�1 (1))� L1 (2�1 (1)) :

Similarly,

R2 (�) =
1X

j1=0

1X
j2=0

(�1)j1+j2 E
h
Xj1
1 X

j2
2

i
= 1� E [X1]� E [X1] + E [X1X2]

= 1�
2X

r1=0

�
2

r1

�
(�1)r1 L2 (r1�2 (1))�

3X
r2=0

�
3

r2

�
(�1)r2 L2 (r2�2 (2))

+
2X

r1=0

3X
r2=0

�
2

r1

��
3

r2

�
(�1)r1+r2 L2 (r1�2 (1) + r2�2 (2))

= 6L2 (�2 (1) + �2 (2))� 6L2 (�2 (1) + 2�2 (2)) + 2L2 (�2 (1) + 3�2 (2))

�3L2 (2�2 (1) + �2 (2)) + 3L2 (2�2 (1) + 2�2 (2))� L2 (2�2 (1) + 3�2 (2)) :

If the durations of the �rst and second phases are both exponentially distributed with para-

meters �1 and �2 respectively, then

R1 (�) =

�
2�1

�1 + �1 (1)

�
�
�

�1
�1 + 2�1 (1)

�
(3.26)

and

R2 (�) =

�
6�2

�2 + �2 (1) + �2 (2)

�
�
�

6�2
�2 + �2 (1) + 2�2 (2)

�
(3.27)

+

�
2�2

�2 + �2 (1) + 3�2 (2)

�
�
�

3�2
�2 + 2�2 (1) + �2 (2)

�
+

�
3�2

�2 + 2�2 (1) + 2�2 (2)

�
�
�

�2
�2 + 2�2 (1) + 3�2 (2)

�
: (3.28)

It is clear that mission reliability (3.21) is the product of R1 (�) and R2 (�), and the result

is a linear combination of the product of Laplace transforms.
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Series Connection of Standby Redundant Subsystems

In this model, the system has a series of subsystems as in the previous special case, but in

a subsystem, only one component works at any time and whenever the working component

fails, another component starts to work. For a phase to be completed successfully, the

number of failures during the phase must be less than the number of components in all

subsystems. Since the lifetime of each component is exponentially distributed, the number

of failures in an interval has the Poisson distribution. Let ni (k) denote the number of

components in use in subsystem k during phase i and li denote the number of subsystems

in use during phase i. We assume that �i (k) is the failure rate of any one of the ni (k)

components in subsystem k during phase i. Then,

R (�) =
Yn

i=1
Ri (�)

where

Ri (�) = E

24Y
k2Ji

ni(k)�1X
rik=0

e��i(k)Di (�i (k)Di)
rik

rik!

35 (3.29)

=

ni(1)�1X
ri1=0

� � �
ni(li)�1X
rili
=0

�i (1)
ri1 � � ��i (li)r

i
li

ri1! � � � rili !
E

�
e�(�i(1)+���+�i(li))DiD

ri1+���+rili
i

�

and this implies that

R (�) =
Yn

i=1

ni(1)�1X
ri1=0

� � �
ni(li)�1X
rili
=0

�i (1)
ri1 � � ��i (li)r

i
li

ri1! � � � rili !
L
ri1+���+rili
i (�i (1) + � � �+ �i (li)) : (3.30)

For an illustration, suppose that Di is exponentially distributed with rate �i. Then,

using the substitution �+ �i = y,

Lki (�) =

Z +1

0
e��xxk�ie

��ixdx = �i

Z +1

0
e�(�+�i)xxkdx

=
�i

�+ �i

Z +1

0
e�y

�
y

�+ �i

�k
dy =

�i

(�+ �i)
k+1

Z +1

0
e�yykdy

=
�i� (k + 1)

(�+ �i)
k+1

=
�ik!

(�+ �i)
k+1

:
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This implies that

Ri (�) =

ni(1)�1X
ri1=0

� � �
ni(li)�1X
rili
=0

�i (1)
ri1 � � ��i (li)r

i
li

ri1! � � � rili !

 
�i
�
ri1 + � � �+ rili

�
!

(�i (1) + � � �+ �i (li) + �i)r
i
1+���+rili+1

!

=

ni(1)�1X
ri1=0

� � �
ni(li)�1X
rili
=0

�
ri1 + � � �+ rili

�
!

ri1! � � � rili !

�
�i

�i + �i

�

�
�
�i (1)

�i + �i

�ri1
� � �
�
�i (li)

�i + �i

�rili
(3.31)

where �i = �i (1) + � � �+ �i (li).

Example 3.4 Suppose that there are two subsystems with three parallel components each

of which will perform two tasks. Then, E = f1; 2g ; n1 (1) = n1 (2) = n2 (1) = n2 (2) = 3

and

Ri (�) =

2X
ri1=0

2X
ri2=0

�i (1)
ri1 �i (2)

ri2

ri1!r
i
2!

Lr
i
1+r

i
2

i (�i (1) + �i (2))

for i = 1; 2; and

R (�) =
2X

r11=0

2X
r12=0

2X
r21=0

2X
r22=0

�1 (1)
r11 �1 (2)

r12 �2 (1)
r21 �2 (2)

r22

r11!r
1
2!r

2
1!r

2
2!

�Lr
1
1+r

1
2

1 (�1 (1) + �1 (2))L
r21+r

2
2

2 (�2 (1) + �2 (2)) :

If Di is exponentially distributed with parameter �i; then

R (�) =
2X

r11=0

2X
r12=0

2X
r21=0

2X
r22=0

�1 (1)
r11 �1 (2)

r12 �2 (1)
r21 �2 (2)

r22

r11!r
1
2!r

2
1!r

2
2!

�
 

�1
�
r11 + r

1
2

�
!

(�1 + �1 (1) + �1 (2))
r11+r

1
2+1

! 
�2
�
r21 + r

2
2

�
!

(�2 + �2 (1) + �2 (2))
r21+r

2
2+1

!
:

Series Connection of k-out-of-n Subsystems

In this model, at least ki (j) out of ni (j) components must be in working condition in

subsystem j during phase i to make the subsystem function and there are li subsystems

used in phase i. We assume that �i (j) is the failure rate of any one of the ni (j) components

in subsystem j during phase i. So that we have

R (�) =

nY
i=1

Ri (�)
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where

Ri (�) =

264Y
j2Ji

ni(j)X
rij=ki(j)

�
ni (j)

rij

��
e��i(j)Di

�rij �
1� e��i(j)Di

�ni(j)�rij375 (3.32)

=

ni(1)X
ri1=ki(1)

� � �
ni(li)X

rili
=ki(li)

�
ni (1)

ri1

�
� � �
�
ni (li)

rili

�
Si
�
ri1; � � � ; rili

�
(3.33)

and

Si
�
ri1; � � � ; rili

�
= E

26664
26664e

�Di

liX
j=1

rij�i(j)

37775
liY
j=1

�
1� e��i(j)Di

�ni(j)�rij
37775

for phase i.

Using the binomial expansion,

Si
�
ri1; � � � ; rili

�
= E

26664
26664e

�Di

liX
j=1

rij�i(j)

37775
liY

zi=1

ni(zi)�ri1X
sizi=0

�
ni (zi)� rizi

sizi

�
(�1)s

i
zi e

�sizi�i(zi)Di

37775
= E

24 liY
zi=1

ni(zi)X
sizi=r

i
zi

�
ni (zi)� rizi
sizi � rizi

�
(�1)s

i
zi
�rzi e

�sizi�i(zi)Di

35
=

ni(1)X
si1=r

i
1

� � �
ni(li)X
sili
=rili

24 liY
j=1

�
ni (j)� rij
sij � rij

�35 (�1)si�ri Li
0@ liX
j=1

sij�i (j)

1A (3.34)

where si = si1 + � � � + sili and r
i = ri1 + � � � + rili . Thus, combining (3.32) and (3.34) and

rearranging the combinations, we have

Ri (�) =

ni(1)X
ri1=ki(1)

� � �
ni(li)X

rili
=ki(li)

ni(1)X
si1=r

i
1

� � �
ni(li)X
sili
=rili

24 liY
j=1

�
ni (j)

sij

��
sij
rij

�35 (�1)si�ri Li
0@ liX
j=1

sij�i (j)

1A :

(3.35)

If the duration of phase i is exponentially distributed with parameter �i; then

Ri (�) =

ni(1)X
ri1=ki(1)

� � �
ni(li)X

rili
=ki(li)

ni(1)X
si1=r

i
1

� � �
ni(li)X
sili
=rili

(�1)s
i�ri �i

24 liY
j=1

�ni(j)
sij

��sij
rij

�35
�i +

liX
j=1

sij�i (j)

: (3.36)

Since the Laplace transform of a random variable is nonnegative, nonincreasing and

convex; Ri (�) is a linear combination of nonnegative, nonincreasing convex functions, and
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R (�) is a product of linear combinations of nonnegative, nonincreasing convex functions

and, hence, it is a linear combination of product of nonnegative, nonincreasing and convex

functions.

Example 3.5 Suppose that there are two subsystems with three parallel components which

will perform two tasks. At least two of three components must work to make the subsystems

function. Then, E = f1; 2g ;Ji = f1; 2g for i 2 E;n1 (1) = n1 (2) = n2 (1) = n2 (2) =

3; k1 (1) = k1 (2) = k2 (1) = k2 (2) = 2 and

Ri (�) =

3X
ri1=2

3X
ri2=2

3X
si1=r

i
1

3X
si2=r

i
2

�
3

si1

��
si1
ri1

��
3

si2

��
si2
ri2

�
(�1)s

i
1+s

i
2�ri1�ri2 Li

�
si1�i (1) + s

i
2�i (2)

�
for i = 1; 2: If Di is exponentially distributed with parameter �i for every i, then

Ri (�) =
3X

ri1=2

3X
ri2=2

3X
si1=r

i
1

3X
si2=r

i
2

�
3

si1

��
si1
ri1

��
3

si2

��
si2
ri2

�
(�1)s

i
1+s

i
2�ri1�ri2

�
�

�i
�i + si1�i (1) + s

i
2�i (2)

�
:

3.1.2.2 Markovian Mission with Exponential Lifetimes

Suppose that the mission process is a �nite state Markov process with transition rates

f�i; i 2 Eg and transition matrix P . We will show that how (3.16) can be used to calculate

the mission reliability of such a mission-based system with di¤erent system structures.

To apply (3.16), each entry of the matrix eP has to be determined using (3.5). Therefore,
we should �rst �nd the semi-Markov kernel Q. Using the properties of Markov process,

Q (i; j; s) = P fX1 = j; T1 � tjX0 = ig

= P fT1 � tjX0 = i;X1 = jgP fX1 = jjX0 = ig

= P fT1 � tjX0 = igP fX1 = jjX0 = ig

=
�
1� e��is

�
P (i; j) (3.37)

and

Q (i; j; ds) = �ie
��isP (i; j) ds: (3.38)
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Then, using (3.5) and (3.38),

eP (i; j) = Z +1

0
pi (s)Q (i; j; ds) =

Z +1

0
pi (s) �ie

��isP (i; j) ds

= P (i; j)

Z +1

0
�ipi (s) e

��isds

= P (i; j)E [pi (Di)] (3.39)

for i; j 6= �; and eP (i;�) = 1�X
j2E

eP (i; j) = 1� E [pi (Di)] :
It is clear that to calculate the mission reliability using (3.16), the function pi (s) has to be

determined. We will obtain it for di¤erent system structures.

Series System

Suppose that we have a series system in all phases and the lifetime of component j is

exponentially distributed with rate �i (j) during phase i for all j 2 Ci. Since the minimum

of exponentially distributed random variables is also exponentially distributed,

pi (s) = e�s�i : (3.40)

So that using (3.39),

eP (i; j) = P (i; j)E
h
e�Di�i

i
= P (i; j)Li

�
�i
�
=

�
�i

�i + �i

�
P (i; j) (3.41)

for all i; j 2 E, and

Pi fL > T1g =
X
j2E

eP (i; j) = �i

�i + �i
< 1:

It is clear that eP (i; j) is a multiple of the Laplace transform of a random variable for

i; j 2 E. To calculate an entry of the squared matrix eP 2; each element of a row of eP is

multiplied by the corresponding elements of a column of eP . By Lemma 3.1, eP 2 (i; j) is
a nonnegative combination of product of nonnegative, nonincreasing and convex functions

for i; j 2 E. Using this reasoning inductively, ePn (i; j) is a nonnegative combination of
product of nonnegative, nonincreasing and convex functions for i; j 2 E and (3.16) shows

that Pi fL > Tng has the same property.
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Example 3.6 Suppose that there are two components which will perform 2 tasks so that

E = f1; 2g ;m = 2; and the transition matrix is

P =

240:50 0:50

0:60 0:40

35 : (3.42)

Then,

eP =
26664

0:50�1
�1+�1

0:50�1
�1+�1

1� �1
�1+�1

0:60�2
�2+�2

0:40�2
�2+�2

1� �2
�2+�2

0 0 1

37775
and eP (2) (1; 1) = 0:25� �1

�1 + � (1)

�2
+ 0:30

�
�1

�1 + � (1)

��
�2

� (2) + � (2)

�
eP (2) (1; 2) = 0:25� �1

�1 + �1

�2
+ 0:20

�
�1

�1 + �1

��
�2

�2 + �2

�
eP (2) (2; 1) = 0:30� �1

�1 + �1

��
�2

�2 + �2

�
+ 0:24

�
�2

�2 + �2

�2
eP (2) (2; 2) = 0:30� �1

�1 + �1

��
�2

�2 + �2

�
+ 0:16

�
�2

�2 + �2

�2
:

Finally, the mission reliability functions are

P1 fL > T2g = 0:50
�

�1

�1 + �1

�2
+ 0:50

�
�1

�1 + �1

��
�2

�2 + �2

�
and

P2 fL > T2g = 0:60
�

�1

�1 + �1

��
�2

�2 + �2

�
+ 0:40

�
�2

�2 + �2

�2
:

Example 3.7 Suppose that there are two components which will perform 3 tasks where the

third task is the success state so that E = f1; 2; 3g ; m = 2; iS = 3 and the transition matrix

is

P =

26664
0:40 0:40 0:2

0:30 0:30 0:4

0 0 1

37775 : (3.43)

Then, using (3.41),

eP =
26664

0:40�1
�1+�1

0:40�1
�1+�1

0:20�1
�1+�1

0:30�2
�2+�2

0:30�2
�2+�2

0:40�2
�2+�2

0 0 �3
�3+�3

37775
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from which we obtain

ePS =
24 0:40�1

�1+�1

0:40�1
�1+�1

0:30�2
�2+�2

0:30�2
�2+�2

35
and

g =

24 0:20�1
�1+�1
0:40�2
�2+�2

35 :
Finally, using (3.19), the reliability functions are

R1(�) = P1 fL = +1g = (I � ePS)�1g(1)
=

�1
�
3�2 + 2�2

�
3�1�2 + 6�1�2 + 7�2�1 + 10�1�2

and

R2(�) = P2 fL = +1g = (I � ePS)�1g(2)
=

�2
�
3�1 + 4�1

�
3�1�2 + 6�1�2 + 7�2�1 + 10�1�2

:

Series Connection of Redundant Subsystems

For this structure, the system works properly if all subsystems work properly which implies

that at least one component functions in each subsystem. Let ni (k) denote the number of

components in use in subsystem k during phase i. We assume that �i (k) is the failure rate

of any one of the ni (k) components in subsystem k during phase i. Then, it is clear that

pi (s) =
Y
k2Ji

�
1�

�
1� e��i(k)s

�ni(k)�
: (3.44)

To calculate eP , the expected value of pi (Di) has to be determined. Since E[pi (Di)] = Ri(�)

in (3.22) for every i, the explicit formula (3.25) can be used to determine the matrix eP via

(3.39). The following example shows how.

By (3.25) and (3.39), eP (i; j) is a multiple of the Laplace transform of a random variable
for all i; j 2 E. Using the same steps as in the previous subsection for series systems, it can

be shown that Pi fL > Tng is a linear combination of product of nonnegative, nonincreasing

and convex functions.
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Example 3.8 Consider Example 3.3 and suppose that the transition matrix of the sequence

of phases mission process is (3.42). Then,

eP =
24 0:50R1 (�) 0:50R1 (�)

0:60R2 (�) 0:40R2 (�)

35
where R1 (�) and R2 (�) are as in (3.26) and (3.27). This further implies that

eP 2 =
24 0:25R1 (�)R1 (�) + 0:3R1 (�)R2 (�) 0:25R1 (�)R1 (�) + 0:2R1 (�)R2 (�)

0:30R1 (�)R2 (�) + 0:24R2 (�)R2 (�) 0:30R1 (�)R2 (�) + 0:16R2 (�)R2 (�)

35 :
Therefore,

P1 fL > T2g = 0:50R1 (�) (R1 (�) +R2 (�))

and

P2 fL > T2g = R2 (�) (0:60R1 (�) + 0:40R2 (�)) :

The analysis can be repeated for any n to compute the corresponding mission reliability.

Example 3.9 Suppose that there are two subsystems with two parallel components each of

which perform three tasks where the third one is critical, so that E = f1; 2; 3g, Ji = f1; 2g

for all i 2 E, iS = 3 and ni (k) = li = 2 for any k and i. Assume that the transition matrix

is (3.43). Then, we have

eP =
26664
0:40R1 (�) 0:40R1 (�) 0:2R1 (�)

0:30R2 (�) 0:30R2 (�) 0:4R2 (�)

0 0 R3 (�)

37775
where

Ri (�) =

1X
j1=0

1X
j2=0

(�1)j1+j2 E
h
Xj1
1 X

j2
2

i
= 1� E [X1]� E [X2] + E [X1X2]

= 1�
2X

r1=0

�
2

r1

�
(�1)r1 Li (r1�i (1))�

2X
r2=0

�
2

r2

�
(�1)r2 Li (r2�i (2))

+
2X

r1=0

2X
r2=0

�
2

r1

��
2

r2

�
(�1)r1+r2 Li (r1�i (1) + r2�i (2))

= 4Li (�i (1) + �i (2))� 2Li (�i (1) + 2�i (2))

�2Li (2�i (1) + �i (2)) + Li (2�i (1) + 2�i (2)) ;
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which becomes

Ri (�) =

�
4�i

�i + �i (1) + �i (2)

�
�
�

2�i
�i + �i (1) + �i (2)

�
�
�

2�i
�i + 2�i (1) + �i (2)

�
+

�
�i

�i + 2�i (1) + 2�i (2)

�
when phase durations are distributed exponentially with parameters �i for i = 1; 2; 3. This

further implies that

ePS =
240:40R1 (�) 0:40R1 (�)

0:30R2 (�) 0:30R2 (�)

35
and

g =

240:2R1 (�)
0:4R2 (�)

35 :
Then, using the result (3.19), the reliability functions are

P fL = +1jY0 = 1g =
�
I � ePS��1 g (1) = R1 (�) (R2 (�) + 2)

10� 4R1 (�)� 3R2 (�)

P fL = +1jY0 = 2g =
�
I � ePS��1 g (2) = R2 (�) (4�R1 (�))

10� 4R1 (�)� 3R2 (�)
:

Series Connection of Standby Redundant Subsystems

For this structure, for a phase to be completed successfully, the number of failures during

the phase must be less than the number of components in all subsystems. Let ni (k) denote

the number of components in use in subsystem k during phase i. Suppose that �i (k) is the

failure rate of any one of the ni (k) components in subsystem k during phase i. Then, it is

clear that

pi (s) =
Y
k2Ji

e��i(k)s

0@ni(k)�1X
rik=0

(�i (k) s)
rik

rik!

1A : (3.45)

To calculate eP , the expected value of pi (Di) has to be determined. Since E[pi (Di)] = Ri(�)

in (3.31) for every i, the explicit formula (3.30) can be used to determine the matrix eP via

(3.39). The following example shows how.
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Example 3.10 Consider Example 3.4 and suppose that the transition matrix of the mission

process is (3.42). Then, we have the same eP and eP (2) as in Example 3.8 where
Ri (�) =

2X
ri1=0

2X
ri2=0

�i (1)
ri1 �i (2)

ri2

ri1!r
i
2!

Lr
i
1+r

i
2

i (�i (1) + �i (2))

=
2X

ri1=0

2X
ri2=0

�
ri1 + r

i
2

�
!

ri1!r
i
2!

�
�i

�i (1) + �i (2) + �i

�

�
�

�1 (i)

�i (1) + �i (2) + �i

�ri1 � �2 (i)

�i (1) + �i (2) + �i

�ri2
for i = 1; 2:

Example 3.11 Consider Example 3.4 and suppose that the transition matrix of the mission

process is (3.43). Then, eP ; ePS ; g and the reliability functions will be the same as in Example
3.9 where

Ri (�) =

2X
ri1=0

2X
ri2=0

�i (1)
ri1 �i (2)

ri2

ri1!r
i
2!

Lr
i
1+r

i
2

i (�i (1) + �i (2))

=
2X

ri1=0

2X
ri2=0

�
ri1 + r

i
2

�
!

ri1!r
i
2!

�
�i

�i (1) + �i (2) + �i

�

�
�

�i (1)

�i (1) + �i (2) + �i

�ri1 � �i (2)

�i (1) + �i (2) + �i

�ri2
for i = 1; 2; 3:

Series Connection of k-out-of-n Subsystems

Suppose that each subsystem j 2 Ji has ni (j) number of active parallel components and

at least ki (j) of these components must be in working condition to make the subsystem

function during phase i: Then,

pi (s) =
Y
j2Ji

ni(j)X
rij=ki(j)

�
ni (j)

rij

��
e��i(j)s

�rij �
1� e��i(j)s

�ni(j)�rij
(3.46)

and, using (3.46) and (3.39),

eP (i; l) = P (i; l)E

264Y
j2Ji

ni(j)X
rij=ki(j)

�
ni (j)

rij

��
e��i(j)Di

�rij �
1� e��i(j)Di

�ni(j)�rij375
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for all i; l 2 E. To calculate eP , the expected value of pi (Di) has to be determined. Since
E[pi (Di)] = Ri(�) in (3.32) for every i, the explicit formulas (3.35)-(3.36) can be used to

compute the entries of the matrix eP via (3.39). The following example shows how.

By (3.35) and (3.39), eP (i; l) is a multiple of the Laplace transform of a random variable

for all i; l 2 E. Using the same steps as in the previous subsection for series systems, it can

be shown that Pi fL > Tng is a linear combination of product of nonnegative, nonincreasing

and convex functions.

Example 3.12 Consider Example 3.5 and suppose that the transition matrix of the mission

process is (3.42). Then, we have the same eP and eP 2; hence P1 fL > T2g and P2 fL > T2g

are as in Example 3.8 where

Ri (�) =
3X

ri1=2

3X
ri2=2

3X
si1=r

i
1

3X
si2=r

i
2

�
3

si1

��
si1
ri1

��
3

si2

��
si2
ri2

�
(�1)s

i
1+s

i
2�ri1�ri2

�
�

�i
�i + si1�i (1) + s

i
2�i (2)

�
for i = 1; 2:

Example 3.13 Suppose that there are two subsystems with three parallel components which

will perform three tasks where the third one is critical. At least two of three components

must work to make the subsystems function. Then, E = f1; 2; 3g;Ji = f1; 2g for all i 2 E,

l1 = l2 = l3 = 2; iS = 3, and ni (j) = 3; ki (j) = 2 for all j = 1; 2, i = 1; 2; 3. Assume

that the transition matrix of the sequence of the phases is (3.43). Then, we have the sameeP , ePS, and g; hence P fL = +1jY0 = 1g and P fL = +1jY0 = 2g are as in Example 3.9
where

Ri (�) =

3X
ri1=2

3X
ri2=2

3X
si1=r

i
1

3X
si2=r

i
2

�
3

si1

��
si1
ri1

��
3

si2

��
si2
ri2

�
(�1)s

i
1+s

i
2�ri1�ri2

�
�i

�i + si1�i1 + s
i
2�i2

�

for i = 1; 2; 3:

3.1.3 Phase Reliability

For a complex system, a given critical phase may be more important than the others due

to the overall objective of the mission. Therefore, the probability that this phase will be

completed in a �xed time period is an important measure to represent the reliability of the
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system. For instance, consider the NASA�s Mars Exploration Rover Mission example given

in Section 2.1 where the mission consists of phases like vehicle launch; cruise; approach;

entry, descent and landing to Mars; rover egress; and a number of surface operations that

involve scienti�c data collection and transmission to earth. Since one of the main aims of

the whole mission is determining past water activity on the surface, scienti�c investigations

and transmission of data are very critical towards this goal for the success of the mission.

Therefore, reliability of such a critical phase is of extreme importance.

Suppose that one is interested in the successful completion of a given critical phase j of

the mission. Letting

Uj = infft � 0;Yt 6= Yt� = jg

denote the �rst time that the mission process leaves state j, we are interested in determining

the phase reliability function PifUj � t; L > Ujg for phase j:

Figure 3.2: A typical representation of the structure of Y .

We can now de�ne another Markov renewal process
�
X;T

�
as appropriate through its

minimal semi-Markov process Y . The new process is de�ned by

Y t =

8>>><>>>:
Yt if t < minfL;Ujg

� if L � minft; Ujg

Sj if Uj � minft; Lg

(3.47)
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so that we now extend E to E = E [ f�; Sjg. With this construction, we now let the

semi-Markov mission process Y go to the absorbing state � as soon as the system fails

before completing phase j; or to the absorbing state Sj as soon as phase j is completed

without failure. Thus, if Xn = � or Xn = Sj ; then Tn+1 = +1. The structure of Y is as

described in Figure 3.2. The semi-Markov kernel of
�
X;T

�
is

Q (i; k; ds) =

8>>>>>><>>>>>>:

eQ (i; k; ds) if i 2 E � fjg ; k 2 EeQ (i;�; ds) if i 2 E; k = �

Fj (ds) pj (s) if i = j 2 E; k = Sj

0 otherwise

(3.48)

for i; k 2 E: Note that Q (Sj ; j; t) = Q (�; j; t) = 0 for all t � 0; j 2 E; and P (Sj ; Sj) =

P (�;�) = 1. If i 2 E � fjg, and k 2 E, then phase i is completed successfully before

system failure and hence Q (i; k; ds) = eQ (i; k; ds). If i 2 E and k = �, then Q (i; k; ds)

represents the probability of failure during phase i in the vicinity of time s, which means that

the duration of phase i is longer than s units of time and a failure will occur in the vicinity

of time s. Therefore, this probability is equal to eQ (i;�; ds) = F i (s) pi (ds). Moreover,

Q (j; Sj ; ds) represents the probability that the system will complete phase j in the vicinity

of time s given that the system is in working condition at the beginning of phase j. This

situation occurs if the duration of phase j is in the vicinity of time s and the system survives

more than s units of time in these conditions; hence, Q (j; Sj ; ds) = Fj (ds) pj (s). It is clear

from the de�nition of the process
�
X;T

�
that the states Sj and � are absorbing states.

Therefore, if the process gets into states Sj or �, it remains there forever where Sj now

represents the �success�state and � represents the �failure�state.

The transition matrix P of the Markov chain X is such that

P (i; k) =

8>>>>>><>>>>>>:

eP (i; k) if i 2 E � fjg ; k 2 EeP (i;�) if i 2 E; k = �R +1
0 Fj (ds)P j (s) if i = j 2 E; k = Sj

0 otherwise

for i; k 2 E: Note, once more, that both the semi-Markov kernel Q and the corresponding

transition matrix P are possibly defective on E and eE:We do assume that they are, in fact,
defective to avoid trivialities in reliability analysis.
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Using the Markov renewal process
�
X;T

�
, reliability of phase j is simply

Pi fUj � t; L > Ujg = Pi
�
Y t = Sj

	
= R (i; Sj ; t) (3.49)

where R =
P
n
Q
n
is the Markov renewal kernel corresponding to Q. This follows trivially

from Proposition (10.5.4) in Ç¬nlar [59].

Note that X has two absorbing states and and all the other states are transient. If one

wants to �nd the probability of ever completing phase j; this is equal to the probability of

being absorbed at state Sj before �. Using �rst step analysis, this probability can be easily

calculated.

3.1.3.1 Series System with Markovian Missions and Exponential Lifetimes

In this section, we identify the computational simpli�cation provided by Markovian missions

in order to compute the reliability measures discussed before. We further suppose that

the system is a series one with m components where component k has an exponentially

distributed lifetime with parameter �i (k) during phase i. The mission process fYt; t � 0g

is a Markov process with transition rate vector �, transition matrix P , and in�nitesimal

generator

G(i; j) =

8<: ��i if j = i

�iP (i; j) if j 6= i:

In this special case, it is clear that

Q (i; j; s) =
�
1� e��is

�
P (i; j) (3.50)

so that

Fi(t) = 1� e��it

and

pi (s) = e��is (3.51)

where �i =
mP
j=1

�i (j) since the minimum of exponentially distributed random variables is

also exponentially distributed.
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For the mission reliability analysis, note that (3.50) and (3.51) gives

eP (i; j) =

Z +1

0
pi (s)Q (i; j; ds) =

Z +1

0
pi (s) �ie

��isP (i; j) ds

=

�
�i

�i + �i

�
P (i; j) (3.52)

for i; j 6= �; and

eP (i;�) = Z +1

0
F i (s) pi (ds) =

Z +1

0
e��is�ie

��isds =
�i

�i + �i
(3.53)

in (3.5) and (3.6) . The explicit form of eP can be used in (3.16) and (3.1.2) to compute

mission reliability by simple linear algebra.

For the phase reliability analysis, note that Y =
�
Y t; t � 0

	
is also a Markov process

with the in�nitesimal generator

G (i; k) =

8>>>>>>>>><>>>>>>>>>:

�iP (i; k) if i; k 2 E; i 6= j or k

�i if i 2 E; k = �

�i if i = j 2 E; k = Sj

�
�
�i + �i

�
if i = k 2 E

0 otherwise

(3.54)

for i; k 2 E: Then, the phase reliability has the matrix exponential form

Pi fUj � t; L > Ujg = Pi
�
Y t = Sj

	
= exp

�
�Gt

�
(i; Sj)

=
+1X
n=0

tn

n!
G
n
(i; Sj) = lim

n!+1

�
I +

Gt

n

�n
(i; Sj):

There are various methods to compute the matrix exponential exactly or approximately

and the reader is referred to Moler and Loan [60] for these computational issues. It is

also well-known that these probabilities can be estimated by solving Kolmogorov backward

equations (or forward equations).

Example 3.14 Suppose that there are three phases and phase 2 is the critical one. Using
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Kolmogorov backward equations and (3.54), we have

P
0
1S2 (t) = G (1; 2)P 2S2 (t) +G (1; 3)P 3S2 (t) +G (1;�)P�S2 (t)

+G (1; S2)PS2S2 (t)� �1P 1S2 (t)

P
0
2S2 (t) = G (2; 1)P 1S2 (t) +G (2; 3)P 3S2 (t) +G (2;�)P�S2 (t)

+G (2; S2)PS2S2 (t)� �2P 2S2 (t) (3.55)

P
0
3S2 (t) = G (3; 1)P 1S2 (t) +G (3; 2)P 2S2 (t) +G (3;�)P�S2 (t)

+G (3; S2)PS2S2 (t)� �3P 3S2 (t)

where P ik(t) = PifY t = kg and �i = (�i + �i). By the de�nition of Y , G (2; 1) = G (2; 3) =

G (1; S2) = G (3; S2) = P�S2 (t) = 0 and PS2S2 (t) = 1. Therefore, (3.55) simpli�es to

P
0
1S2 (t) = G (1; 2)P 2S2 (t) +G (1; 3)P 3S2 (t)� �1P 1S2 (t)

P
0
2S2 (t) = G (2; S2)� �2P 2S2 (t) (3.56)

P
0
3S2 (t) = G (3; 1)P 1S2 (t) +G (3; 2)P 2S2 (t)� �3P 3S2 (t) :

The second equation in (3.56) is a di¤erential equation in the form of

y0 + P (x) y = Q (x) (3.57)

where y (t) = P 2S2 (t) ; P (x) = �2; and Q (x) = G (2; S2) : It is known that the solution of

(3.57) is

y =
1

v (t)

Z
v (t)Q (t) dt;

where

v (t) = e
R
P (t)dt:

Therefore, in our case

v (t) = e�2t

and, hence,

P 2S2 (t) = e��2t
G (2; S2)

�2

�
e�2t + C

�
:

Since P 2S2 (0) = 0, C = �1 and this implies that

P 2S2 (t) =
G (2; S2)

�2

�
1� e��2t

�
: (3.58)
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By using (3.58), (3.56) simpli�es to

P
0
1S2 (t) = ��1P 1S2 (t) +G (1; 3)P 3S2 (t) +G (1; 2)P 2S2 (t) (3.59)

P
0
3S2 (t) = P 1S2 (t)� �3P 3S2 (t) +G (3; 2)P 2S2 (t) :

We will use the standard procedure for solving such systems of di¤erential equations. Let

de�ne

A =

24 ��1 G (1; 3)

G (3; 1) ��3

35 :
The eigenvalues of A are

r1 = ��1
2
� �3
2
+
1

2

q�
�1 � �3

�2
+ 4G (1; 3)G (3; 1)

r2 = ��1
2
� �3
2
� 1
2

q�
�1 � �3

�2
+ 4G (1; 3)G (3; 1)

and it is clear that r1 6= r2: By solving the equation (A� rI)u = 0 where r is a scalar and

u = [ u1 u2 ]
T , we have

u1 =
G (1; 3)

�1 + r
u2 =

�3 + r

G (3; 1)
u2:

If r = r1 and r = r2, it can be shown that

G (1; 3)

�1 + r
=

�3 + r

G (3; 1)
:

Then, choose

u(1) =

24 �3+r1G(3;1)

1

35 and u(2) =

24 �3+r2G(3;1)

1

35 :
Without right hand side, we have the special solution

P 1S2 (t) = c1
�3 + r1

G (3; 1)
er1t + c2

�3 + r2

G (3; 1)
er2t

P 2S2 (t) = c1e
r1t + c2e

r2t:

To �nd a solution for the right hand side, we need to solve

K 0
1 (t)

�3 + r1

G (3; 1)
er1t +K 0

2 (t)
�3 + r2

G (3; 1)
er2t = G (1; 2)P 2S2 (t)

K 0
1 (t) e

r1t +K 0
2 (t) e

r2t = G (3; 2)P 2S2 (t)
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in terms of K 0
1 and K

0
2. The solution is

K 0
1 (t) =

P 2S2 (t)
�
G (1; 2)G (3; 1)�G (3; 2) �3 �G (3; 2) r2

�
e�r1t

r1 � r2

K 0
2 (t) =

P 2S2 (t)
�
�G (1; 2)G (3; 1) +G (3; 2) �3 +G (3; 2) r1

�
e�r2t

r1 � r2
and this implies that

K1 (t) =
G (2; S2)

�
G (1; 2)G (3; 1)�G (3; 2) �3 �G (3; 2) r2

�
�2 (r1 � r2)

 
e�(r1+�2)t

r1 + �2
� e�r1t

r1

!

K2 (t) =
G (2; S2)

�
�G (1; 2)G (3; 1) +G (3; 2) �3 +G (3; 2) r1

�
�2 (r1 � r2)

 
e�(r2+�2)t

r2 + �2
� e�r2t

r2

!
:

Therefore,

P 1S2 (t) = c1
�3 + r1

G (3; 1)
er1t + c2

�3 + r2

G (3; 1)
er2t +K1 (t)

�3 + r1

G (3; 1)
er1t +K2 (t)

�3 + r2

G (3; 1)
er2t

P 2S2 (t) = c1e
r1t + c2e

r2t +K1 (t) e
r1t +K2 (t) e

r2t:

Since P 1S2 (0) = P 2S2 (0) = 0,

c1 =
�G (2; S2)

�
�G (1; 2)G (3; 1) +G (3; 2) �3 +G (3; 2) r2

�
(r1 � r2) r1

�
r1 + �2

�
c2 =

G (2; S2)
�
�G (1; 2)G (3; 1) +G (3; 2) �3 +G (3; 2) r1

�
(r1 � r2) r2

�
r2 + �2

� :

We also have G (2; S2) = �2; G (1; 2) = �1P (1; 2) ; G (1; 3) = �1P (1; 3) ; G (3; 1) = �3P (3; 1) ;

G (3; 2) = �3P (3; 2). Then, using (3.54),

P 1S2 (t) = c1

�
�3 + �3

�
+ r1

�3P (3; 1)
er1t + c2

�
�3 + �3

�
+ r2

�3P (3; 1)
er2t

+K1 (t)

�
�3 + �3

�
+ r1

�3P (3; 1)
er1t +K2 (t)

�
�3 + �3

�
+ r2

�3P (3; 1)
er2t

P 2S2 (t) = c1e
r1t + c2e

r2t +K1 (t) e
r1t +K2 (t) e

r2t

where

K1 (t) =
�2
�
�1P (1; 2) �3P (3; 1)� �3P (3; 2)

�
�3 + � (3)

�
� �3P (3; 2) r2

��
�2 + �2

�
(r1 � r2)

�
 
e�(r1+�2+�2)t

r1 + �2 + �2
� e�r1t

r1

!

K2 (t) =
�2
�
�1P (1; 2) �3P (3; 1)� �3P (3; 2)

�
�3 + �3

�
� �3P (3; 2) r1

��
�2 + �2

�
(r1 � r2)

�
 
e�(r2+�2+�2)t

r2 + �2 + �2
� e�r2t

r2

!
;
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c1 =
��2

�
��1P (1; 2) �3P (3; 1) + �3P (3; 2)

�
�3 + �3

�
+ �3P (3; 2) r2

�
(r1 � r2) r1

�
r1 + �2 + �2

�
c2 =

�2
�
��1P (1; 2) �3P (3; 1) + �3P (3; 2)

�
�3 + �3

�
+ �3P (3; 2) r1

�
(r1 � r2) r2

�
r2 + �2 + �2

� ;

and

r1 = ��1 + �1
2

� �3 + �3
2

+
1

2

q�
�1 + �1 � �3 � �3

�2
+ 4�1P (1; 2) �3P (3; 1)

r2 = ��1 + �1
2

� �3 + �3
2

�1
2

q�
�1 + �1 � �3 � �3

�2
+ 4�1P (1; 2) �3P (3; 1):

3.2 Models with No Repair

In this section, we remove the simplifying assumption of the previous section that the

system is repaired maximally so that it is brand new at the beginning of each phase. There

is no repair now and, hence, the system will get deteriorate or get older in time. Since

the lifetimes of the components have general distributions, the concept of �aging� comes

into consideration. For this purpose, we will use the �intrinsic aging�model introduced by

Ç¬nlar and Özekici [17] (For details of the model and the related notation, see Section 2.3).

The analysis will be presented for a general and arbitrary reliability system. In this regard,

we extend Ç¬nlar and Özekici [17] who considered the system reliability of a series system

where the whole system fails as soon as any component fails.

3.2.1 Reliability of a Series System

3.2.1.1 Mission Reliability

Suppose that we have a series system. We focus on computing mission reliability involving

the �rst n phases of the mission. We �rst �nd the probability that the �rst phase will be

completed by conditioning on the next phase so that

Pia fL > T1g =
X
j2E

Pia fL > T1; X1 = jg =
X
j2E

Pia fL > T1jX1 = jgP (i; j) : (3.60)
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Note that

Pia fL > T1jX1 = jg =

Z
F�R+

Pia fL > T1; T1 2 ds;B1 2 dbjX1 = jg

=

Z
F�R+

e�1
T (b�a)G (i; j; ds)H (i; a; s; db) : (3.61)

Combining equations (3.60) and (3.61), we obtain

Pia fL > T1g =
X
j2E

Z
F�R+

e�1
T (b�a)Q (i; j; ds)H (i; a; s; db) : (3.62)

Similarly, we can obtain a recursive relationship

Pia fL > Tn+1g =
X
j2E

Pia fL > Tn+1jX1 = jgP (i; j)

=
X
j2E

Z
F�R+

Pia fL > Tn+1; T1 2 ds;B1 2 dbjX1 = jgP (i; j)

=
X
j2E

Z
F�R+

e�1
T (b�a)Q (i; j; ds)H (i; a; s; db)Pjb fL > Tng (3.63)

for n � 0. Let bQS (i; a; j; db; ds) = Q (i; j; ds)H (i; a; s; db) e�1
T (b�a), and de�ne

bPS (i; a; j; db) = bQS (i; a; j; db; +1) = Pia fX1 = j; B1 2 dbg

and

bPn+1S (i; a; j; db) =
X
k2E

Z
F
bPnS (i; a; k; dc) bPS (k; c; j; db) = Pia fXn = j; Bn 2 dbg (3.64)

for all n � 1.

Then, it follows from (3.62) that

Pia fL > T1g =
X
j2E

Z
F�R+

bQS (i; a; j; db; ds) =X
j2E

Z
F
bQS (i; a; j; db; +1) (3.65)

=
X
j2E

Z
F
bPS (i; a; j; db) : (3.66)

Now, using induction, we will show that

Pia fL > Tng =
X
j2E

Z
F
bPnS (i; a; j; db) (3.67)
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for all n � 1. Note that Pia fL > T0g = 1 trivially. We have already shown that (3.67)

holds for n = 1. Suppose that

Pia fL > Tkg =
X
j2E

Z
F
bP kS (i; a; j; db)

for all k � n. Then, using (3.63) and (3.64),

Pia fL > Tn+1g =
X
j2E

Z
F�R+

bQS (i; a; j; db; ds)Pjb fL > Tng

=
X
j2E

Z
F
bPS (i; a; j; db)X

k2E

Z
F
bPnS (j; b; k; dc) (3.68)

=
X
j2E

Z
F
bPn+1S (i; a; j; db) : (3.69)

3.2.1.2 Phase Reliability

Suppose that there is a critical phase j and we are interested in computing the probability

Pia fUj � t; L > Ujg that phase j will be completed successfully by time t. Using a similar

approach as in Section 3.1.3, we note that the process Y de�ned by equation (3.47) is a

semi-regenerative process. In this case, the semi-Markov kernel corresponding to the Markov

renewal process ((X;B); T ) is given by

QS(i; a; k; db; ds) =

8>>>>>><>>>>>>:

Q (i; k; ds)H (i; a; s; db) e�1
T (b�a) if i 2 E � fjg ; k 2 E

F i (s)H (i; a; s; db)Uia (ds) if i 2 E; k = �

Fj (ds)H (i; a; s; db) e
�1T (b�a) if i = j; k = Sj

0 otherwise

(3.70)

for all i; k 2 E, and a; b 2 F where

Uia (s) = 1� e�1
T (h(i;a;s)�a): (3.71)

Note that QS (Sj ; a;Sj ; db; t) = QS (�; a;�; db; t) = 0 trivially for all t 2 R+; a; b 2 F and

PS (Sj ; a;Sj ; da) = PS (�; a;�; da) = 1 for all a 2 F . It is clear that ((X;B); T ) is dumped

to absorbing states (�; a) and (Sj ; a) when the system fails and completes the critical phase
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successfully with age a 2 F respectively. Using Markov renewal arguments,

f(i; a; t) = Pia
�
Y t = k;At 2 db

	
= Pia

�
Y t = k;At 2 db; T 1 > t

	
+ Pia

�
Y t = k;At 2 db; T 1 � t

	
(3.72)

= Ifk=igIfb=agq (i; a; t) +
X
l2E

Z
F�[0;t]

QS (i; a; l; dc; ds)Plc
�
Y t�s = k;At�s 2 db

	
= Ifk=igIfb=agq (i; a; t) +

X
l2E

Z
F�[0;t]

QS (i; a; l; dc; ds) f (l; c; t� s) (3.73)

where

q (i; a; t) = Pia
�
T 1 > t

	
= 1�

X
l2E

Z
F
QS(i; a; l; db; t): (3.74)

We have a Markov renewal equation f = g +QS � f with

g (i; a; t) = Ifk=igIfb=agq (i; a; t) : (3.75)

Following Proposition A.2 in Ç¬nlar and Özekici [17], (3.73) has a unique solution

f(i; a; t) =
X
l2E

Z
F�[0;t]

RS (i; a; l; dc; ds) g (l; c; t� s)

=

Z
[0;t]

RS (i; a; k; db; ds) q (k; b; t� s) (3.76)

where RS =
P
n
Q
n
S is the Markov renewal kernel corresponding to QS .

Then, using (3.76),

Pia fUj � t; L > Ujg =

Z
F
Pia
�
Y t = Sj ; At 2 db

	
=

Z
F�[0;t]

RS (i; a;Sj ; db; ds) q (Sj ; b; t� s) (3.77)

= RS (i; a;Sj ;F ; t) : (3.78)

3.2.2 Reliability of General Systems

In this section, we discuss the reliability of a more general system with structure function

 i during phase i by extending the work in the previous section.

We can determine the conditional lifetime distribution of the system during any phase

using (2.12). Let via (s) = P fL � sjY = i; A0 = ag be the probability that the system will
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work at most s units of time during phase i if the initial system age is a. Then,

via (s) = 1� via (s) = 1�
Z
F
pia (s; db) : (3.79)

3.2.2.1 System Reliability

Using a Markov renewal argument for the system reliability function f (i; a; t) = Pia fL > tg,

we can write

f (i; a; t) = Pia fL > t; T1 > tg+ Pia fL > t; T1 � tg

= via (t)F i (t) +
X
j2E

Z
F�[0;t]

Q (i; j; ds) pia (s; db)Pjb fL > t� sg

= via (t)F i (t) +
X
j2E

Z
F�[0;t]

eQ (i; a; j; db; ds) f (j; b; t� s) : (3.80)

Thus, we have a Markov renewal equation f = g + eQ � f where
g (i; a; t) = via (t)F i (t)

and eQ (i; a; j; db; ds) = pia (s; db)Q (i; j; ds) :

Since Q (i; j; ds) is nonnegative and 0 � pia (s;F) � 1,

eQ (i; a; j;F ; ds) = Z
F
Q (i; j; ds) pia (s; db) � Q (i; j; ds) : (3.81)

By Proposition A.1 and Proposition A.2 in Ç¬nlar and Özekici [17], the Markov renewal

equation (3.80) has a unique solution f = eR � g; or
Pia fL > tg =

X
j2E

Z
F�[0;t]

eR(i; a; j; db; ds)F j (t� s) vjb (t� s)
where eR =P+1

n=0
eQn is the Markov renewal kernel corresponding to eQ.

It is clear to observe that the process (Y;A) is, in fact, a semi-regenerative process

on the Markov renewal process (X;T ). We aggregate the 2 processes by de�ning a new

semi-Markov process Y a = fY at ; t � 0g so that

Y at = (Xn; Bn)
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whenever Tn � t < Tn+1. We can now obtain a new Markov renewal process (( eX; eA); eT )
through its minimal semi-Markov process eY a de�ned through

eY at =
8<: Y at if t < L

� if t � L

where � is the absorbing state denoting system failure. This also implies that

eTn =
8<: 0 if n = 0

inf
n
t > eTn�1; eY at 6= eY aeTn�1o if n � 1

and ( eXn; eAn) = eY aeTn for n � 0. Clearly, the state space of (( eX; eA); eT ) is Ê �F = E�F[f�g

Figure 3.3: A typical representation of the structure of eY a for a parallel system with two

components.

and its semi-Markov kernel is obtained by extending the de�nition of eQ to Ê �F such that
eQ (i; a; j; db; ds) =

8>>><>>>:
Q (i; j; ds) pia (s; db) if i; j 2 E; j 6= i

F i (s) via (ds) if i 2 E; (j; b) = �

0 otherwise

(3.82)
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for (i; a) ; (j; b) 2 Ê �F : This new process eY a follows the process Y a until system failure

and whenever the system fails at time L, it is dumped to the absorbing state � which

denotes system failure. The structure of eY a for a series system with two components is as

described in Figure 3.3. We can �nd the transition kernel of the Markov chain ( eX; eA) as
eP (i; a; j; db) = eQ (i; a; j; db; +1) = Z +1

0

eQ (i; a; j; db; ds)
=

Z +1

0
Q (i; j; ds) pia (s; db) (3.83)

for (i; a) ; (j; b) 2 E �F ; and

eP (i; a;�) = Z +1

0
F i (s) via (ds)

for (i; a) 2 E�F . Note that eQ (�; j; db; t) = 0 for all t 2 R+; (j; b) 2 Ê �F and eP (�;�) =
1. Both the semi-Markov kernel eQ and the corresponding transition kernel eP are possibly

defective on E �F sinceX
j2E

Z
F
eP (i; a; j; db) = 1� eP (i; a;�) � 1:

As a matter of fact, we will suppose that they are indeed defective and there is an (i; a) 2

E �F such that eP (i; a;�) > 0: Otherwise, we have a trivial situation and the system can

never fail.

3.2.2.2 Mission Reliability

The mission reliability can be analyzed via a similar approach as in Section 3.1.2. The

probability of survival for the �rst phase is

Pia fL > T1g =
X
j2E

Z +1

0
Pia fL > T1; X1 = j; T1 2 dsg

=
X
j2E

Z +1

0
Pia fL > sjX1 = j; T1 2 dsgQ (i; j; ds) (3.84)

=
X
j2E

Z +1

0
via (s)Q (i; j; ds) (3.85)

=
X
j2E

Z
F�R+

pia (s; db)Q (i; j; ds) (3.86)

=
X
j2E

Z
F�R+

eQ (i; a; j; db; ds) =X
j2E

Z
F
eP (i; a; j; db) : (3.87)
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Similarly, we can �nd the probability of completing the nth phase as

Pia fL > Tng =
X
j2E

Z +1

0
Pia fL > Tn; T1 2 ds;X1 = jg

=
X
j2E

Z
F�R+

pia (s; db)Pjb fL > Tn�1gQ (i; j; ds)

=
X
j2E

Z
F�R+

eQ (i; a; j; db; ds)Pjb fL > Tn�1g (3.88)

for n � 1 recursively. Using induction, we will show that

Pia fL > Tng =
X
j2E

Z
F
ePn (i; a; j; db) (3.89)

where ePn (i; a; j; db) =X
k2E

Z
F
eP (i; a; k; dc) ePn�1 (k; c; j; db)

de�ned recursively for n � 1: Due to (3.87), (3.89) holds if n = 1. Now, assume that (3.89)

holds for n = k and consider Pia fL > Tk+1g. Then, using (3.88),

Pia fL > Tk+1g =
X
j2E

Z
F�R+

eQ (i; a; j; db; ds)Pjb fL > Tkg

=
X
j2E

Z
F
eP (i; a; j; db) X

k2E

Z
F
eP k (j; b; k; dc)!

=
X
j2E

Z
F
eP k+1 (i; a; j; db) :

The mission reliability can also be characterized through

Pia fL > Tng = Pi

n� eXn; eAn� 2 E �Fo
=

X
j2E

Z
F
ePn (i; a; j; db) = 1� ePn (i; a;�)

and the probability that the whole mission is completed without failure can be determined

from

lim
n!+1

Pia fL > Tng = 1� lim
n!+1

ePn (i; a;�) : (3.90)

If all states (i; a) 2 E � F are transient, then this probability is 0 since the process will

eventually be absorbed in state �: But, if there is another absorbing state S that is used

to denote the successful termination of the whole mission, then mission reliability (3.90) is

not necessarily equal to 0.
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3.2.2.3 Phase Reliability

Suppose that phase j is the critical one and we want to �nd the probability that phase j

will be completed until time t given that the initial phase and age of the system are i and

a respectively, Pia fUj � t; L > Ujg. As we did in the maximal repair case, we will analyze

this probability by de�ning a new Markov renewal process
��
X;A

�
; T
�
through its minimal

semi-Markov process Y
a
such that

Y
a
t =

8>>><>>>:
Y at if t < minfL;Ujg

� if L � minft; Ujg

Sj if Uj � minft; Lg

and, hence, we extend the state space to E �F = E � F [ f�; Sjg: This process is very

similar to the process
�
X;T

�
de�ned in (3.47) and hence it follows the mission and the

intrinsic age processes until system failure or successful completion of the critical phase j;

whichever occurs �rst. If the system fails before completing phase j; then
�
X;A

�
jumps to

the absorbing state � at the instant of failure. On the other hand, if the system completes

phase j without any failure,
�
X;A

�
is dumped to another absorbing state Sj at the end of

the phase which denotes the successful completion of the critical phase. The structure of

Figure 3.4: A typical representation of the structure of Y
a
for a parallel system with two

components.



Chapter 3: Reliability Analysis 54

Y
a
for a series system with two components is as described in Figure 3.4. The semi-Markov

kernel of
��
X;A

�
; T
�
is

Q (i; a; k; db; ds) =

8>>>>>><>>>>>>:

eQ (i; a; j; db; ds) if i; k 2 E; i 6= jeQ (i; a;�; ds) if (k; b) = �

Fj (ds) vja (s) if i = j and (k; b) = Sj

0 otherwise

for all (i; a) ; (k; b) 2 E �F . We can �nd the transition kernel of the Markov chain
�
X;A

�
such that

P (i; a; k; db) =

8>>>>>><>>>>>>:

eP (i; a; k; db) if i; k 2 E; i 6= jeP (i; a;�) if (k; b) = �R +1
0 Fj (ds) vja (s) if i = j and (k; b) = Sj

0 otherwise

for all (i; a) ; (k; b) 2 E �F . Note that Q (�; k; db; t) = Q (Sj ; k; db; t) = 0 for all t 2 R+;

(k; b) 2 E �F and P (�;�) = P (Sj ;Sj) = 1. Note, once more, that both the semi-Markov

kernel Q and the corresponding transition matrix P are possibly defective on E � F and

Ê �F : We do assume that they are, in fact, defective to avoid trivialities in reliability

analysis.

It is clear that Pia fUj � t; L > Ujg = Pia
�
Y
a
t = Sj

	
. It is trivial that PSj

�
Y
a
t = Sj

	
=

1� P�
�
Y
a
t = Sj

	
= 1. Then, using a Markov renewal argument, we can write

f(i; a; t) = Pia
�
Y
a
t = Sj

	
= Pia

�
Y
a
t = Sj ; T 1 > t

	
+ Pia

�
Y
a
t = Sj ; T 1 � t

	
= Ifj=ig

Z t

0
Fj (ds) vja (s) +

Z
F�[0;t]

X
k2E

Q (i; a; k; dc; ds) f(k; c; t� s) (3.91)

for all (i; a) 2 E �F which is a Markov renewal equation f = g +Q � f with

g (i; a; t) = Ifj=ig

Z t

0
Fj (ds) vja (s) :

We know that Q is defective on E � F and Q (i; a; j;F ; ds) � Q (i; j; ds) for all (i; a) 2

E � F ; j 2 E. Therefore, using Proposition A.1 and A.2 in Ç¬nlar and Özekici [17], there
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is a unique solution f = R � g for (3.91) such that

f (i; a; t) = Pia
�
Y
a
t = Sj

	
=

Z
F�[0;t]

X
k2E

R (i; a; k; dc; ds) g (k; c; t� s)

=

Z
F�[0;t]

X
k2E

R (i; a; k; dc; ds) I (k; j)

Z
[0;t�s]

Fj (du) vjc (u)

=

Z
F�[0;t]

R (i; a; j; dc; ds)Q (j; c;Sj ; t� s) (3.92)

where R =
P
nQ

n
and

Q
n
(i; a; l; db; t) =

Z
F�[0;t]

X
k2E

Q
n�1

(i; a; k; dc; ds)Q (k; c; l; db; t� s)

for all (i; a); (l; b) 2 E �F : Let R (i; a;Sj ; t) =
P
nQ

n
(i; a;Sj ; t) where

Q
n
(i; a;Sj ; t) =

Z
F�[0;t]

X
k2E

Q
n�1

(i; a; k; dc; ds)Q (k; c;Sj ; t� s)

=

Z
F�[0;t]

Q
n�1

(i; a; j; dc; ds)Q (j; c;Sj ; t� s) :

Then, using (3.92),

Pia
�
Y
a
t = Sj

	
=

Z
F�[0;t]

R (i; a; j; dc; ds)Q (j; c;Sj ; t� s)

=

+1X
n=0

Z
F�[0;t]

Q
n
(i; a; j; dc; ds)Q (j; c;Sj ; t� s)

=

+1X
n=0

Q
n+1

(i; a;Sj ; t) = R (i; a;Sj ; t)� I ((i; a) ; Sj)

= R (i; a;Sj ; t)

where the last equality follows from the initial assumption that (i; a) 2 E �F .
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Chapter 4

MEAN TIME TO FAILURE ANALYSIS

4.1 Models with Maximal Repair

In this section, there is maximal repair so that the whole system is overhauled at the

completion of each phase of the mission such that it becomes good as new before the next

phase starts. The main purpose of this section is to characterize Ei [L] for all i 2 E, and

to do this, we will use the Markov renewal process ( eX; eT ) de�ned by (3.4). Let eP� denote
the matrix obtained by deleting the row and the column corresponding to state � from the

matrix eP . The potential matrix corresponding to eP� is de�ned as
eR� =X+1

n=0
ePn�:

The following is our basic assumption in this section.

Assumption 4.1 sup
i2E

eP k� (i; E) = sup
i2E

X
j2E

eP k� (i; j) < 1 for some k � 1.
This assumption simply states that whatever the initial phase is, the system may fail

after a �nite number of successfully completed phases with a positive probability. In other

words, state � is reachable from any state i 2 E. This trivially implies that eP� is a defective
transition probability matrix.

Note that

Ei [L] = Ei
�
LIfL>T1g

�
+ Ei

�
LIfL�T1g

�
: (4.1)

By applying the law of iterated expectations,

Ei
�
LIfL>T1g

�
=

X
j2E

Z +1

0
Ei
�
LIfL>T1gjX1 = j; T1 2 ds

�
Pi fX1 = j; T1 2 dsg

=
X
j2E

Z +1

0
(s+ Ej [L]) pi (s)Q (i; j; ds) (4.2)
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=
X
j2E

Z +1

0
spi (s)Q (i; j; ds) +

X
j2E

Ej [L]

Z +1

0
pi (s)Q (i; j; ds)

=

Z +1

0
spi (s)Fi (ds) +

X
j2E

eP� (i; j)Ej [L] : (4.3)

In this derivation, (4.3) follows from (2.4) and (3.5), and (4.2) holds since using (3.4),

Pi
�
IfL>T1g = 1jX1 = j; T1 2 ds

	
=

Pi
�
IfL>T1g = 1; X1 = j; T1 2 ds

	
Pi fX1 = j; T1 2 dsg

=
eQ (i; j; ds)
Q (i; j; ds)

= pi (s) :

Suppose that the duration of the ith phase is si > 0. Then,

Pi
�
LIfL�sig � t

	
= Pi

�
LIfL�sig � tjL � si

	
Pi fL � sig

+Pi
�
LIfL�sig � tjL > si

	
Pi fL > sig

=

8<: 1 if t > si

pi (t) + 1� pi (si) if t � si

for all t > 0. This implies that

Pi
�
LIfL�sig > t

	
=

8<: 0 if t > si

pi (si)� pi (t) if t � si

and

Ei
�
LIfL�sig

�
=

Z +1

0
Pi
�
LIfL�sig > t

	
dt =

Z si

0
(pi (si)� pi (t)) dt =

Z si

0

Z si

t
pi (ds) dt

=

Z si

0

Z s

0
dtpi (ds) =

Z si

0
spi (ds) : (4.4)

Then, using (4.4),

Ei
�
LIfL�T1g

�
= Ei

�
Ei
�
LIfL�T1gjT1

��
=

Z +1

0
Ei
�
LIfL�T1gjT1 2 ds

�
Fi (ds)

=

Z +1

0
Fi (ds)

Z s

0
tpi (dt) : (4.5)

Now, (4.1), (4.3) and (4.5) lead to

Ei [L] =

Z +1

0
spi (s)Fi (ds) +

Z +1

0
Fi (ds)

Z s

0
tpi (dt) +

X
j2E

eP (i; j)Ej [L] : (4.6)
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Let f (i) = Ei [L] for every i and

h (i) =

Z +1

0
spi (s)Fi (ds) +

Z +1

0
Fi (ds)

Z s

0
tpi (dt)

=

Z +1

0

�
spi (s) +

Z s

0
pi (dt)

Z t

0
du

�
Fi (ds) (4.7)

=

Z +1

0

�
spi (s) +

Z s

0
du

Z s

u
pi (dt)

�
Fi (ds)

=

Z +1

0

�
spi (s) +

Z s

0
(pi (s)� pi (u)) du

�
Fi (ds) (4.8)

=

Z +1

0

�
s�

Z s

0
pi (u) du

�
Fi (ds) =

Z +1

0

�Z s

0
pi (u) du

�
Fi (ds)

=

Z +1

0
pi (u) du

Z +1

u
Fi (ds) =

Z +1

0
pi (u)F i (u) du (4.9)

for every i 2 E. Then, (4.6) can be written in compact form as the Poisson equation

f = h+ eP�f: (4.10)

In our analysis, we exclude the case where Ei [L] is unbounded and try to �nd a unique

bounded f satisfying (4.10). From now on, we therefore suppose that f is bounded.

If E is �nite, then the solution of (4.10) is

f =
�
I � eP���1 h = eR�h: (4.11)

Since eP� is a defective transition matrix, the matrix inverse in (4.11) exists.
If E is not �nite, then (4.10) implies

f = h+ eP�h+ eP 2�f
by replacing f on the right-hand side by h+ eP�f; and repeating this argument we get

f = h+ eP�h+ � � �+ ePn�h+ ePn+1� f

for any n � 0. Therefore, we have

f = eR�h+ lim
n!+1

ePn�f:
It is clear that f = eR�h is the unique bounded solution of (4.10) provided that lim

n!+1
ePn�f =

0; and eR�h is bounded. The following gives a reasonable condition for this to be true.
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Theorem 4.2 If h is bounded and Assumption 4.1 holds, then eR�h is bounded, and f =eR�h is the unique solution of (4.10)
Proof. Suppose eP k� (i; E) � 1� c (4.12)

for some c 2 (0; 1) and k � 1. We now show by induction that

eP kn� (i; E) � (1� c)n (4.13)

for all n 2 N. For n = 1, it is true by Assumption 4.1. Now, assume that it holds for

1; 2; � � � ; n. Then,

eP (n+1)k� (i; E) =
X
j2E

ePnk� (i; j) eP k� (j; E)
� (1� c)

X
j2E

eP kn� (i; j) = (1� c) eP kn� (i; E)

� (1� c)n+1 : (4.14)

Then,

eR� (i; E) =

+1X
n=0

ePn� (i; E) = +1X
m=0

k�1X
n=0

eP km+n� (i; E)

=
+1X
m=0

k�1X
n=0

0@X
j2E

ePn� (i; j) eP km� (j; E)

1A
�

+1X
m=0

k�1X
n=0

(1� c)m ePn� (i; E)
�

+1X
m=0

k (1� c)m = k

c
< +1: (4.15)

This also implies that lim
n!+1

ePn� (i; E) = 0 since eR� =X+1

n=0
ePn�. Moreover,

eR�h (i) =
X
j2E

eR� (i; j)h (j) � sup
j2E

h (j)
X
j2E

eR� (i; j)
= sup

j2E
h (j) eR� (i; E) < +1: (4.16)

Therefore, eR�h exists and it is bounded and, hence, it is a solution of (4.10). To prove
the uniqueness, we need to show that lim

n!+1
ePn�f = 0. But, this is trivially true since

lim
n!+1

ePn� (i; j) = 0 for all i; j 2 E and f is bounded.
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It follows from the de�nition of h in (4.9) that

h (i) =

Z +1

0
Pi fL > u; T1 > ug du

and we have the representation h (i) = Ei [min fL; T1g]. We observe that boundedness of

h depends on the mean durations of the phases and the mean lifetime of the system under

�xed phases. Suppose that

sup
i2E

m (i) = sup
i2E

Ei[T1] < +1:

Then, using (4.9),

h = sup
i2E

h (i) = sup
i2E

Z +1

0
pi (u)F i (u) du � sup

i2E

Z +1

0
F i (u) du = sup

i2E
m (i) < +1:

Following similar steps, it can be shown that

h � sup
i2E

E [LjY = i]

to obtain another bound for h.

4.1.1 An Alternative Derivation

In this section, we will give an alternative derivation for Ei
�
LIfL>T1g

�
. Suppose that the

duration of phase i is si > 0. Then,

Pi
�
LIfL>sig � t

	
= Pi

�
LIfL>sig � tjL > si

	
Pi fL > sig

+Pi
�
LIfL>sig � tjL � si

	
Pi fL � sig

=

8>>>><>>>>:
pi (si) if t � si

pi (si) +
P
j2E

Pi fL � tjX1 = j; L > sig

�Pi fX1 = jjL > sigPi fL > sig
if t > si

=

8>>>><>>>>:
pi (si) if t � si

pi (si) +
P
j2E

Pj fL � t� sig

�Pi fX1 = jjL > sigPi fL > sig
if t > si

and

Pi
�
LIfL>sig > t

	
=

8>>>><>>>>:
pi (si) if t � si

pi (si)�
P
j2E

Pj fL � t� sig

�Pi fX1 = jjL > sigPi fL > sig
if t > si

(4.17)
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for all t > 0. This implies that

Ei
�
LIfL>T1g

�
= Ei

�
Ei
�
LIfL>T1gjT1

��
=

Z +1

0
Fi (ds)Ei

�
LIfL>T1gjT1 2 ds

�
=

Z +1

0
Fi (ds)

Z +1

0
Pi
�
LIfL>T1g > tjT1 2 ds

	
=

Z +1

0
Fi (ds) pi (s)

Z s

0
dt+

Z +1

0

Z +1

s

0@pi (s)Fi (ds)�X
j2E

Fi (ds)

�Pj fL � t� sgPi fX1 = jjL > s; T1 2 dsgPi fL > sjT1 2 dsg)

=

Z +1

0
spi (s)Fi (ds) +

Z +1

0

Z +1

s
(pi (s)Fi (ds)

�
X
j2E

Pj fL � t� sg eQ (i; j; ds)
1A

=

Z +1

0
spi (s)Fi (ds) +

Z +1

0

Z +1

s
pi (s)

0@Fi (ds)�X
j2E

Q (i; j; ds)

+
X
j2E

Pj fL > t� sgQ (i; j; ds)

1A
=

Z +1

0
spi (s)Fi (ds) +

X
j2E

Ej [L]

Z +1

0
pi (s)Q (i; j; ds)

=

Z +1

0
spi (s)Fi (ds) +

X
j2E

eP� (i; j)Ej [L]
and this is the same result as in (4.3).

4.1.2 Numerical Illustration

Suppose that we have a parallel system with two identical components, which will perform

a hypothetical space mission with 4 phases. The phases of the mission and the respective

distribution functions of the durations are

� Phase 1 (Hibernation 1): Weibull distribution with �1 = 2; �1 = 1,

� Phase 2 (Hibernation 2): Weibull distribution with �2 = 5; �2 = 1,

� Phase 3 (Scienti�c Observation 1): Weibull distribution with �3 = 1; �3 = 2,

� Phase 4 (Scienti�c Observation 2): Weibull distribution with �4 = 2; �4 = 2
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where the probability density function of the duration of phase i is

fi (t) = �i�it
�i�1e��it

�i

for all t 2 R+ and i = 1; 2; 3; 4. Note that the distribution is exponential with rate �1 = 2

and �2 = 5 for phase 1 and phase 2 respectively since �1 = �2 = 1. Moreover, the mean

durations of the phases are given by

�
�1=�i
i �(1 + 1=�i)

where �(z) =
Z +1

0
tz�1e�tdt is the Gamma function. Therefore, the mean durations are

0:5000; 0:2000; 0:8862, and 0:6267 for phases 1; 2; 3, and 4 respectively. The transition prob-

ability matrix of the mission process is

P =

26666664
0 0 0:3 0:7

0:2 0 0:4 0:4

0:2 0:8 0 0

0:8 0:2 0 0

37777775 : (4.18)

We assume that component lifetimes are exponentially distributed with rates �1 = 10�2; �2 =

0; �3 = 10�1; and �4 = 0:8 in phases 1, 2, 3, and 4 respectively. In the foregoing part of

this section, these parameters will be used unless otherwise speci�ed. Moreover, in all of

the tabular representations through this section, the rows and the columns represent the

phases. These further imply that the semi-Markov kernel of the mission process is

Q(t) =

26666664
0 0 0:3

�
1� e�2t

�
0:7
�
1� e�2t

�
0:2
�
1� e�5t

�
0 0:4

�
1� e�5t

�
0:4
�
1� e�5t

�
0:2
�
1� e�t2

�
0:8
�
1� e�t2

�
0 0

0:8
�
1� e�4t2

�
0:2
�
1� e�4t2

�
0 0

37777775 (4.19)

and

p (t) =

266666664

1�
�
1� e�10�5t

�2
1

1�
�
1� e�10�3t

�2
1�

�
1� e�10�1t

�2

377777775
(4.20)
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Figure 4.1: E1[L] vs. �3 and �4 for di¤erent values of �3 and �4.

for all t 2 R+. Using (4.19), (4.20), (3.5), and (3.6), eP can be calculated as

eP =

26666666664

0 0 0:300 0:700 4:95� 10�5

0:200 0 0:400 0:400 0

0:198 0:793 0 0 0:009

0:722 0:180 0 0 0:098

0 0 0 0 1

37777777775
and then

E [L] =
h
15:3822 15:4866 16:2122 14:3132

i
(4.21)

using (4.11).

The behaviors of E1[L] vs. �3 and �4 for di¤erent values of �3 and �4 are shown in

Figure 4.1. Since the failure rates of the components in phase 4 are the highest (�4 = 0:8),

MTTF increases as the mean duration ��1=�44 �(1 + 1=�4) of phase 4 decreases. On the

other hand, MTTF �rst increases and then decreases, especially for large values of �3; as

the mean duration ��1=�33 �(1 + 1=�3) of phase 3 decreases. When the mean duration of
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Figure 4.2: E1[L] vs. �3 and �4.

phase 3 decreases, the system starts to stay in the other phases for longer time intervals. If

the system stays longer in Hibernation (phase 1 and 2), this will increase the MTTF since

the failure rates are very low in these phases. However, if the system spends more time in

Scienti�c Observation 2, this will decrease the MTTF since the failure rates are the highest

in this state. As seen from Figure 4.1, for lower values of �3 (or higher mean durations

of phase 3), the e¤ect of Hibernation phases to increase MTTF dominates the e¤ect of

Scienti�c Observation 2 to decrease MTTF. As �3 increases more (or average duration

of phase 3 decreases more), the e¤ect of Scienti�c Observation 2 becomes more dominant

resulting in the decrease of the average system lifetime. Similar graphs for E2[L], E3[L],

E4[L] have the same structure.

The behaviors of E1[L] vs. �3 and �4 are shown in Figure 4.2. As expected, average

system lifetime decreases as the failure rates of the components increase. Note that the

failure rate in phase 4 has a greater e¤ect on MTTF although the expected duration of

phase 4 is shorter. This follows from the fact that the mission process visits phase 4 more

frequently and spends more time in this phase, as it is clear from (4.18).
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4.1.3 Special Cases

4.1.3.1 Markovian Mission

Suppose that the sequence of the phases follows a Markov chain with transition matrix P

and duration of phase i is equal to a constant si. From (4.9) and (3.5), we trivially have

h (i) =

Z si

0
pi (s) ds (4.22)

and eP (i; j) = P (i; j) pi (si) : (4.23)

4.1.3.2 Deterministic Sequence of Phases

Suppose that the mission has a deterministic sequence f1; 2; � � � ; ng of phases. To �nd the

MTTF, we can de�ne an appropriate transition matrix and apply the result in Section

4.1.3.1. However, since taking the inverse of a matrix is computationally costly, we can �nd

a more explicit solution by utilizing the special structure of this case. We assume that if

the mission is completed successfully, then the system starts to perform the mission starting

from the �rst phase instantaneously. In other words, if nth phase is completed without a

failure, then the system starts to perform the �rst phase. Then, using (4.10), (4.9), (3.5),

and (3.9) for i = 1; � � � ; n� 1, we get

Ei [L] =

Z +1

0
pi (u)F i (u) du+ Ei+1 [L]Pi fL > T1g (4.24)

and

En [L] =

Z +1

0
pn (u)Fn (u) du+ E1 [L]Pn fL > T1g : (4.25)

Now, (4.24) and (4.25) can be solved to �nd the explicit solution

E1 [L] =

 
1�

nY
i=1

Pi fL > T1g
!�10@h (1) + nX

i=2

i�1Y
j=1

h (i)Pj fL > T1g

1A (4.26)

where

h (i) =

Z +1

0
pi (t)F i (t) dt: (4.27)

If the phase durations fs1; s2; � � � ; sng are also deterministic, (4.24)-(4.27) reduce to

Ei [L] =

Z si

0
pi (s) ds+ pi (si)Ei+1 [L] (4.28)
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and

En [L] =

Z sn

0
pn (s) ds+ pn (sn)E1 [L] (4.29)

E1 [L] =

 
1�

nY
i=1

pi (si)

!�10@h (1) + nX
i=2

i�1Y
j=1

h (i) pj (sj)

1A (4.30)

and

h (i) =

Z si

0
pi (s) ds: (4.31)

Example 4.3 Suppose that we have a series system with 2 components that will perform

a mission with two phases so that n = m = 2. Suppose that s1 = 5 and s2 = 10, and

that component k has an exponentially distributed lifetime in phase i with parameter �i (k) :

Then,

pi (si) = e�si(�i(1)+�i(2)) = e�si�i

and, hence,

h (i) =
1� e�si�i

�i
:

Therefore,

E1 [L] =
�
1� e�s1�1�s2�2

��10@1� e�s1�1
�1

+

�
1� e�s2�2

�
e�s1�1

�2

1A :

4.2 Models with No Repair

In this section, there is no repair so that all components age or deteriorate in time without

system or component replacement after the completion of each phase. We suppose that

the components age according to the intrinsic aging model of Ç¬nlar and Özekici [17]. For

details of the model and related notation, see Section 2.3.

The main purpose of this section is to characterize the MTTF Eia [L] for every i 2 E

and a 2 F . We will use the equality

Eia [L] = Eia
�
LIfL>T1g

�
+ Eia

�
LIfL�T1g

�
(4.32)
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to compute the MTTF. By conditioning and using (3.82), and (3.83),

Eia
�
LIfL>T1g

�
=

X
j2E

Z
F

Z +1

0
Eia

�
LIfL>T1gjX1 = j; AT1 2 db; T1 2 ds

�
�Pia fX1 = j; AT1 2 db; T1 2 dsg (4.33)

=
X
j2E

Z
F

Z +1

0
(s+ Ejb [L])Q (i; j; ds) pia (s; db)

=
X
j2E

Z
F

Z +1

0
s eQ (i; a; j; db; ds) +X

j2E

Z
F
eP (i; a; j; db)Ejb [L] :(4.34)

Suppose that the duration of phase i is a constant si > 0. Then,

Pia
�
LIfL�sig � t

	
= Pia

�
LIfL�sig � tjL � si

	
Pia fL � sig

+Pia
�
LIfL�sig � tjL > si

	
Pia fL > sig (4.35)

=

8<: 1 if t > si

Pia fL � tg+ Pia fL > sig if t � si

=

8<: 1 if t > si

via (t) + via (si) if t � si

=

8<: 1 if t > si

via (t) + 1� via (si) if t � si
(4.36)

and

Pia
�
LIfL�sig > t

	
=

8<: 0 if t > si

via (si)� via (t) if t � si

for all t > 0. This implies that

Eia
�
LIfL�sig

�
=

Z si

0
(via (si)� via (t)) dt =

Z si

0

Z si

t
via (ds) dt

=

Z si

0

Z s

0
dtvia (ds) =

Z si

0
svia (ds)

and, hence,

Eia
�
LIfL�T1g

�
= Eia

�
Eia

�
LIfL�T1gjT1

��
=

Z +1

0
Fi (ds)

Z s

0
tvia (dt) : (4.37)

Then, combining (4.34) with (4.37) and using (4.32), we have

Eia [L] = h (i; a) +
X
j2E

Z
F
eP (i; a; j; db)Ejb [L] (4.38)
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where

h (i; a) =
X
j2E

Z
F

Z +1

0
s eQ (i; a; j; db; ds) + Z +1

0
Fi (ds)

Z s

0
tvia (dt)

=
X
j2E

Z
F

Z +1

0
sQ (i; j; ds) pia (s; db) +

Z +1

0
Fi (ds)

Z s

0
tvia (dt)

=

Z +1

0
sFi (ds) via (s) +

Z +1

0
Fi (ds)

Z s

0
tvia (dt)

=

Z +1

0

�
svia (s) +

Z s

0
tvia (dt)

�
Fi (ds) (4.39)

=

Z +1

0

�
s� svia (s) + svia (s)�

Z s

0
via (t) dt

�
Fi (ds) (4.40)

=

Z +1

0
via (t)F i (t) dt (4.41)

for all (i; a) 2 E �F . By letting f (i; a) = Eia [L], we obtain

f = h+ eP�f (4.42)

where eP� is the transition kernel obtained by deleting the row and column corresponding
to the state � from eP de�ned by (3.83) so that

eP�f (i; a) =X
j2E

Z
F
eP (i; a; j; db) f (j; b) =X

j2E

Z
F
eP� (i; a; j; db) f (j; b) :

It is known that eP is a transition kernel of a Markov chain with a general state space and,

hence, (4.42) de�nes a Poisson equation. We will solve (4.42) under the assumption that

the function f is bounded to make the analysis tractable. It is clear that if f is in�nite

at some point, then the expected lifetime of the system is in�nite trivially. Moreover, the

following lemma shows that this is not a very restrictive assumption.

Lemma 4.4 If there exists � > 0 such that

hk (i; a; s) � a+ �s

for every component k 2 S, i 2 E; a 2 R+; and s > 0, then f is bounded.

Proof. It is clear that f � 0 since L � 0. To �nd an upper bound, choose arbitrary i; a;

s; and k. If the initial intrinsic age of the component k is a, then As (k) � a + �s given

that the component and the system work until time s. Then,

Pia fL (k) > sg = Pia

nbL (k) > Ak (s)
o
� Pia

nbL (k) > a+ �s
o
= e��s
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where the last equality follows from the facts that A0 (k) = a 2 R+ implies that bL (k) > a,

and bL (k) is exponentially distributed with rate 1. Using this result, we get
Eia [L (k)] =

Z +1

0
Pia fL (k) > sg ds �

Z +1

0
e��sds =

1

�
:

It is clear that

f (i; a) = Eia [L] � Eia

�
max
k
L (k)

�
�
X
k

Eia [L (k)] �
m

�
:

The assumption of Lemma 4.4 simply requires that the aging rate of a component is

bounded below by a strictly positive constant �. In other words, every working component

deteriorates at a strictly positive rate during all phases. If each component works during

every phase, this is a very reasonable assumption. We also remark that if supi;aEia [L (k)] <

+1, then Eia [L] is bounded trivially.

The boundedness of f for a semi-Markov mission with a coherent structure function can

also be veri�ed by stochastic comparison. Assume that we try to �nd f (i; a) = Eia
�
L1
�

where L1 represents the lifetime of the system under the no repair policy. Let Ei
�
L2
�
be

the MTTF for the same system under the maximal repair policy. Consider Pi0
�
L2 (k) > t

	
and Pia

�
L1 (k) > t

	
for some k 2 S, t > 0 where L1 (k) and L2 (k) are the lifetimes of

component k under the no repair and the maximal repair policies respectively. Suppose

that rk (i; a) is increasing in a for every k and i. This implies that failure probability of

each component increases as the intrinsic age of the component increases. Therefore, it is

easy to see that Pia
�
L1 (k) > t

	
� Pi0

�
L1 (k) > t

	
for all a � 0. Since all components are

replaced with brand new ones in the maximal repair policy after completing a phase, and

the intrinsic age of a brand new component is 0; A1t (k) � A2t (k) for all t � 0 where A1t (k)

and A2t (k) are the intrinsic ages of component k at time t under the no repair policy and

under the maximal repair policy respectively with A10 (k) = A20 (k) = 0. Therefore,

Pia
�
L1 (k) > t

	
� Pi0

�
L1 (k) > t

	
= Pi0

nbL (k) > A1t (k)
o

� Pi0

nbL (k) > A2t (k)
o
= Pi0

�
L2 (k) > t

	
:

In the maximal repair policy, the reliability of each component is higher and

Pia
�
L1 > t

	
� Pi0

�
L2 > t

	
= Pi

�
L2 > t

	
(4.43)
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since the structure of the system is coherent. Therefore,

f (i; a) = Eia
�
L1
�
� Ei

�
L2
�
:

Thus, we can conclude that if the MTTF under the maximal repair policy is bounded, then

MTTF under the no repair policy is also bounded provided that the system structure is

coherent and the component lifetimes have increasing intrinsic aging rates.

In the foregoing analysis, it is always assumed that f is bounded. Now, if we take

f = eR�h = +1P
k=0

eP k�h, then
f = h+ eP� � eR�h� = h+

� eP� eR��h = h+ ( eR� � I)h = eR�h
and f = eR�h is a solution of (4.42) if eR�h exists. If there is another solution of (4.42), it
has the form

f = g + eR�h (4.44)

where

g = lim
n!+1

ePn�f
provided that eR�h exists by Riesz decomposition theorem in Revuz [61]. Therefore, if

lim
n!+1

ePn�f = 0, then (4.42) has the unique solution f = eR�h. The following result shows
that this is indeed true under reasonable assumptions.

Theorem 4.5 If sup
(i;a)2E�F

eP k (i; a;E;F) < 1 for some k 2 N and h is bounded, then eR�h
is the unique solution of (4.42).

Proof. Let eP k (i; a;E;F) � 1� c (4.45)

for some c 2 (0; 1). We now show by induction that

eP kn� (i; a;E;F) � (1� c)n (4.46)

for all n 2 N. For n = 1, it is true by the hypothesis. Now, assume that it holds for
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1; 2; � � � ; n. Then,

eP (n+1)k� (i; a;E;F) =
X
j2E

Z
F
ePnk� (i; a; j; db) eP k� (j; b;E;F)

� (1� c)
X
j2E

Z
F
eP kn� (i; a; j; db)

= (1� c) eP kn� (i; a;E;F)

� (1� c)n+1 : (4.47)

Then,

eR� (i; a;E;F) =

+1X
n=0

ePn� (i; a;E;F) = +1X
m=0

k�1X
n=0

eP km+n� (i; a;E;F)

=
+1X
m=0

k�1X
n=0

0@X
j2E

Z
F
ePn� (i; a; j; db) eP km� (j; b;E;F)

1A
�

+1X
m=0

k�1X
n=0

(1� c)m ePn� (i; a;E;F)
�

+1X
m=0

k (1� c)m = k

c
< +1: (4.48)

This also implies that lim
n!+1

ePn� (i; a;E;F) = 0. Moreover,
eR�h (i; a) =

X
j2E

Z
F
eR� (i; a; j; db)h (j; b) � sup

(j;b)2E�F
fh (j; b)g

X
j2E

Z
F
eR� (i; a; j; db)

= sup
(j;b)2E�F

fh (j; b)g eR� (i; a;E;F) < +1: (4.49)

Therefore, eR�h exists and, hence, it is a solution of (4.42). To prove the uniqueness, it
su¢ ces to show that lim

n!+1
ePn�f = 0. Note that��� ePn�f (i; a)��� �

X
j2E

Z
F
ePn� (i; a; j; db) jf (j; b)j � sup

(j;b)2E�F
fjf (j; b)jg

X
j2E

Z
F
ePn� (i; a; j; db)

= sup
(j;b)2E�F

fjf (j; b)jg ePn� (i; a;E;F) (4.50)

and lim
n!+1

ePn�f = 0.
It is clear that the boundedness of h is signi�cant for the existence of a unique solution

to (4.42). This is a quite reasonable assumption since it is true, for example, if

sup
i2E

m (i) < +1 (4.51)
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or

sup
(i;a)2E�F

Z +1

0
via (s) ds < +1 (4.52)

by (4.41). This follows by noting that

h (i; a) =

Z +1

0
Pia fL > u; T1 > ug du = Eia [min fL; T1g] : (4.53)

In Theorem 4.5, we do not put any restriction on the age processes of the components

or on the structure of the system, but we require that

sup
(i;a)2E�F

eP k (i; a;E;F) < 1 (4.54)

for some k 2 N. If component lifetimes have increasing intrinsic aging rates and the structure

of the system is coherent, this condition will reduce to a simpler one. We prove that eR�h
is the unique solution under a more easily veri�able condition which simply states that

the system may fail during each phase with a strictly positive probability and that these

probabilities do not go to 0.

Theorem 4.6 Suppose that the system is coherent, rk (i; a) is increasing in a for all k 2 S

and i 2 E, and h is bounded. If

sup
i2E

Z +1

0
Fi (ds) vi0 (s) = sup

i2E
Pi0 fL > T1g < 1 (4.55)

or

inf
i2E

Pi0 fL � T1g = inf
i2E

Z +1

0
Fi (ds) vi0 (s) > 0 (4.56)

then eR�h is the unique solution of (4.42).
Proof. The equivalence of (4.55) and (4.56) is trivial. Then, clearly,

dhk (i; a; s)

da
=
rk
�
i;Hk

�
i;H�1

k (i; a) + s
��

rk (i; a)
=
rk
�
i;Hk

�
i;H�1

k (i; a) + s
��

rk
�
i;Hk

�
i;H�1

k (i; a)
�� � 1 (4.57)

if component k and the system are in working condition since rk is always positive and

increasing. Therefore, hk (i; a; s) and hk (i; a; s)� a are both increasing in a.

We �rst show that vib (s) � via (s) for all a � b; s 2 R+; and i 2 E. Choose any a; b 2 F

such that b (j) = a (j) for every j 6= k for some k. De�ne

Bk = fc 2 F ; c (k) < +1g (4.58)
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so that its complement is

Bk = fc 2 F ; c (k) = +1g : (4.59)

Moreover, let

B0k = fc 2 F ; c (k) = 0g : (4.60)

Clearly, B0k � Bk since component k is brand new in B0k. It is easy to see that if c 2 Bk

with  i (c) = 1; then for any c
� 2 Bk with c� (j) = c (j) for every j 6= k;  i (c

�) = 1 since

the system is coherent. This implies thatZ
B0k

 i (c)
Y
j 6=k

pjia(j)(s; dc(j)) �
Z
Bk

 i (c)
Y
j 6=k

pjia(j)(s; dc(j)): (4.61)

It is clear that vib (s)� via (s) = 0 if a (k) = b (k) : Consider �rst the case a (k) < b (k) <

+1. Note that on Bk; pkia(k)(s; dc(k)) = exp (� (hk (i; a(k); s)� a(k))) if a(k) < +1 and

c(k) = hk (i; a(k); s) at time s; otherwise, it is zero: Then, using (3.79), (2.12), and (2.13),

vib (s)� via (s) =

Z
Bk

(pib (s; dc)� pia (s; dc)) +
Z
Bk

(pib (s; dc)� pia (s; dc))

=

Z
Bk

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))e
�(c(k)�b(k))Ifc(k)=hk(i;b(k);s)g

�
Z
Bk

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))e
�(c(k)�a(k))Ifc(k)=hk(i;a(k);s)g

+

Z
Bk

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))
�
e�(hk(i;a(k);s)�a(k)) � e�(hk(i;b(k);s)�b(k))

�
=

Z
B0k

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))
�
e�(hk(i;b(k);s)�b(k)) � e�(hk(i;a(k);s)�a(k))

�
+

Z
Bk

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))
�
e�(hk(i;a(k);s)�a(k)) � e�(hk(i;b(k);s)�b(k))

�
=

�
e�(hk(i;b(k);s)�b(k)) � e�(hk(i;a(k);s)�a(k))

�
�

0@Z
B0k

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))�
Z
Bk

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))

1A
� 0 (4.62)

where the last inequality follows from the fact that hk (i; a; s) � a is increasing in a. Note

also that the third equality holds since  i (c) =  i (c
�) whenever c (j) = c� (j) for every

j 6= k and c (k) ; c� (k) < +1.
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Now, suppose that a (k) < b (k) = +1. Then,

vib (s)� via (s) =

Z
Bk

(pib (s; dc)� pia (s; dc))�
Z
Bk

pia (s; dc)

=

Z
Bk

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))
�
e�(hk(i;a(k);s)�a(k))

�
�
Z
B0k

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))
�
e�(hk(i;a(k);s)�a(k))

�

=
�
e�(hk(i;a(k);s)�a(k))

�0@Z
Bk

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))

�
Z
B0k

 i (c)
Y
j 6=k

pjia(j)(s; dc(j))

1A (4.63)

� 0: (4.64)

Therefore, vib (s) � via (s) and this trivially implies that via (s) � vi0 (s) for all a 2 F .

Finally,

eP (i; a;E;F) =
X
j2E

Z
F
eP (i; a; j; db) =X

j2E

Z
F

Z +1

0

eQ (i; a; j; db; ds)
=

X
j2E

Z
F

Z +1

0
Q (i; j; ds) pia (s; db) =

X
j2E

Z +1

0
Q (i; j; ds) via (s)

�
X
j2E

Z +1

0
Q (i; j; ds) vi0 (s) =

Z +1

0
Fi (ds) vi0 (s) (4.65)

and

sup
(i;a)2E�F

eP (i; a;E;F) < 1: (4.66)

Therefore, eR�h is the unique solution of (4.42) by Theorem 4.5.
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Chapter 5

AVAILABILITY ANALYSIS

In this chapter, we will analyze the system availability of mission-based systems with

semi-Markov mission, which is de�ned as

A = lim
t!+1

P fsystem is in working condition at rime tg :

It will be characterized by de�ning a new Markov renewal process, which now includes

repair action on the mission process, and applying some limiting results for the solutions of

Markov renewal equations. We also propose some su¢ cient conditions for the existence of

the limit.

5.1 Models with Maximal Repair

In this section, there is maximal repair so that the whole system is overhauled at the

completion of each phase of the mission such that it becomes good as new before the next

phase starts. Therefore, there are two types of repairs. The �rst type of repair is preventive

and it is done at the successful completion of a phase without system failure and requires

the preventive replacement of all components with brand new ones. The second type of

repair follows system failure and the whole system is replaced by a brand new one. In

this study, we assume that the duration of the �rst type of repair is negligible and that

the duration of the second type of repair has a general distribution with some probability

distribution function G� that has a �nite mean m (�). Throughout the remainder of this

section, repair activity is referred to as the second type or failure repair. We also assume

that the �rst phase which will be performed initially and after each repair following system

failure is determined according to some initial distribution � on E.

In order to analyze the availability under the maximal repair policy, we de�ne a new

Markov renewal process ( bX; bT ); which includes the repair action on the mission process.
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We obtain ( bX; bT ) through its minimal semi-Markov process bY de�ned through

bYt =
8<: Yt if the system is functioning at time t

� if the system is being repaired at time t

where � denotes that the system is under repair. This also implies that

bTn =
8<: 0 if n = 0

inf
n
t > bTn�1; bYt 6= bYbTn�1o if n � 1

and bXn = bYbTn for n � 0. It is clear that bY follows the mission process until system failure.

Then, it jumps to � and stays there during repair for a random amount of time with

distribution G�. After the repair, it again starts to follow the mission process with the

initial distribution �. Therefore, availability can be de�ned as

A = lim
t!+1

Pi

nbYt 6= �o = 1� lim
t!+1

Pi

nbYt = �o : (5.1)

The semi-Markov kernel of ( bX; bT ) is
bQ (i; j; ds) =

8>>><>>>:
Q (i; j; ds) pi (s) if i; j 2 E

F i (s) pi (ds) if i 2 E; j = �

G� (ds)� (j) if i = �; j 2 E

(5.2)

for all i; j 2 eE. The transition matrix of the Markov chain bX is

bP (i; j) =
8>>>>><>>>>>:

Z +1

0
Q (i; j; ds) pi (s) if i; j 2 EZ +1

0
F i (s) pi (ds) if i 2 E; j = �

� (j) if i = �; j 2 E

(5.3)

and the Markov renewal function of ( bX; bT ) is
bR (i; j; s) =X+1

n=0
bQn (i; j; s) .

We let bm (i) = Ei[ bT1] denote the mean sojourn time of phase i for the process ( bX; bT ).
It is clear that bm (�) = m (�) and

bm (i) = Ei [min fT1; Lg] =
Z +1

0
Pi fT1 > s;L > sg ds =

Z +1

0
F i (s) pi (s) ds

=

Z +1

0
F i (s) ds�

Z +1

0
F i (s) pi (s) ds = m (i)�

Z +1

0
F i (s) pi (s) ds (5.4)
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for all i 2 E.

It is known that bX should be irreducible and recurrent with a positive invariant measure

for the existence of the limit in (5.1). Therefore, we need to put some additional assumptions

on the model to guarantee these conditions. Throughout the remainder of this section, we

let

f (i) = Pi

n bX1 = �o = bP (i;�) = Z +1

0
F i (s) pi (ds)

denote the probability that the system will fail during phase i 2 E. We also let bP� be the
matrix obtained by deleting the row and the column corresponding to state � from the

matrix bP . The potential matrix corresponding to bP� is de�ned as
bR� =X+1

n=0
bPn�:

Assumption 5.1 X is irreducible.

Assumption 5.2 For every i 2 E;

0 < sup
j2E

inf fs 2 R+;G (i; j; s) > 0g < sup fs 2 R+; pi (s) > 0g : (5.5)

Assumption 5.3 sup
i2E

f (i) = sup
i2E

bP (i;�) > 0.
Assumption 5.4 �T bR�f = 1.
Assumption 5.2 simply states that the system is capable of completing every phase with

a positive probability, i.e., for any t that satis�es 0 < supj2E inf fs 2 R+;G (i; j; s) > 0g <

t < sup fs 2 R+; pi (s) > 0g, we have G (i; j; t) pi (t) > 0 for all j 2 E. This implies that

Pi fL > T1jX1 = jg =

Z +1

0
Pi fL > T1jT1 2 ds;X1 = jgPi fT1 2 dsjX1 = jg

=

Z +1

0
pi (s)G (i; j; ds) �

Z t

0
pi (s)G (i; j; ds)

� pi (t)G (i; j; t) > 0

where the last inequality follows from the fact that pi is nonincreasing. This implies that

Pi fL > T1g > 0 for all i 2 E. Assumption 5.3 states that bP (i;�) = PifL � T1g > 0 for

some i 2 E and, hence, eliminates the unrealistic case where the system can not fail during

any phase. Clearly, these assumptions are very reasonable in real life applications. We will
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later show that Assumption 5.4 guarantees the recurrence of �. If it is not, it is transient

and, hence, the availability will be 1 trivially. Moreover, even though Assumption 5.4 looks

quite strict, it can be easily veri�ed when E is �nite. For instance, suppose that I � bP� is
invertible so that the potential matrix is

bR� = �I � bP���1 :
It is clear that f(i) = bP (i;�) satis�es

f =
�
I � bP��1:

These imply that

�T bR�f = �T
�
I � bP���1 f = �T1 = 1:

However, if E is countably in�nite, the computational issues related to the potential matrixbR� may be di¢ cult to deal with.
Proposition 5.5 Suppose that Assumptions 5.1-5.3 hold. Then, bX is irreducible.

Proof. Choose arbitrary i0; j 2 E. Since X is irreducible, there is n 2 N such that

Pn (i; j) > 0 and we can �nd a path i0; i1; i2; � � � ; in�1; j 2 E such that

P (i0; i1)P (i1; i2) � � �P (in�1; j) > 0: (5.6)

Then, using (5.5), we can �nd ti0 ; ti1 ; ti2 ; � � � ; tin�1 such that

G (ik; ik+1; tik) pik (tik) > 0

for all k = 0; 1; � � � ; n� 1 where in = j. This result and (5.6) imply that

Q (ik; ik+1; tik) pik (tik) > 0

for all k = 0; 1; � � � ; n� 1 where in = j. Then,

bP (ik; ik+1) =

Z +1

0
Q (ik; ik+1; ds) pik (s) �

Z tik

0
Q (ik; ik+1; ds) pik (s)

�
Z tik

0
Q (ik; ik+1; ds) pik (tik) = Q (ik; ik+1; tik) pik (tik) > 0 (5.7)

for all k = 0; 1; � � � ; n�1 where in = j. The second inequality in the above derivation follows

from the fact that pi is nonincreasing. Then,

bPn (i0; j) � bP (i0; i1) bP (i1; i2) � � � bP (in�1; j) > 0
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using (5.7) so that j is reachable from i0. Now, choose arbitrary i 2 E to show that � is

also reachable from i. By Assumption 5.3, we have bP (j;�) > 0 for some j 2 E. Then,

since i; j 2 E; there exists n 2 N such that bPn (i; j) > 0 and, hence, bPn+1 (i;�) > 0. Now
choose arbitrary j 2 E to show that j is reachable from �. It is known that �i > 0 for at

least one i 2 E. Therefore,

bP (�; i) = Z +1

0
G� (ds)� (i) = � (i) > 0

where G� (+1) = 1 by the initial assumption that m (�) < +1. Since i; j 2 E; there

exists n 2 N such that bPn (i; j) > 0 and, hence, bPn+1 (�; j) > 0.
If we combine Proposition 5.5 and Assumption 5.4, we obtain that bX is irreducible and

recurrent. Thus, bX has a strictly positive invariant measure bv under Assumption 5.1 -
Assumption 5.4 by Theorem 6.2.25 in Ç¬nlar [59]. This proves the �rst part of the following

theorem which gives an explicit formula for the availability.

Theorem 5.6 Suppose that Assumptions 5.1-5.4 hold. Then, bX is irreducible and recurrent

with a positive invariant measure bv. Moreover,
A = 1� bv (�)m (�)bvT bm : (5.8)

Proof. We will �rst show that

Pi fT� = kg = bP k�1� f (i) (5.9)

for all k 2 N where T� is the number of transitions until system failure (or �rst passage

time to state � by the Markov chain bX). It is clear that (5.9) holds trivially for k = 1.

Suppose that

Pi fT� = kg = bP k�1� f (i)

and consider Pi fT� = k + 1g. Then,

Pi fT� = k + 1g =
X
j2E

bP (i; j)Pj fT� = kg =
X
j2E

bP� (i; j) bP k�1� f (j)

= bP� � bP k�1� f
�
(i) = bP k�f (i) :

Therefore,

P� fT� = kg =
X
j2E

bP (�; j)Pj fT� = k � 1g =
X
j2E

� (j) bP k�2� f (j) = �T bP k�2� f
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for k � 2. This implies that

P� fT� < +1g =
+1X
k=1

P� fT� = kg =
+1X
k=2

P� fT� = kg

=
+1X
k=0

�T bP k�f = �T bR�f = 1: (5.10)

Therefore, � is recurrent by Assumption 5.4. Moreover, bX is irreducible by Proposition

5.5 and, hence, bX is irreducible and recurrent. This implies that bX has a strictly positive

invariant measure bv that satis�es bv = bv bP by Theorem 6.2.25 in Ç¬nlar [59]. Now, it is

su¢ cient to show that availability satis�es (5.8). We will use the stated results from Ç¬nlar

[59] in the remainder of the proof . Using Markov renewal theory and Proposition 10.5.4,

we can write

A = 1� lim
t!+1

P
nbYt = �o = 1� lim

t!+1

X
j2 eE

Z t

0

bR (i; j; ds) g (j; t� s)
where g (i; t) = Ifi=�gPi

nbT1 > t
o
. Since g (i; t) is monotone decreasing for each i,

bvg (0) =X
j2 eE

bv (j) g (j; 0) = bv (�) (1�G� (0)) < +1
and Z +1

0
bvg (t) dt = Z +1

0

X
j2 eE

bv (j) g (j; t) dt = bv (�)m (�) < +1
g is directly Riemann integrable with respect to bv by Proposition 10.4.15. Then, applying
Theorem 10.4.17, we get

A = 1� 1bvT bm
Z +1

0

X
j2 eE

bv (j) g (j; s) ds = 1� 1bvT bm
Z +1

0
bv (�)G� (s) ds

= 1� bv (�)m (�)bvT bm :

It is well-known that, if the state space of an irreducible Markov chain is �nite, then

it is also non-null recurrent and has a unique invariant distribution that is obtained by

normalizing the invariant measure. We therefore have the following result.

Corollary 5.7 Suppose that Assumption 5.1-5.3 hold and E is �nite. Then, bX is irre-

ducible, non-null recurrent and has a unique invariant distribution bv. Moreover, (5.8) holds.
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Proof. Using Proposition 5.5, bX is irreducible. Then, since E is �nite, bX is irreducible,

non-null recurrent and has a unique invariant distribution trivially. The proof of (5.8)

follows exactly the same steps of the proof of Theorem 5.6.

We have shown that bX is irreducible, recurrent and has an invariant measure under

Assumption 5.1-5.4. However, this invariant measure may not be normalizable if E is not

�nite. The following gives a su¢ cient condition for the existence of an invariant distribution

even if E is countably in�nite.

Proposition 5.8 Suppose that Assumption 5.1-5.4 hold. If

sup
i2E

Z +1

0
Fi (ds) pi (s) = sup

i2E
Pi fL > T1g < 1

then bX is non-null recurrent and has a unique invariant distribution.

Proof. By Theorem 5.6, bX is irreducible recurrent and it is su¢ cient to establish the

non-null property of any state. Suppose that

sup
i2E

Z +1

0
Fi (ds) pi (s) = 1� c

for some c 2 (0; 1). For any i 2 E, we can write

Ei [T�] = 1 + Ei

"
+1X
n=1

IfL>bTng
#
= 1 +

+1X
n=1

Pi

n
L > bTno = 1 + +1X

n=1

Pi fL > Tng

where the last inequality follows from the fact that all transitions before the system failure

occur at the end of the phases, and

Ei [T�] = 1 +
+1X
n=1

bPn� (i; E)
by using (3.16). We will show that bPn� (i; E) � (1� c)n. If n = 1, then

bP� (i; E) =X
j2E

bP� (i; j) =X
j2E

Z +1

0
pi (s)Q (i; j; ds) =

Z +1

0
pi (s)Fi (ds) � 1� c.

Suppose that bPn� (i; E) � (1� c)n holds and consider bPn+1� (i; E). Then,

bPn+1� (i; E) =
X
j2E

bP� (i; j) bPn� (j; E) � (1� c)nX
j2E

bP� (i; j) = (1� c)n bP� (i; E) � (1� c)n+1 .
Thus,

Ei [T�] � 1 +
+1X
n=1

(1� c)n = 1

c
< +1:
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Note that the right-hand side is independent of i and it is clear that

E� [T�] = 1 +
X
i2E

� (i)Ei [T�] � 1 +
1

c
< +1:

Therefore, � is non-null recurrent. Moreover, bX is irreducible by Theorem 5.6, and bX
is non-null recurrent trivially. The existence of the unique invariant distribution follows

immediately.

Suppose that a more strict version of Assumption 5.3

inf
i2E

Pi fL � T1g > 0 (5.11)

holds. This implies that

sup
i2E

Pi fL > T1g = 1� inf
i2E

Pi fL � T1g < 1:

Therefore, Assumptions 5.1 - 5.2, Assumption 5.4 and (5.11) imply the non-null recurrence

of bX by Proposition 5.8.

As a special case, suppose that Assumptions 5.1-5.2 hold and

bP (i;�) = Z +1

0
F i (s) pi (ds) = q (5.12)

for all i 2 E and for some q > 0. This implies that

Pi fL � T1g =
Z +1

0
Fi (ds) pi (s) =

Z +1

0
F i (s) pi (ds) = q > 0

and Assumption 5.3 holds. Therefore, bX is irreducible by Proposition 5.5. Moreover, (5.12)

also implies that

Pi fT� = kg = (1� q)k�1 q

for all k 2 N. Then,

Pi fT� < +1g =
+1X
k=1

Pi fT� = kg =
+1X
k=1

(1� q)k�1 q = 1

and

P� fT� < +1g =
X
i2E

� (i)Pi fT� < +1g = 1

which implies that � is a recurrent state and Assumption 5.4 holds by (5.10). Furthermore,Z +1

0
Fi (ds) pi (s) = 1�

Z +1

0
Fi (ds) pi (s) = 1�

Z +1

0
F i (s) pi (ds) = 1� q < 1
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so that bX is irreducible and non-null recurrent by Proposition 5.8.

It is clear that Theorem 5.6 de�nes the availability in terms of the invariant measure bv
of bX. Let v be the invariant distribution of the process X. Then, the following result is
helpful to compute availability in terms of v provided that both X and bX have invariant

distributions v and bv respectively.
Theorem 5.9 Let v and bv be the invariant distributions of the processes X and bX respec-

tively. Then, for all i 2 E bv (i) = v (i)� � (i)

and bv (�) = �T1

where the row vector � satis�es the system of linear equations

�
I � P +B + 1�T

�T
� = BT v (5.13)

with

B (i; j) =

Z +1

0
Q (i; j; ds) pi (s) (5.14)

for all i; j 2 E.

Proof. We know that vT = vTP and bvT = bvT bP . We can rewrite bP as

bP =
24P �B B1

�T 0

35
where � is the initial distribution, and the last column and the last row correspond to the

state �. This follows by noting that

P (i; j)�B (i; j) =
Z +1

0
Q (i; j; ds)�

Z +1

0
Q (i; j; ds) pi (s) =

Z +1

0
Q (i; j; ds) pi (s) = bP (i; j)

and

B1 (i) =
X
j2E

B (i; j) =
X
j2E

Z +1

0
Q (i; j; ds) pi (s)

=

Z +1

0
Fi (ds) pi (s) =

Z +1

0
Fi (ds)

Z s

0
pi (du)

=

Z +1

0
pi (du)

Z +1

u
Fi (ds) =

Z +1

0
F i (u) pi (du) = bP (i;�)
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for all i; j 2 E. Let � (i) = v (i)� bv (i) for all i 2 E. Since bvT = bvT bP we have

h
vT � �T bv (�)i

24P �B B1

�T 0

35 = hvT � �T bv (�)i :
Then, �

vT � �T
�
(P �B) + bv (�)�T = vT � �T

and using the fact �T1=
�
vT � bvT��1 = vT1�bvT1 = 1�bvT1 = bv (�) where bv� is the vector

obtained by removing the state � from the vector bv;, we obtain
vTP � vTB � �TP + �TB +

�
�T1

�
�T = vT � �T :

Since vT = vTP , this simpli�es to

�T � �TP + �TB + �T
�
1�T

�
= vTB

and

�T
�
I � P +B + 1�T

�
= vTB

which can be rewritten as (5.13).

Corollary 5.10 Let v and bv be the invariant distributions of the processes X and bX re-

spectively. If E is �nite, then

bv (i) = �I � �I � P +B + 1�T ��T BT� v (i) (5.15)

for all i 2 E and bv (�) = vTB
�
I � P +B + 1�T

��1
1: (5.16)

Proof. It follows from (5.13) that

� =
�
I � P +B + 1�T

��T
BT v (5.17)

and bv (i) = v (i)� � (i) =
�
I �

�
I � P +B + 1�T

��T
BT
�
v (i) :

Moreover, we have bv (�) = �T1 by Theorem 5.9 and (5.16) follows from (5.17).
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5.1.1 Numerical Illustration

Consider the example of Section 4.1.2. Suppose that the repair duration is uniformly dis-

tributed on [1; 5] with m(�) = 3, and �T = [ 0:4 0:6 0 0 ]. Using (5.3),

bP =

26666666664

0 0 0:300 0:700 4:95� 10�5

0:200 0 0:400 0:400 0

0:198 0:793 0 0 0:009

0:722 0:180 0 0 0:098

0:400 0:600 0 0 0

37777777775
and this implies that

bvT = h0:2982 0:2074 0:1724 0:2917 0:0301
i
: (5.18)

Then, using (5.4), bmT =
h
0:5000 0:2000 0:8823 0:4197 3

i
:

These further imply that A = 0:8374 by using Theorem 5.6 since Assumptions 5.1-5.4 hold

for this case.

The same result can be obtained by applying Theorem 5.9. Note that

vT =
h
0:3185 0:2017 0:1762 0:3036

i
using (4.18) and

B =

26666664
0 0 1:48� 10�5 3:45� 10�5

0 0 0 0

0:0018 0:0070 0 0

0:0784 0:0196 0 0

37777775
using (5.14). These imply that

�T =
h
0:0202 �0:0058 0:0038 0:0119

i
using (5.13). Then, it is easy to see that (5.18) holds.
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Note that the time points at which the repairs are completed form a renewal process.

Then, the availability can also be obtained by using renewal arguments and (4.21) such that

A =

4X
i=1

�iEi [L]

4X
i=1

�iEi [L] +m(�)

= 0:8374:
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Figure 5.1: System availability vs. �3 and �4 for di¤erent values of �3 and �4.

The behaviors of the availability vs. �3 and �4 for di¤erent values of �3 and �4 are

shown in Figure 5.1. Since the failure rates of the components in phase 4 are the highest,

availability increases as the mean duration ��1=�44 �(1+ 1=�4) of phase 4 decreases. On the

other hand, availability �rst increases and then decreases, especially for large values of �3;

as the mean duration ��1=�33 �(1 + 1=�3) of phase 3 decreases. When the mean duration of

phase 3 decreases, the system starts to stay in the other phases for longer time intervals.

If the system stays longer in Hibernation (phases 1 and 2), this will increase the system

availability since the failure rates are very low in these phases. However, if the system spends

more time in Scienti�c Observation 2, this will decrease the system availability since the
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failure rates are the highest in this phase. As seen from Figure 5.1, for lower values of �3 (or

higher mean durations of phase 3), the e¤ect of Hibernation phases to increase availability

dominates the e¤ect of Scienti�c Observation 2 to decrease availability. As �3 increases

more (or average duration of phase 3 decreases more), the e¤ect of Scienti�c Observation 2

becomes more dominant resulting in decrease of the system availability.

The behaviors of system availability vs. �3 and �4 are shown in Figure 5.2. As expected,

system availability decreases as the failure rates of the components increase.
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Figure 5.2: System availability vs. �3 and �4.

5.2 Models with No Repair

In this section, it is assumed that the system performs the mission under the no repair

policy so that all components age or deteriorate in time without system or component

replacement after the completion of each phase. Since the lifetimes of the components are

generally distributed, ages of the components should be stored in the state space using an

appropriate model. We use the intrinsic aging model introduced by Ç¬nlar and Özekici [17]

in which the intrinsic age of a component is de�ned as its cumulative hazard. For details of

the intrinsic aging model and related notation, see Section 2.3.

We �rst need to introduce some new notation. It is clear that for a given initial intrinsic

age a 2 F with  i (a) = 1, the system can not reach all intrinsic ages which are greater
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than or equal to a. Therefore, we de�ne

Ni (a) = fb 2 F ; b is reachable from a in phase ig ;

Fi = fb 2 F ; i (b) = 0g ;

and

Si = fb 2 F ; i (b) = 1g :

Note that Si [ Fi = F for all i 2 E.

The Markov renewal process (( eX; eA); eT ) with semi-Markov kernel (3.82) perfectly rep-
resents the state of the system until the system failure denoted by the absorbing state �:

In Section 3.2, the failure state � is assumed to be absorbing because this is very useful

for reliability analysis in which only the survival of the system until failure is considered.

On the other hand, in availability analysis, repairs must be plugged into the process and,

hence, the failure states are not absorbing any more. We will therefore de�ne a new Markov

renewal process extending the de�nition of (( eX; eA); eT ). We assume that the duration of
repair has a general distribution with probability distribution function G� (i; a; �) if the sys-

tem fails during phase i with intrinsic age a and the system is as good as a brand new one

after each repair. We also assume that the system will start to perform phases according

to an initial distribution after a repair. We let � (i) denote the probability that the initial

phase after repair is i with
P
i2E � (i) = 1: Note that the process (( eX; eA); eT ) does not have

the information on what the intrinsic age of the system is when it fails. However, the repair

duration depends on the intrinsic age of the system. Therefore, the extended process should

also identify the intrinsic age of the system at the time of failure. For this purpose, we de�ne

a new Markov renewal process (( bX; bA); bT ); by extending the de�nition of (( eX; eA); eT ) with
semi-Markov kernel given in (3.32), through its minimal semi-Markov process bY a such that
i. bY a follows Y a until system failure,

ii. If the system fails during phase i at age a, bY a will stay in state (i; a) during repair
time with probability distribution function G� (i; a; �) ;

iii. After repair, bY a again starts to follow Y a with initial state (j;0) where the initial

phase j is chosen according to the initial distribution �.
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Then, the system availability can be de�ned as

A = lim
t!+1

Pia

nbY at 2 So (5.19)

where

S =
[
j2E

Sj :

The semi-Markov kernel of (( bX; bA); bT ) is

bQ (i; a; j; db; ds) =
8>>>>>><>>>>>>:

Q (i; j; ds) pia (s; db) if i; j 2 E; a 2 Si
F i (s) p

L
ia (ds; db) if i 2 E; a 2 Si; b 2 Fi \Ni (a) ; j = i

G� (i; a; ds)� (j) if i; j 2 E; a 2 Fi; b = 0

0 otherwise

(5.20)

for all i; j 2 E and a; b 2 F where pLia (s; db) = P fL � s;AL 2 dbjY = i; A0 = ag is the

probability that the system will fail before time s with intrinsic age in db given that the

initial intrinsic age of the system is a and the initial phase is i.

It is clear that pLia (s; db) heavily depends on the structure of the system. Here, we will

give an explicit form of this probability measure for CS. Consider a coherent system with

structure function �i during phase i. Suppose that the system will immediately start to

perform phase i with the initial intrinsic age a 2 F , and we want to �nd the probability

that our system will fail in ds with the �nal intrinsic age b 2 Fi \Ni (a). De�ne the binary

vector

� (a) =
�
Ifa(1)<+1g; � � � ; Ifa(m)<+1g

�
for every a 2 F ;

C0 (x) = fk;xk = 0g

for every x 2 Bm and (1k; x) = y where yk = 1 and yj = xj for every j 6= k. Since

b 2 Fi \ Ni (a), the system can fail with intrinsic age vector b; and to make this possible,

some of the components from the set C0 (� (b)) nC0 (� (a)) must fail at time s. However, if

�i ((1k; � (b))) = 0, then component k can not be the last one whose failure causes a system

failure. Therefore,

pLia (ds; db) =
X

k2FSi;a;b

U ia(k) (ds)
Y
j 6=k

pjia(j) (s; db (j))
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where

FSi;a;b = fk; k 2 C0 (� (b)) nC0 (� (a)) ; �i ((1k; � (b))) = 1g

and

U ia(k) (s) = Pia(k) fL (k) � sjT1 > sg = Pia(k)

nbL (k) � hk (i; a (k) ; s)
o
= 1�e�(hk(i;a(k);s)�a(k)):

Moreover, we trivially have

U ia(k) (ds) = hk (i; a (k) ; ds) e
�(hk(i;a(k);s)�a(k))

and Z
F
pLia (ds; db) = via (ds) :

We can �nd the transition kernel of the underlying Markov chain ( bX; bA) as

bP (i; a; j; db) =
8>>>>>><>>>>>>:

R +1
0 Q (i; j; ds) pia (s; db) if i; j 2 E; a 2 SiR +1
0 F i (s) p

L
ia (ds; db) if i 2 E; a 2 Si; b 2 Fi \Ni (a) ; j = i

� (j) if i; j 2 E; a 2 Fi; b = 0

0 otherwise.
(5.21)

In this section, the availability of semi-Markov missions under the no repair policy will

be analyzed under the following two assumptions.

Assumption 5.11 There exists �k > 0 for every component k such that

hk (i; a; t) � a+ �kt

for every i 2 E; and a; t 2 R+.

Assumption 5.12

sup
(i;a)2E�F

Z +1

0
Fi (ds) via (s) = sup

(i;a)2E�F
Pia fL > T1g < 1: (5.22)

Assumption 5.11 states that the intrinsic aging rate of each component is bounded below

by a strictly positive constant. If each component works during every phase, this is a very

reasonable assumption. Assumption 5.12 guarantees that the system may fail during any
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phase with a positive probability and these probabilities do not go to zero. Note that if the

system structure is coherent and rk (i; a) is increasing in a for every k 2 S and i 2 E, then

sup
(i;a)2E�F

Z +1

0
Fi (ds) via (s) � sup

i2E

Z +1

0
Fi (ds) vi0 (s)

since via (s) � vi0 (s) by the proof of Theorem 4.6.

Lemma 5.13 Assumption 5.11 implies that

Pia fL (k) = +1g = 0 (5.23)

for all k 2 S, i 2 E and a 2 R+.

Proof. This follows trivially from

Pia fL (k) = +1g = lim
t!+1

Pia fL (k) > tg = lim
t!+1

Pia

nbL (k) > At (k)
o

� lim
t!+1

Pia

nbL (k) > a+ �kt
o
= lim
t!+1

e��kt = 0

since At (k) � a+ �kt by Assumption 5.11 if A0 (k) = a.

Lemma 5.14 Assumption 5.12 implies that

sup
(i;a)2E�F

Eia [TF � ] < +1

where

TB = inf
n
k � 1;

� bXk; bAk� 2 Bo
and

F � = f(i; b) ; i 2 E; b 2 Fig :

Proof. Choose an arbitrary i 2 E and suppose that a 2 Si. Then,

Eia [TF � ] = 1 + Eia

"
+1X
n=1

1fbTn<Lg
#
= 1 +

+1X
n=1

Pia

n
L > bTno = 1 + +1X

n=1

Pia fL > Tng

where the last equality follows from the fact that all transitions before a failure occur at the

end of the phases. Then, using the mission reliability formula in 3.89, we have

Eia [TF � ] = 1 +
+1X
n=1

ePn (i; a;E;F) :



Chapter 5: Availability Analysis 92

Let

sup
(i;a)2E�F

Z +1

0
Fi (ds) via (s) = 1� c

for some c 2 (0; 1). Then,

eP (i; a;E;F) =
X
j2E

Z
F

eP (i; a; j; db) =X
j2E

Z
F

�Z +1

0
Q (i; j; ds) pia (s; db)

�

=

Z +1

0
Fi (ds) via (s) � 1� c: (5.24)

Now, we will show that ePn (i; a;E;F) � (1� c)n for every i; a; and n by induction on n. It
is clear from 5.24 that it holds for n = 1. Now, assume that it holds for n = k and consider

it for n = k + 1. Then,

eP k+1 (i; a;E;F) =X
j2E

Z
F

eP (i; a; j; db) eP k (j; b;E;F) � (1� c)k eP (i; a;E;F) � (1� c)k+1 :
This implies that

Eia [TF � ] = 1 +
+1X
n=1

ePn (i; a;E;F) � 1 + +1X
n=1

(1� c)n = 1

c
< +1:

Now, we will consider the case where a 2 Fi to complete the proof. Using (5.21),

Eia [TF � ] = 1 +
X
j2E

� (j)Ej0 [TF � ] � 1 +
1

c
:

Therefore,

sup
(i;a)2E�F

Eia [TF � ] �
c+ 1

c
< +1

which completes the proof.

We will now apply a limit theorem in Alsmeyer [62] to �nd the availability. The main

assumption of this theorem is that ( bX; bA) is positive Harris recurrent. It is well-known that
a Markov chain fXn;n � 0g is Harris recurrent with respect to a measure ' if

P fXn 2 A for some n � 0jX0 = xg = 1

for all x whenever ' (A) > 0. We refer the interested reader to Meyn and Tweedie [63] for

di¤erent de�nitions and characterizations of Harris recurrence. In this chapter, we will use

the relationship between petite sets and Harris recurrence. The existence of a small set is

actually su¢ cient for our purpose since each small set is also a petite set.
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De�nition 5.15 (Meyn and Tweedie [63])A set C is called a small set if there exists m > 0,

and a non-trivial measure v such that for all x 2 C and all measurable subsets A of the

state space,

Pm (x;A) � v (A)

where P is the transition kernel of the related Markov chain.

De�ne

Ai = f(i; a) ; (i; a) 2 Ag

for any A � E �F ,

S� = f(i;0) ; i 2 Eg

and

�i (A) =

8<: 1 if Ai \ S� 6= ?

0 otherwise

for any A � E �F , and i 2 E.

Lemma 5.16 Let A0; A1; � � � be a disjoint sequence in E �F . Then,

�i (A) = �i

 [
n

An

!
=
X
n

�i (An)

for every i 2 E.

Proof. It is clear that

Ai =
[
n

Ain

and Ai0; A
i
1; � � � is a disjoint sequence for every i. If Ai \ S� = ?, then Ain \ S� = ? for

every n and, hence, �i (An) = �i (A) = 0. Suppose that Ai \ S� 6= ?. Then, there exists

k such that Aik \ S� 6= ?. Since Ai0; Ai1; � � � is a disjoint sequence, Ain \ S� = ? for every

n 6= k. This implies that

�i (A) = 1 =
X
n

�i (An) = �i (Ak) = 1

and this completes the proof.

Proposition 5.17 The set F � is a petite set with respect to the probability measure  de�ned

as

 (A) =
X
j2E

� (j)�j (A)
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for any A � E �F .

Proof. We will �rst show that  is a probability measure. It is trivial that �i (?) = 0

and �i (E �F) = 1 for every j. These imply that (?) = 0 and (E �F) = 1 since � is a

distribution function on E. Choose an arbitrary disjoint sequence A0; A1; � � � in E �F and

consider

A =
[
n

An:

Then, using Lemma 5.16,

 (A) =
X
j2E

� (j)�j (A) =
X
j2E

� (j)
X
n

�j (An) =
X
n

X
j2E

� (j)�j (An) =
X
n

 (An) :

and this implies that  is a probability measure on E � F . We will now show that F � is a

small set with respect to . Choose an arbitrary subset A of E�F and an arbitrary element

(i; a) of F �. We need to show that

bP (i; a;A) = X
j;(j;0)2A

� (j) �  (A) =
X
j2E

� (j)�j (A) : (5.25)

If �j (A) = 0 for every j 2 E, then there is nothing to prove. Suppose that �j (A) = 1.

Then, Aj \ S� 6= ? and, hence, (j; 0) 2 A. This implies that (5.25) holds. Thus, F � is a

small set with respect to � and, hence, F � is a petite set since every small set is also a petite

set by Meyn and Tweedie [63].

We will utilize the following theorem to show the positive Harris recurrence of ( bX; bA).
Theorem 5.18 (Meyn and Tweedie [64])A Markov chain X is positive Harris recurrent if

and only if a petite set A exists with Px fTA < +1g = 1 for all x and sup
x2A

Ex [TA] < +1

where

TA = inf fk � 1;Xk 2 Ag :

Theorem 5.19 Suppose that Assumptions 5.11 - 5.12 hold. Then, the Markov chain ( bX; bA)
with the transition kernel (5.21) is positive Harris recurrent.

Proof. We know that F � is a petite set and sup
(i;a)2E�F

Eia [TF � ] < +1 by Lemma 5.14 and

Proposition 5.17. We need to show that

Pia fTF � < +1g = 1:
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Choose (i; a) such that a 2 Si. We know by Lemma 5.13 that

Pia fL (k) = +1g = 0: (5.26)

This implies that

Pia fL = +1g � Pia

�
max
k
L (k) = +1

�
= Pia fL (k) = +1 for some k = 1; 2; � � � ;mg

�
mX
k=1

Pia fL (k) = +1g = 0 (5.27)

where the �rst equality follows from the �niteness of the number of components and the

second inequality follows from the sub-additivity of the probability measure. It is clear that

if the system is initially in working condition, then

TF � = sup fn+ 1;Tn � Lg :

Therefore,

Pia fTF � < +1g = Pia fsup fn+ 1;Tn � Lg < +1g

= 1� Pia fsup fn+ 1;Tn � Lg = +1g

� 1� Pia fL = +1g = 1

where the inequality follows from the assumption that Tn ! +1 as n ! +1 and the last

equality follows from (5.27). If a 2 Fi, then next state is (i; b) for some b 2 F such that

b 2 Si with probability 1. Then, trivially Pia fTF � < +1g = 1 for this case too.

Theorem 5.20 Suppose that Assumptions 5.11 - 5.12 hold. Then, the Markov chain ( bX; bA)
has a unique invariant probability measure bv and system availability is

A =
1bmX
j2E

Z
Sj

bm (j; b) bv (j; db)
where bm (i; a) = Eia

h bT1i
and bm =

X
i2E

Z
F

bm (i; a) bv (i; da) :
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Proof. It is well-known that if a Markov chain is positive Harris recurrent, then it has

a �nite invariant measure which is unique up to a multiplicative constant. Then, since the

invariant measure is �nite we can de�ne a unique probability measure which is invariant

by normalization. Suppose that bv is the invariant probability measure of the Markov chain
( bX; bA). The underlying Markov chain ( bX; bA) of bY a is Harris recurrent by Theorem 5.19.

We also know that bv (S) < +1. Then, applying Corollary 1 in [62] and using (5.19), we

get

A =
1bmX
j2E

Z
Sj

bm (j; b) bv (j; db) :
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Chapter 6

MTTF AND AVAILABILITY ANALYSIS OF RELIABILITY

SYSTEMS WITH EXPONENTIAL LIFETIMES

6.1 Introduction

In this chapter, the primary objective is to analyze reliability, MTTF, and availability

of CS and RS which work under a �xed phase, i.e., the systems under consideration are

not mission-based. The lifetimes of all components and the repair times are exponentially

distributed independent of each other. The maintenance policy is such that all failed compo-

nents are replaced by brand new ones only when the whole system fails. Since the lifetimes

are exponentially distributed, the system is as good as a brand new one after replacement.

Moreover, we presume that the repair times depend on the state of the system (number and

type of working and failed components) at the time of failure.

We want to point out that this chapter came out as a by-product of a research project on

the component testing problem of mission-based systems. Component testing is done when

it is very costly or often impossible to test the whole system. Aircrafts used in space missions

or nuclear devices are typical examples where various performance measures associated with

the devices can be predicted using data on component lifetimes. The component testing

problem determines the optimal testing durations of the components at minimum cost while

attaining desired levels of the performance measures. Among them, the primary focus has

been the reliability of the system. In almost all of the literature, the components have

exponential lifetimes and one has to �nd explicit expressions for the performance measure

as a function of the unknown component failure rates. Using this explicit structure, one can

make a semi-in�nite linear programming formulation and solve it by an e¢ cient algorithm to

�nd the optimal solution. We refer the reader to Alt¬nel et al. [65] and Alt¬nel et al. [66] for

details and examples regarding the component testing problem. The algorithms used in the

solution stage use some structural properties like convexity of the performance measure as a

function of the failure rates. Our e¤ort in the present setting covers MTTF and availability
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in addition to a reliability based measure used in all of the literature. The objective is

to �nd explicit functions for these measures and identify their structural properties that

may be used in an optimization context. Another line of research in which the results in

this chapter may be useful concerns Bayesian analysis of reliability systems. In Bayesian

applications, the component failure rates are not assumed to be known; rather, they are

random variables with some prior distributions. The explicit structure of the reliability and

other functions as a function of the failure rates may be helpful in conducting posterior

analysis.

The analysis �rst focuses on the reliability and MTTF of CS where we obtain DC

representations of these measures. Then, we show that MTTF is a ratio of posynomials

(RP) for RS. Furthermore, we give explicit formulas for series connection of k-out-of-n

subsystems and RS assuming that all components in a subsystem are identical. Then, we

discuss system availability for CS and RS to derive a system of linear equations to compute

them. As special cases, we consider RS and series connection of k-out-of-n subsystems with

identical components in a subsystem. Finally, we show that availability of CS and RS are

both RP.

There is a huge amount of literature on CS. Most of these papers assume that when-

ever a component fails, it is repaired and all components are maintained separately. The

distribution of time to failure is analyzed by Barlow and Proschan [67] and Brown [68],

and formulas for interval availability, the expected number of failures and replacements in a

�xed interval are given by Baxter [69]. In our setting, we analyze a di¤erent system where

failed components wait for the failure of the system to be replaced.

Systems with k-out-of-n structure attract special attention in reliability literature be-

cause they have a very broad application area. MTTF for k-out-of-n systems is analyzed by

Angus [70], and mean operating and repair times between two successive breakdowns, sys-

tem availability and some mean �rst-passage times are studied by Iyer [71]. Moreover, Li et

al. [72] give formulas for mean time between failures, mean working time in a failure-repair

cycle and mean down time in a failure-repair cycle. In these studies, it is assumed that all

lifetimes and repair times are exponentially distributed, there are enough repairmen for all

components and replacement of a component starts immediately after failure.

A common approach to increase reliability is adding warm or cold spare components.
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Availability and mean time between failures for k-out-of-n systems with M cold standby

units that are identical to actives and di¤erent from actives are investigated by Wang and

Loman [73]. Availability, the expected up-time and the expected down-time for a k-out-

of-n system with general lifetimes and exponential repair times or vice versa are discussed

by Frostig and Levikson [74] using Markov renewal processes. The references listed above

assume that the repair of a malfunctioning component starts immediately after its failure.

A k-out-of-n system in which failed components are not repaired until system failure is

analyzed by Kouckỳ [75], and closed form reliability formula is derived for a quite general

system. Moreover, de Smidt-Destombes et al. [76] analyze the availability of a k-out-of-

n system with identical components whose maintenance starts when the number of failed

components exceeds a critical level. In this chapter, we present MTTF and availability

results for a model which extends the previous studies to series connection of k-out-of-n

subsystems. However, for the sake of a computational tractability, we assume that the

lifetimes and the repair times are exponentially distributed and independent of each other,

and maintenance is done only when the system fails.

There is also an extensive body of literature on systems with standby redundancy.

Natarajan [77] analyzes the time to failure and some limiting probabilities of a single unit

system with N � 1 spares and c repair facilities assuming that all repair times and life-

times are exponentially distributed. Reliability and availability of a single unit system with

cold standby components and general lifetimes is analyzed by Sarkar and Li [78]. Sridha-

ran and Mohanavadivu [79] obtain time dependent and steady-state availability, reliability

and MTTF numerically for a two-unit cold standby redundant system with two types of re-

pairmen. Papageorgiou and Kokolakis [80] consider a two-unit parallel system supported by

(n� 1) standbys with general and non-identical lifetimes and evaluate the system reliability

by recursive relations. A series system with standby components is analyzed by Robinson

and Neuts [81], and Prasad et al. [82] consider such a system in the spare allocation prob-

lem to maximize the system reliability using phase-type and general lifetimes respectively.

Wang et al. [32] give explicit expressions for a series system with warm standby compo-

nents assuming that all lifetimes and repair times are exponentially distributed, and that

the repair of a failed component starts immediately after its failure. A similar system with

general repair times is analyzed by Wang et al. [83], and explicit expressions for steady-state
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availability are developed for some special cases. Most of the papers on standby redundancy

assume that the failed components are repaired immediately after the failure and they con-

sider only a single standby module. Papers which investigate RS give explicit formulas for

some special cases or they only analyze the reliability of the system. In this chapter, we give

closed form expressions for the reliability and the MTTF of a series connection of a �nite

number cold standby redundant subsystems assuming that malfunctioning components wait

for the system failure to be repaired, and all lifetimes and repair times are exponentially

distributed. We also give a formula for the steady-state availability of these systems.

In Section 6.2, we present reliability and MTTF results, while availability of CS and RS

is analyzed in Section 6.3.

6.2 Reliability and MTTF Analysis

Throughout this chapter, the lifetime of component k is exponentially distributed with

parameter �k, and all component lifetimes are independent of each other. The states of the

components are given by the binary processes

Zt (k) =

8<: 1 if component k is working at time t

0 otherwise

for k 2 S and Zt = (Zt (1) ; � � � ; Zt (m)) denotes the state of the system at time t. Clearly,

Zt (k) 2 B and Zt 2 Bm:

The analyses on reliability and MTTF are done for CS and RS separately and the results

are presented in the following two sections. For any state y 2 Bm; we let C1(y) = fk; yk = 1g

denote the set of functioning components and C0(y) = fk; yk = 0g denote the set of failed

components. It is clear that C0(y) \ C1(y) = ? with C0(y) [ C1(y) = S: For any �nite set

A; we let n(A) be the cardinality of A:

6.2.1 Coherent Systems

Suppose that we have a coherent system with independent components and some structure

function � and reliability function h. Then, system reliability is

P fL > tg = P f� (Zt) = 1g = E [� (Zt)] = h(e��1t; e��2t; � � � ; e��mt): (6.1)
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Moreover, MTTF is

E [L] =

Z +1

0
E [� (Zt)] dt =

Z +1

0
h(e��1t; e��2t; � � � ; e��mt)dt: (6.2)

Let W = fy 2 Bm;�(y) = 1g � Bm and W = fy 2 Bm;�(y) = 0g � Bm denote the

set of all path and cut vectors respectively. We now analyze (6.1) and (6.2) in more detail

using the following well-known representation of the structure function that states

�(x) =
X
y2Bm

�(y)

mY
j=1

x
yj
j (1� xj)

1�yj =
X
y2W

0@ Y
i2C1(y)

xi

1A Y
j2C0(y)

(1� xj): (6.3)

Note that we can write

Y
j2C0(y)

(1� xj) =

n(C0(y))X
k=0

(�1)k
X

j1;j2;��� ;jk2C0(y)
xj1xj2 � � �xjk

=

n(C0(y))X
k=0

(�1)k
X

j1;j2;��� ;jk2C0(y)

kY
n=1

xjn (6.4)

where j1; j2; � � � ; jk 2 C0(y) denotes any combination of k distinct elements in C0(y): Here,

we use the convention that (6.4) is equal to 1 when k = 0: Putting (6.3) and (6.4) together,

we obtain

�(x) =
X
y2W

n(C0(y))X
k=0

(�1)k
X

j1;j2;��� ;jk2C0(y)

0@ Y
i2C1(y)

xi

1A kY
n=1

xjn

=
X
y2W

n(C0(y))X
k=0

(�1)k
X

j1;j2;��� ;jk2C0(y)

Y
i2C1(y)
n=1;��� ;k

xixjn (6.5)

where i 6= jn for all i 2 C1(y) and jn 2 C0(y):

Now, by combining (6.1) and (6.5), we have

P fL > tg =
X
y2W

n(C0(y))X
k=0

(�1)k
X

j1;j2;��� ;jk2C0(y)

Y
i2C1(y)
n=1;��� ;k

E [Zt(i)Zt(jn)]

=
X
y2W

n(C0(y))X
k=0

(�1)k
X

j1;j2;��� ;jk2C0(y)

Y
i2C1(y)
n=1;��� ;k

e�(�i+�jn )t

=
X
y2W

n(C0(y))X
k=0

(�1)k
X

j1;j2;��� ;jk2C0(y)
e

�

0B@P
i2C1(y)
n=1;��� ;k

(�i+�jn )

1CAt
(6.6)
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which is an explicit expression involving sums of exponential functions. Moreover,

E [L] =
X
y2W

n(C0(y))X
k=0

(�1)k
X

j1;j2;��� ;jk2C0(y)

0BBB@ X
i2C1(y)
n=1;��� ;k

(�i + �jn)

1CCCA
�1

(6.7)

using (6.2) and (6.6). Note that both reliability and MTTF are explicit functions of the

component failure rates � = (�1; �2; � � � ; �m): The structures of these functions play a

critical role in Bayesian analysis of reliability systems and optimization studies involving

these performance measures. Alt¬nel et al. [65] and Alt¬nel et al. [66] provide an example in

the context of the component testing problem. The following result clari�es their structure.

Lemma 6.1 The functions f; g : Rm+ ! R de�ned as

f (�) = e�(a1�1+���+am�m)

and

g (�) =
1

a1�1 + � � �+ am�m
are nonnegative, nonincreasing and convex functions for all a 2 Rm+ .

Proof. Non-negativity is obvious. The gradients of f and g are

@f (�)

�i
= �aif (�) � 0;

@g (�)

�i
= �aif (�)2 � 0

and f and g are both nonincreasing. The second order partial derivatives of f and g are

given by the Hessian matrices

[Hf (�)]ij = aiajf (�) ; [Hg (�)]ij = 2aiajf (�)
3 :

Take any z 2 Rm, then

zTHfz =

mX
i=1

mX
j=1

aizizjajf (�) =

 
mX
i=1

aizi

!2
f (�) � 0;

zTHgz = 2
mX
i=1

mX
j=1

aizizjajf (�)
3 = 2

 
mX
i=1

aizi

!2
f (�)3 � 0:

Therefore, Hf and Hg are both positive semide�nite and, hence, f and g are convex.

We can now conclude that both system reliability (6.6) and MTTF (6.7) can be repre-

sented as a di¤erence of two nonnegative, nonincreasing and convex functions. Moreover,
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Figure 6.1: The structure of the system analyzed in Example 6.2.

(6.6) and (6.7) provide explicit DC representations of the reliability and MTTF of CS. Note

that the two nonnegative, nonincreasing and convex functions of the DC representation are

obtained trivially by grouping the terms for even and odd values of k separately.

Example 6.2 Consider the system given in Figure 6.1. The lifetime of each component is

exponentially distributed with the given parameters.The structure function of this system is

� (x) = 1� (1� x3) (1� x1x2) = x1x2 + x3 � x1x2x3:

Then, using (6.1),

P fL > tg = e�(�1+�2)t + e��3t � e�(�1+�2+�3)t

and this implies that

E [L] =
1

�1 + �2
+
1

�3
� 1

�1 + �2 + �3
:

6.2.1.1 Series Connection of k-out-of-n Subsystems

Suppose that we have a series system of m subsystems such that at least kj out of nj

identical components must be in working condition in subsystem j to make the subsystem

function. The identical components in subsystem j fail with exponential rates �j : This

system is clearly a CS and the results presented in Section 6.2.1 hold. Moreover, due to

the special structure of this type of systems, we can derive a more explicit formulation for

reliability and MTTF. To make the system function every subsystem must work and we can
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write

P fL > tg =
mY
j=1

njX
rj=kj

�
nj
rj

��
e��jt

�rj �
1� e��jt

�nj�rj
=

n1X
r1=k1

� � �
nmX

rm=km

�
n1
r1

�
� � �
�
nm
rm

�
S (r1; � � � ; rm; t) (6.8)

where

S (r1; � � � ; rm; t) = e�(r1�1+���+rm�m)t
�
1� e��1t

�n1�r1
� � �
�
1� e��mt

�nm�rm
= e�(r1�1+���+rm�m)t

mY
z=1

nz�rzX
sz=0

�
nz � rz
sz

�
(�1)sz e�sz�zt

=
mY
z=1

nzX
sz=rz

�
nz � rz
sz � rz

�
(�1)sz�rz e�sz�zt

=

n1X
s1=r1

� � �
nmX

sm=rm

�
n1 � r1
s1 � r1

�
� � �

�
�
nm � rm
sm � rm

�
(�1)s�r e�(s1�1+���+sm�m)t (6.9)

and s = s1 + � � �+ sm, r = r1 + � � �+ rm. Thus, combining (6.8) and (6.9) and rearranging

the combinations, we have

P fL > tg =

n1X
r1=k1

� � �
nmX

rm=km

n1X
s1=r1

� � �
nmX

sm=rm

�
n1
s1

��
s1
r1

�
� � �

�
�
nm
sm

��
sm
rm

�
(�1)s�r e�(s1�1+���+sm�m)t: (6.10)

Then,

E [L] =

n1X
r1=k1

� � �
nmX

rm=km

n1X
s1=r1

� � �
nmX

sm=rm

�
n1
s1

��
s1
r1

�
� � �

�
�
nm
sm

��
sm
rm

�
(�1)s�r

�
1

s1�1 + � � �+ sm�m

�
: (6.11)

Example 6.3 Suppose that m = 2; k1 = n1 = 1; k2 = 2; n2 = 3 with failure rates �1 and

�2. Then, using (6.11),

E [L] =
1X

r1=1

3X
r2=2

1X
s1=r1

3X
s2=r2

�
1

s1

��
s1
r1

��
3

s2

��
s2
r2

�
(�1)s1+s2�r1�r2 1

s1�1 + s2�2

=
3

�1 + 2�2
� 2

�1 + 2�2
:
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Figure 6.2: Minimal cut representation of the system analyzed in Example 6.3.

The same result can be obtained by using (6.1) and (6.2). Let Z1 (t) denote the state of

the component in the �rst subsystem and Z2 (t) ; Z3 (t) ; and Z4 (t) denote the state of the

components in the second subsystem respectively. The minimal cut sets for this reliability

structure are

K1 = f1g K2 = f1; 2g K3 = f1; 3g K4 = f1; 4g

K5 = f2; 3g K6 = f2; 4g K7 = f3; 4g

and minimal cut representation of this system is given in the Figure 6.2.The structure

function of this system is

� (x) =
3Y
i=1

4Y
j=i+1

x1 (1� (1� xi) (1� xj))

= x1x2x3 + x1x2x4 + x1x3x4 � 2x1x2x3x4:

This implies that

P fL > tg = E [� (Zt)] = e�(�1+2�2)t + e�(�1+2�2)t + e�(�1+2�2)t � 2e�(�1+3�2)t

using (6.1), and

E [L] =
3

�1 + 2�2
� 2

�1 + 3�2

using (6.2).

A series connection of parallel subsystems is a special case of series connection of k-

out-of-n subsystems. To �nd the reliability and MTTF of a series connection of parallel

subsystems with identical components in each subsystem, (6.10) and (6.11) can be used

taking kj = 1 for every j.
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Figure 6.3: The structure of the system analyzed in Example 6.4.

Example 6.4 Suppose that we have a series connection of 2 parallel subsystems, as given

in Figure 6.3. There is only one component in the �rst subsystem with failure rate �1

and there are 2 components in the second subsystem with common failure rate �2 so that

m = 2; n1 = 1 and n2 = 2. Then, using (6.11),

E [L] =
1X

r1=1

2X
r2=1

1X
s1=r1

2X
s2=r2

�
1

s1

��
s1
r1

��
2

s2

��
s2
r2

�
(�1)s1+s2�r1�r2 1

s1�1 + s2�2

=
2

�1 + �2
� 1

�1 + 2�2
:

We can obtain the same result by using (6.1) and (6.2). The structure function of this

system is

� (x) = x1x2 + x1x3 � x1x2x3:

This implies that

P fL > tg = E [� (Zt)] = e�(�1+�2) + e�(�1+�2) � e�(�1+2�2)

and

E [L] =
2

�1 + �2
� 1

�1 + 2�2
:

6.2.2 Series Connection of Standby Redundant Subsystems

It is well-known that the structure of this kind of systems is not coherent. Therefore,

the results in the previous sections are not applicable. However, if we assume that all

components have exponential lifetimes and the components in a subsystem are identical,

then system reliability can be expressed explicitly. Suppose that there arem subsystems and
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Figure 6.4: The structure of the system analyzed in Example 6.5.

subsystem k consists of nk identical components with exponential failure rates �k. Then,

P fL > tg =

mY
k=1

nk�1X
rk=0

e��kt (�kt)
rk

rk!

=

n1�1X
r1=0

� � �
nm�1X
rm=0

�r11 � � ��rmm
r1! � � � rm!

e�(�1+���+�m)ttr1+���+rm (6.12)

and

E [L] =

n1�1X
r1=0

� � �
nm�1X
rm=0

�r11 � � ��rmm (r1 + � � �+ rm)!
r1! � � � rm! (�1 + � � �+ �m)r1+���+rm+1

: (6.13)

It is known that every function with continuous second order partial derivatives is DC. The

reader is referred to Horst and Thoai [84] for an overview on the structure and properties

of DC functions. Thus, reliability and MTTF of RS are DC, but �nding their DC represen-

tations is quite di¢ cult. However, we have more information on the structure of MTTF of

RS. It is clear that (6.13) is a �nite sum of a monomial over a posynomial with variables

�1; � � � ; �m. Since the product of a monomial and a posynomial is a posynomial and posyn-

omials are closed under summation and multiplication, MTTF of RS is RP. Furthermore,

in (6.13) each power is a positive integer. Since the integers are closed under summation,

we can conclude that MTTF of RS is RP with positive integer powers.

Example 6.5 Suppose that m = 2; n1 = 1; and n2 = 2 with failure rates �1 and �2 and

The structure of the system is as given in Figure 6.4.Then, using (6.13),

E [L] =

1X
r1=0

�r2r!

r! (�1 + �2)
r+1 =

1

�1 + �2
+

�2

(�1 + �2)
2 =

�1 + 2�2

(�1 + �2)
2 :
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6.3 Availability Analysis

We now suppose that the system is maintained by replacing all failed components when

the whole system fails. Availability can be determined using Markovian analysis since all

lifetimes and repair times are exponentially distributed. The states of the corresponding

Markov process will depend on the system structure and we need to �nd the limiting distri-

bution. We will demonstrate how this is done for CS and RS models. We introduce a new

notation such that

FW =
�
x 2W ; (1i; x) 2W for some i = 1; � � � ;m

	
for any x 2 Bm:

6.3.1 Coherent Systems

As stated earlier, there is no repair action unless the system fails. Repair starts when the

system fails by entering some state x 2 FW , and we assume that it takes an exponentially

distributed amount of time with some rate &x > 0. After repair all components are in

working condition. It is clear that the states of the system follow a Markov process with

state space E = W [ FW since all lifetimes and repairs are exponentially distributed. To

�nd the limiting distribution, we need to solve the system of linear equations

�1

mX
k=1

�k =
X
x2FW

�x&x

�x
X

j2C1(x)
�j =

X
j2C0(x)

�(1j ;x)�j ; x 2Wn f1g (6.14)

�x&x =
X

j2C0(x);(1j ;x)2W
�(1j ;x)�j ; x 2 FW

X
x2W

�x +
X
x2FW

�x = 1:

Then, the availability of the system is

A =
X
x2W

�x: (6.15)

Note that since &x > 0 for all x 2 FW and �k > 0 for all k 2 S, the embedded Markov

chain is irreducible with non-null recurrent states. Hence, the system of linear equations

(6.14) has a unique solution.
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System availability can also be analyzed using renewal theory since the times at which

a repaired system starts working form a renewal process. In each renewal cycle, the system

works properly for some amount of time until failure and then repair follows. Therefore, it

is clear that

A =
E [L]

E [L] + E [R]
(6.16)

where R is the repair time. The MTTF E [L] for CS and some important special cases is

analyzed in the previous section. Thus, we need to �nd E [R] to �nd availability. We know

that if the system fails at the state x 2 FW , then expected repair time is 1=&x. Therefore,

we need to �nd the distribution of the state where the system fails. For this purpose, it

su¢ ces to consider a modi�cation of the Markov process such that each state in FW is an

absorbing state. We then need to compute the probabilities that the process will eventually

be absorbed in the absorbing states in FW given that the initial state is 1. Let P be the

transition probability matrix of the embedded Markov chain associated with our Markov

process and the absorbing states in FW are represented in the last rows and columns of P .

Then, P has the form of

P =

24Q M

0 I

35 : (6.17)

Then, it is well-known that the ijth entry of the matrix (I �Q)�1M is the probability that

the chain will be eventually absorbed in the absorbing state j given that the initially state

is i. Then,

E [R] =
X
x2FW

(I �Q)�1M(1; x)(1=&x) (6.18)

since expected repair duration is 1=&x in state x 2 FW :

Example 6.6 Consider Example 6.2. We have

W = f(1; 1; 1) ; (1; 1; 0) ; (1; 0; 1) ; (0; 1; 1) ; (0; 0; 1)g

and

FW = f(0; 1; 0) ; (1; 0; 0) ; (0; 0; 0) ; g :

Moreover, since the �rst and the second components are identical, we assume that &100 =
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&010. We need to solve the following system of linear equations:

�111 (�1 + �2 + �3) = �010&100 + �100&100 + �000&000

�110 (�1 + �2) = �111�3

�101 (�1 + �3) = �111�2

�011 (�2 + �3) = �111�1

�001�3 = �101�1 + �011�2

�010&100 = �110�1 + �011�3

�100&100 = �110�2 + �101�3

�000&000 = �001�3

�111 + �110 + �101 + �011 + �001 + �010 + �100 + �000 = 1:

The solution is

�111 =
&000&100�3 (�1 + �2) (�1 + �3) (�2 + �3)

X

�110 =
&000&100�

2
3 (�1 + �3) (�2 + �3)

X

�101 =
&000&100�2�3 (�1 + �2) (�2 + �3)

X

�011 =
&000&100�1�3 (�1 + �2) (�1 + �3)

X

�001 =
&000&100�1�2 (�1 + �2) (�1 + �2 + 2�3)

X

�010 =
&000�1�

2
3 (�1 + �3) (�1 + 2�2 + �3)

X

�100 =
&000�2�

2
3 (�2 + �3) (2�1 + �2 + �3)

X

�000 =
&100�1�2�3 (�1 + �2) (�1 + �2 + 2�3)

X

where

X = &000

h
�23 (�1 + �2)

�
�21 + (�2 + �3)

2 + �1 (�2 + 2�3)
�
+ &100 (�1 + �3) (�2 + �3)�

(�1 + �2)
2 + �3 (�1 + �2) + �

2
3

�i
+ �1�2�3&100 (�1 + �2) (�1 + �2 + 2�3)

and the availability becomes

A =
&100&000 (�1 + �3) (�2 + �3)

�
(�1 + �2)

2 + �3 (�1 + �2) + �
2
3

�
X

: (6.19)
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For this case, we also have

P =

266666666666666666664

0 �3
�1+�2+�3

�2
�1+�2+�3

�1
�1+�2+�3

0 0 0 0

0 0 0 0 0 �1
�1+�2

�2
�1+�2

0

0 0 0 0 �1
�1+�3

0 �3
�1+�3

0

0 0 0 0 �2
�2+�3

�3
�2+�3

0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 1

377777777777777777775
and

E [L] =
1

�1 + �2
+
1

�3
� 1

�1 + �2 + �3
: (6.20)

Moreover, using (6.18),

E [R] =
1

&100

�
�1

�1 + �2
� �1�2
(�2 + �3) (�1 + �2 + �3)

�
+
1

&100

�
�2

�1 + �2
� �1�2
(�1 + �3) (�1 + �2 + �3)

�
(6.21)

+
�1�2 (�1 + �2 + 2�3)

&000 (�1 + �3) (�2 + �3) (�1 + �2 + �3)
:

Using (6.20) and (6.21), we can also obtain the result in (6.19).

We now analyze some important special cases using a di¤erent and computationally

e¢ cient modelling approach.

6.3.1.1 Series Connection of k-out-of-n Subsystems

Suppose that we now have a series system of m subsystems such that at least kj out of

nj identical components with exponential failure rates �j must be in working condition in

subsystem j to make the subsystem function. Let the state space represent the number of

available components in each subsystem such that

N = f(i1; � � � ; im) ; ij = kj � 1; � � � ; nj ; j = 1; � � � ;m where ij = kj � 1 for only one jg :

The system will start in the initial state �n = (n1; � � � ; nm) and it will be repaired whenever

it enters a state with ij = kj � 1 for some failed subsystem j. It is clear that the process



Chapter 6: MTTF and Availability Analysis of Reliability Systems with Exponential Lifetimes 112

can not enter a state with ij = kj � 1 for more that one j: Therefore, we let

Fj = fx 2 N ;xj = kj � 1 and xi � ki for every i 6= j g

be the set of all failure states involving the failure of subsystem j. The system fails whenever

it enters a state x 2 FW = [j=1;��� ;mFj and it takes an exponentially distributed amount

of time with some rate &x > 0. Now, W = NnFW is the set of all functioning states. It is

clear that states of the system follow a Markov process with state space N =W [FW since

all lifetimes and repair durations are exponentially distributed and the limiting distribution

can be found by solving the system of linear equations

��n

mX
i=1

ni�i =
X
x2FW

�x&x

�x

mX
i=1

xi�i =
X
j2O(x)

�(1+j ;x)
(1 + xj)�j ; x 2Wnf�ng (6.22)

�x&x = �(1+j ;x)
kj�j ; x 2 Fj ; j = 1; � � � ;mX

x2W
�x +

X
x2FW

�x = 1

where

O (x) = fj;xj < njg

and �
1+j ; x

�
= (x1; � � � ; xj�1; xj + 1; xj+1; � � � ; xm)

for x 2 N: System availability is given by (6.15). Note that the embedded Markov chain is

irreducible with non-null recurrent states, and the system of linear equations (6.22) has a

unique solution.

A series connection of redundant subsystems is a special case of series connection of k-

out-of-n subsystems. To �nd the availability of a series connection of redundant subsystem

with identical components in each subsystem, it su¢ ces to take kj = 1 for every j.

Example 6.7 Consider Example 6.3. We will �rst analyze this example by using the results

for CS. For this case, we have

W = f(1; 1; 1; 1) ; (1; 1; 1; 0) ; (1; 1; 0; 1) ; (1; 0; 1; 1)g
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and

FW = f(0; 1; 1; 1) ; (0; 1; 1; 0) ; (1; 1; 0; 0) ; (1; 0; 1; 0) ; (0; 1; 0; 1) ; (1; 0; 0; 1) ; (0; 0; 1; 1)g :

Moreover, since all components in the second subsystem are identical, we can assume that

&0110 = &0101 = &0011 and &1100 = &1010 = &1001. We need to solve the following system of

linear equations:

�1111 (�1 + 3�2) = &0111�0111 + &0110 (�0110 + �0101 + �0011) + &1100 (�1100 + �1010 + �1001)

�1110 (�1 + 2�2) = �2�1111

�1101 (�1 + 2�2) = �2�1111

�1011 (�1 + 2�2) = �2�1111

�0111&0111 = �1�1111

�0110&0110 = �1�1110

�1100&1100 = �2�1101 + �2�1110

�1010&1100 = �2�1110 + �2�1011

�0101&0110 = �1�1101

�1001&1100 = �2�1101 + �2�1011

�0011&0110 = �1�1011

1 =
X

x2W[FW

�x:

The solution is

�1111 =
&0111&0110&1100 (�1 + 2�2)

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�1110 =

&0111&0110&1100�2

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�1101 =

&0111&0110&1100�2

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�1011 =

&0111&0110&1100�2

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�0111 =

�1&0110&1100 (�1 + 2�2)

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�0110 =

�1�2&0111&1100

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��



Chapter 6: MTTF and Availability Analysis of Reliability Systems with Exponential Lifetimes 114

�1100 =
2�22&0111&0110

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�1010 =

2�22&0111&0110

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�0101 =

�1�2&0111&1100

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�1001 =

2�22&0111&0110

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
�0011 =

�1�2&0111&1100

6�22&0111&0110 + &1100
�
3�1�2&0111 + &0110

�
�21 + 5�2&0111 + �1 (2�2 + &0111)

��
and

A =
&0111&0110&1100 (�1 + 5�2)

X
(6.23)

where

X = �21&0110&1100 + �1&0110&1100&0111 + �1�2 (2&0110&1100 + 3&1100&0111)

+5�2&0110&1100&0111 + 6�
2
2&0110&0111:

Using (6.16), we can obtain the same result. For this case, we have

P =

266666666666666666666666666664

0 �2
�1+3�2

�2
�1+3�2

�2
�1+3�2

�1
�1+3�2

0 0 0 0 0 0

0 0 0 0 0 �1
�1+2�2

�2
�1+2�2

�2
�1+2�2

0 0 0

0 0 0 0 0 0 �2
�1+2�2

0 �1
�1+2�2

�2
�1+2�2

0

0 0 0 0 0 0 0 �2
�1+2�2

0 �2
�1+2�2

�1
�1+2�2

0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 1

377777777777777777777777777775
E [L] =

3

�1 + 2�2
� 2

�1 + 3�2

and

E [R] =
�1

&0111 (�1 + 3�2)
+ 6

�22
&1100

�
�21 + 5�1�2 + 6�

2
2

� + 3�1 �2

&0110
�
�21 + 5�1�2 + 6�

2
2

� :
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These imply that

A =
&0111&0110&1100 (�1 + 5�2)

Y
(6.24)

which coincides with (6.23). The same result can be obtained by solving the system of linear

equations in (6.22). In the �rst analysis at the beginning of this example, it is assumed that

the repair of the component in the �rst subsystem is exponentially distributed with rate &0111,

the repair of two components one in the �rst subsystem and one in the second subsystem

is exponentially distributed with parameter &0110, and the repair of two components in the

second subsystem is exponentially distributed with parameter &1100. Therefore, to use (6.22),

we can assume that , &03 = &0111; &02 = &0110 and &11 = &1100. Then, the following system of

linear equations needs to be solved:

�13 (�1 + 3�2) = &03�03 + &02�02 + &11�11

�12 (�1 + 2�2) = 3�2�13

&03�03 = �1�13

&02�02 = �1�12

&11�11 = 2�2�12

�13 + �12 + �03 + �02 + �11 = 1:

The solution is

�13 =
&03&02&11 (�1 + 2�2)

6�22&03&02 + &11
�
3�1�2&03 + &02

�
�21 + 5�2&03 + �1 (2�2 + &03)

��
�12 =

3�2&03&02&11

6�22&03&02 + &11
�
3�1�2&03 + &02

�
�21 + 5�2&03 + �1 (2�2 + &03)

��
�03 =

�1 (�1 + 2�2) &02&11

6�22&03&02 + &11
�
3�1�2&03 + &02

�
�21 + 5�2&03 + �1 (2�2 + &03)

��
�02 =

3�1�2&03&11

6�22&03&02 + &11
�
3�1�2&03 + &02

�
�21 + 5�2&03 + �1 (2�2 + &03)

��
�11 =

6�22&03&02

6�22&03&02 + &11
�
3�1�2&03 + &02

�
�21 + 5�2&03 + �1 (2�2 + &03)

��
and

A =
&0111&0110&1100 (�1 + 5�2)

X

which coincides with (6.23) and (6.24).
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6.3.2 Series Connection of Standby Redundant Subsystems

Let the state space represent the number of available components in each subsystem so that

N = f(i1; � � � ; im) ; ij = 0; 1; � � � ; nj ; j = 1; � � � ;m where ij = 0 for only one jg :

The system will start processing in the initial state �n and it will be repaired whenever it

fails by entering a state with ij = 0 when subsystem j fails. It is clear that the process can

not enter a state with ij = 0 for more that one j: Therefore, we now let

Fj = fx 2 N ;xj = 0 and xi � 1 for every i 6= j g

be the set of all failure states involving the failure of subsystem j. Repair starts whenever

the system enters a state x 2 FW = [j=1;��� ;mFj and it takes an exponentially distributed

amount of time with some rate &x > 0. Once again, W = NnFW is the set of all functioning

states. It is clear that states of the system follow a Markov process with state space N =

W[FW since all lifetimes and repair durations are exponentially distributed and the limiting

distribution can be found by solving the system of linear equations

��n

mX
i=1

�i =
X
x2FW

�x&x

�x

mX
i=1

�i =
X
j2O(x)

�(1+j ;x)
�j ; x 2Wn f�ng (6.25)

�x&x = �(1+j ;x)
�j ; x 2 Fj ; j = 1; � � � ;mX

x2W
�x +

X
x2FW

�x = 1:

Once again, system availability is given by (6.15). In this case, the imbedded Markov chain

is also irreducible with non-null recurrent states and the system of linear equations (6.25)

has a unique solution.

For CS, (6.16) and (6.18) de�ne an alternative formula for the system availability using

renewal theory. The same formulation can be used to compute the availability of RS since

we use Markovian analysis. It is su¢ cient to replace 1 by �n in (6.18).

Example 6.8 Consider Example 6.5. To �nd the limiting probabilities, the following sys-
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tem of linear equations needs to be solved:

�12 (�1 + �2) = &02�02 + &01�01 + &10�10

�11 (�1 + �2) = �2�12

&02�02 = �1�12

&01�01 = �1�11

&10�10 = �2�11

�12 + �11 + �02 + �01 + �10 = 1:

The solution is

�12 =
&02&01&10 (�1 + �2)

�22&02&01 + �1&01&10 (�1 + &02) + �2&10 (2&02&01 + �1 (&02 + &01))

�11 =
&02&01&10�2

�22&02&01 + �1&01&10 (�1 + &02) + �2&10 (2&02&01 + �1 (&02 + &01))

�02 =
&01&10�1 (�1 + �2)

�22&02&01 + �1&01&10 (�1 + &02) + �2&10 (2&02&01 + �1 (&02 + &01))

�01 =
&02&10�1�2

�22&02&01 + �1&01&10 (�1 + &02) + �2&10 (2&02&01 + �1 (&02 + &01))

�10 =
&02&01�

2
2

�22&02&01 + �1&01&10 (�1 + &02) + �2&10 (2&02&01 + �1 (&02 + &01))

and the availability of the system is

A =
&02&01&10 (�1 + 2�2)

�22&02&01 + �1&01&10 (�1 + &02) + �2&10 (2&02&01 + �1 (&02 + &01))

=
&02&01&10 (�1 + 2�2)

�21&01&10 + �1&01&10&02 + �1�2&10 (&01 + &02) + 2�2&01&10&02 + �
2
2&01&02

: (6.26)

For this example,

P =

26666666664

0 �2
�1+�2

�1
�1+�2

0 0

0 0 0 �1
�1+�2

�2
�1+�2

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

37777777775
;

E [L] =
�1 + 2�2

(�1 + �2)
2 ;

and

E [R] =
�1

&02 (�1 + �2)
+

�22

&10 (�1 + �2)
2 + �1

�2

&01 (�1 + �2)
2 :
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These imply that

A =
&02&01&10 (�1 + 2�2)

�21&01&10 + �1&01&10&02 + �1�2&10 (&01 + &02) + 2�2&01&10&02 + �
2
2&01&02

which coincides with (6.26).

6.3.3 Structure of the Availability Function

In this section, we focus on the structure of the availability function for CS and RS. In

Section 6.3.1 and 6.3.2, we obtained two systems of linear equations ((6.14) and (6.25)) to

�nd availability where one of the equations can be represented as a linear combination of

the others. Therefore, we eliminate the �rst equation in both systems and the remaining

equations can be represented in the matrix form

A� = b

where A is the coe¢ cient matrix, � is a vector representing the limiting distribution, and

b = [0; 0; � � � ; 0; 1]T is the right-hand side vector. It is clear that each entry of A is linear in

� = (�1; �2; � � � ; �m). Then, the limiting distribution satis�es

� = A�1b

where the existence of A�1 follows form the fact that (6.14) and (6.25) have unique solutions

under our assumptions. It is well-known that the ijth entry of A�1 is equal to the cofactor

of the jith entry of A divided by detA; and the cofactor of the jith entry of A is (�1)i+j

times the determinant of the submatrix obtained from A by deleting the jth row and the ith

column. To �nd the structure of the availability function, the structures of the determinant

of A and the determinant of a submatrix obtained from A is crucial. At this point, recall

the Leibniz formula for determinants

detB =
X
�2Sn

sgn (�)
nY
i=1

Bi;�(i) (6.27)

where B is an n � n square matrix, Sn is the set of all permutations of the columns, and

sgn(�) denotes the sign of the permutation �. Then, since each entry of A is linear in �, we

can conclude using (6.27) that the determinant of A and the determinant of a submatrix

obtained from A is a polynomial in �. Thus, each entry of A�1 is a ratio of two polynomials
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in � and, hence, the limiting probability for each state is a ratio of two polynomials in � due

to the special structure of b. Since availability is a �nite sum of some limiting probabilities

and polynomials are closed under multiplication and summation, availability is always a

ratio of two polynomials in �.

A polynomial�s coe¢ cients need not be positive in general. However, in the previous

numerical examples, we observe that availability is a ratio of two polynomials with positive

coe¢ cients. In other words, it is a ratio of two posynomials with positive integer powers.

This is a more special structure and we will show that this structure holds for the availability

of CS and RS.

For CS, it is clear that the number of states in the linear equation system (6.14)-(6.15)

is �nite. If the initial state is 1, then we can reach all states in W [ FW . Consider the

transition rate diagram of the Markovian state process where each state in FW is made

absorbing. Then, we have an acyclic graph since the system always deteriorates to reach a

state in FW . Therefore, we can partition all states into subsets by de�ning R(x) to be the

set of all states that are reachable from x 2 W in only one transition, and R(x) = ; for

x 2 FW : Now, let D1 = f1g and de�ne sets Dk = fx 2 R (y) ; y 2 Dk�1g recursively: Using

this approach, we de�ne a �nite sequence of sets D1; � � � ; DN for some �nite integer N until

we reach the empty set DN = ;: The sets fD1; � � � ; DNg form a disjoint partition of all

states since we will always reach a state in FW after a �nite number of steps. Now, we will

show by induction that the limiting probability of every state can be written in terms of

�1 multiplied by a coe¢ cient in the form of RP. It is clear that the only state in D1 = f1g

has that form. Suppose that every state in Dk�1 has the desired property and consider the

states in Dk. The states in Dk may be in W or FW . If x 2 Dk \W , then it follows from

(6.14) that

�x =

P
j2C0(x)

�(1j ;x)�jP
j2C1(x)

�y
(6.28)

where (1j ; x) 2 Dk�1 for j 2 C0 (x) ; and �x can be written in terms of �1 multiplied

by a coe¢ cient in the form of RP since posynomials are closed under summation and

multiplication. If x 2 Dk \ FW , then (6.14) implies

�x =

P
j2C0(x);(1j ;x)2W

�(1j ;x)�j

&x
(6.29)
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Table 6.1: Structure of reliability, MTTF, and availability functions for systems with expo-

nential component lifetimes.

MeasurenStructure CS RS

Reliability DC DC

MTTF DC RP

Availability RP RP

where (1j ; x) 2 Dk�1 for j 2 C0 (x) : Similarly, �x satis�es the desired property since

every state in Dk�1 has the RP form and posynomials are closed under summation and

multiplication.

Since the sets D1; � � � ; DN form a disjoint partition of all states, we can conclude that

the limiting probability of each state is equal to �1 times an RP coe¢ cient. Then, the

normalizing condition
P
x2W �x +

P
x2FW �x = 1 can be written as h(�)�1 = 1 where h

is some RP function. Therefore, �1 = 1=h(�) is RP and hence, �x is RP for every x since

posynomials are closed under summation and multiplication. Therefore, the availability

function (6.15) is RP. Furthermore, we also know that availability of CS can be expressed

as a ratio of polynomials. Thus, it can be concluded that availability of CS is RP with

positive integer powers.

Using the same approach, we can also conclude that the system availability of a series

connection of standby redundant subsystem is RP with positive integer powers. It su¢ ces

to replace 1 and (6.14) by �n and (6.25) respectively in the analysis. The structure of

reliability, MTTF, and availability functions for CS and RS systems are summarized in

Table 6.1. Furthermore, (6.6) and (6.7) provide explicit DC representations of reliability

and MTTF of CS.

6.4 Illustration

Suppose that we have a series connection of m = 2 k-out-of-n subsystems with k1 = n1 =

1; k2 = 2; n2 = 3; and failure rates �1 and �2 for the components in subsystems 1 and 2

respectively. The components are label as 1 (for subsystem 1), and 2, 3, 4 (for the 3 identical

components in subsystem 2). It is clear thatW = f(1; 1; 1; 1); (1; 1; 1; 0); (1; 1; 0; 1); (1; 0; 1; 1)g;
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and FW = f(0; 1; 1; 1) ; (0; 1; 1; 0) ; (0; 1; 0; 1) ; (0; 0; 1; 1) ; (1; 1; 0; 0) ; (1; 0; 1; 0) ; (1; 0; 0; 1)g : The

representation (6.5) gives

� (x) = x1x2x3 + x1x2x4 + x1x3x4 � 2x1x2x3x4

and the reliability function is

P fL > tg = E [� (Zt)] = e�(�1+2�2)t + e�(�1+2�2)t + e�(�1+2�2)t � 2e�(�1+3�2)t

using (6.6), and MTTF is

E [L] =
3

�1 + 2�2
� 2

�1 + 3�2

using (6.7). Both reliability and MTTF are explicit DC functions of �:

To compute the availability function, suppose that we arbitrarily set the repair rate at

any state x 2 FW equal to the inverse of number of components replaced without loss of

generality. Then, using the renewal theoretic approach (6.16)-(6.18),

Q =

26666664
0 �2

�1+3�2
�2

�1+3�2
�2

�1+3�2

0 0 0 0

0 0 0 0

0 0 0 0

37777775

M =

26666664

�1
�1+3�2

0 0 0 0 0 0

0 �1
�1+2�2

�2
�1+2�2

�2
�1+2�2

0 0 0

0 0 �2
�1+2�2

0 �1
�1+2�2

�2
�1+2�2

0

0 0 0 �2
�1+2�2

0 �2
�1+2�2

�1
�1+2�2

37777775

(I �Q)�1M(1; i) =

8>>><>>>:
�1

�1+3�2
i = (0; 1; 1; 1)

�1�2
�21+5�1�2+6�

2
2

i = (0; 1; 1; 0) ; (0; 1; 0; 1) ; (0; 0; 1; 1)

2�22
�21+5�1�2+6�

2
2

i = (1; 1; 0; 0) ; (1; 0; 1; 0) ; (1; 0; 0; 1)

and

&0111 = 1; &0110 = &0101 = &0011 = &1100 = &1010 = &1001 = 0:5:

Therefore,

A =
�1 + 5�2

�21 + �1 + 8�1�2 + 5�2 + 12�
2
2

which is clearly RP with positive integer powers.



Chapter 6: MTTF and Availability Analysis of Reliability Systems with Exponential Lifetimes 122

We can obtain the same result by applying the formulation in Section 6.3.1.1. In this

case,

N = f(1; 3) ; (0; 3) ; (1; 2) ; (0; 2) ; (1; 1)g

with W = f(1; 3) ; (1; 2)g ; F1 = f(0; 3) ; (0; 2)g and F2 = f(1; 1)g : Applying the formulation

in Section 6.3.1.1, we have

�13 (�1 + 3�2) = �03 + 0:5�02 + 0:5�11

�12 (�1 + 2�2) = 3�2�13

�03 = �1�13

0:5�02 = �1�12

0:5�11 = 2�2�12

�13 + �12 + �03 + �02 + �11 = 1:

The solution is

�13 = (�1 + 2�2) =
�
�21 + �1 + 8�1�2 + 5�2 + 12�

2
2

�
�12 = 3�2=

�
�21 + �1 + 8�1�2 + 5�2 + 12�

2
2

�
�03 = �1 (�1 + 2�2) =

�
�21 + �1 + 8�1�2 + 5�2 + 12�

2
2

�
�02 = 6�1�2=

�
�21 + �1 + 8�1�2 + 5�2 + 12�

2
2

�
�11 = 12�22=

�
�21 + �1 + 8�1�2 + 5�2 + 12�

2
2

�
and

A = �13 + �12 =
�1 + 5�2

�21 + �1 + 8�1�2 + 5�2 + 12�
2
2

which coincides with the renewal solution.
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Chapter 7

OPTIMAL MAINTENANCE OF SEMI-MARKOV MISSIONS

In this chapter, we consider the optimal maintenance of mission-based systems with

multiple components under the usual assumptions requiring IFR life distributions and rea-

sonable cost structures. Our results are valid for any lifetime distribution which can be

chosen arbitrarily for each component. We use the intrinsic aging model introduced by Ç¬n-

lar and Özekici [17] in which the intrinsic age of a component is de�ned as its cumulative

hazard. For details of the intrinsic aging model and related notation, see Section 2.3. Öze-

kici [85] analyzed optimal replacement and repair problems for a single unit working under

a randomly changing environment. In that study, intrinsic aging concepts are used to show

that optimal replacement policy is a control-limit policy. Moreover, some characterizations

for the optimal repair policy under di¤erent cost structures are proposed. In this chapter,

we actually extend the study of Özekici [85] to multi-component case since we de�ne the

mission process as an environmental process which is not a¤ected by the deterioration levels

of the components.

In this chapter, for any vectors x; y 2 F with x = (x(1); � � � ; x(m)) and y = (y(1); � � � ;

y(m)), the arithmetic operations xy; x + y; x � y, and x=y de�ne the vectors whose ith

entries are given by x (i) y (i) ; x (i) + y (i) ; x (i) � y (i) ; and x (i) =y (i) respectively. We

also assume that rk (i; a) is increasing in a and it is strictly positive. Finally, all costs are

discounted at some rate � > 0. For a technical reason which will be clear shortly, we further

assume that K = supi2E E
�
e��T1 jX0 = i

�
< 1.

7.1 Optimal Replacement Problem

In this section, we will analyze a quite complex maintenance problem for a mission-based

system with some structure function  i during phase i 2 E. We assume that the system

is observed only at the beginning of each phase. After an observation, a decision is made

for each component to replace or not to replace it by considering the intrinsic age vector
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of the system and then the system starts to perform a new phase. We also assume that

the duration of the replacement activity is negligible (or included in the phase durations)

and  i(a) =  i(a1; a2; � � � ; am) is nonincreasing in ak for every k. Note that if the system

structure is coherent in all phases, the former condition is satis�ed trivially.

We let Bm be the set of all replacement policies so that for any r 2 Bm; if r (k) = 1(0),

component k will (not) be replaced. If the next phase is i and the intrinsic age vector

of the system is a, then the cost of applying the replacement policy r is cm (i; a; r). The

cost of performing phase i with an initial intrinsic age a is c (i; a) which is increasing in

a and if the system fails during phase i; the failure cost fi is incurred. We assume that

supi2E;a2F c (i; a) = C < +1 and supi2E fi = f < +1.

Assumption 7.1 The maintenance cost function cm : E �F �Bm ! R+ satis�es

i. cm (i; a;0) = 0;

ii. r; s 2 Bm with r � s implies cm (i; a; r) � cm (i; a; s) ;

iii. r; s 2 Bm with rs = 0 implies that cm (i; a; r + s) � cm (i; a; r) + cm (i; a; s),

iv. cm (i; a; r) is independent of ak if rk = 0 for all k,

v. supi2E;a2F cm (i; a;1) = Cm < +1,

vi. cm (i; a; r) is increasing in ak for all k.

The conditions imposed on cm by Assumption 7.1 are quite important and interesting.

Conditions (i) and (ii) simply state that no cost is incurred if there is no replacement and

the replacement cost increases as more components are replaced. By condition (iii), if we

consider two replacement policies which do not replace the same components, the cost of

applying both policies at the same time is less than the sum of the individual costs. This is

very reasonable if there is a �xed cost associated with each replacement activity. Condition

(iv) asserts that the cost of a replacement policy is not a¤ected by the age of a component

that is not replaced. The cost of replacing older components is higher by condition (vi).

This is also reasonable since the salvage value of older components is lower.
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We let ep(i; a; s; db) = P fAs 2 dbjY = i; A0 = ag denote the probability that the age of

the system will be in db after s units of time during phase i given that the initial age of the

system is a. Using intrinsic aging concepts and the independence of the component lifetimes

during a given phase, ep(i; a; s; db) can be written explicitly as
ep (i; a; s; db) = mY

k=1

PfAs(k) 2 db (k) jY = i; A0 (k) = a (k)g =
mY
k=1

pkia(k)(s; db(k))

where pkia(k) is given by (2.13).

Our purpose is to �nd a replacement policy which minimizes the expected total dis-

counted cost. Let v (i; a) denote the minimum expected total discounted cost if the initial

phase is i, and the device is at age a. Then, v satis�es the dynamic programming equation

(DPE)

v (i; a) = min
r2Bm

fcm (i; a; r) + c (i; a (1� r)) + �v (i; a (1� r))g (7.1)

where the operator � : B! B is de�ned by

�g (i; a) =
X
j2E

Z +1

0
Q (i; j; ds) e��s

�Z
F
ep (i; a; s; db) [g (j; b) + (1�  i (b)) fi]� (7.2)

for any function g in the set B of all bounded nonnegative real-valued functions de�ned on

E �F . Note that we implicitly assume in (7.2) that if the system fails during a phase, the

failure cost is incurred at the end of the phase. Otherwise, the analysis becomes much more

complicated.

For any g 2 B, we de�ne the operator � : B! B so that

�g (i; a) = min
r2Bm

fcm (i; a; r) + c (i; a (1� r)) + �g (i; a (1� r))g (7.3)

for all i 2 E; a 2 F .

Theorem 7.2 There is a unique function v� in B which satis�es the DPE (7.1).

Proof. We will use Banach�s contraction mapping theorem. Choose two functions f; g 2 B

and suppose k�k is the usual supremum norm on B such that kgk = supi2E;a2F jg (i; a)j.

Note that

�g (i; a)��f (i; a) = min
r2Bm

fcm (i; a; r) + c (i; a (1� r)) + �g (i; a (1� r))g

�min
r2Bm

fcm (i; a; r) + c (i; a (1� r)) + �f (i; a (1� r))g :(7.4)
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Let r be the replacement policy which minimizes the second term on the right hand side of

(7.4). Then,

�g (i; a)��f (i; a) = min
r2Bm

fcm (i; a; r) + c (i; a (1� r)) + �g (i; a (1� r))g

�cm (i; a; r)� c (i; a (1� r))� �f (i; a (1� r))

� cm (i; a; r) + c (i; a (1� r)) + �g (i; a (1� r))

�cm (i; a; r)� c (i; a (1� r))� �f (i; a (1� r))

= �g (i; a (1� r))� �f (i; a (1� r))

=
X
j2E

Z +1

0
Q (i; j; ds) e��s

Z
F
ep (i; a (1� r) ; s; db) [g (j; b)� f (j; b)]

�
X
j2E

Z +1

0
Q (i; j; ds) e��s

Z
F
ep (i; a (1� r) ; s; db) kg � fk

� K kg � fk :

Similarly, it can be shown that �f (i; a) � �g (i; a) � K kg � fk for any i 2 E and a 2 F .

Thus, we have k�g ��fk � K kg � fk. Since K < 1; � is a contraction mapping on B

and it has a unique �xed point v� = �v� which is the unique solution of DPE (7.1).

Lemma 7.3 If g (i; a) is increasing in a for every i 2 E, thenZ
Bk

Y
j 6=k

pjia(j)(s; dc(j))f (i; j; c) �
Z
Bk;

c(k)=hk(i;a(k);s)

Y
j 6=k

pjia(j)(s; dc(j))f (i; j; c)

for all i 2 E; k 2 S; a 2 F , and s 2 R+ where Bk and Bk are given by (4.58) and (4.59)

respectively, and

f (i; j; c) = g (j; c) + (1�  i (c)) fi:

Proof. Choose arbitrary c 2 Bk such that c (k) = hk (i; a (k) ; s). Then, there exists c� 2

Bk such that c� (k) = +1 and c� (j) = c (j) for every j 6= k. If  i (c) = 0, then  i (c
�) = 0

since  i is nonincreasing in ck. Then, f (i; j; c) = fi+g (j; c), f (i; j; c�) = fi+g (j; c
�) and,

hence, f (i; j; c�) � f (i; j; c). Now, suppose that  i (c) = 1. Then,

f (i; j; c) = g (j; c) � g (j; c�) + (1�  i (c�)) fi = f (i; j; c�) :

Thus, for every c 2 Bk with c (k) = hk (i; a (k) ; s) ; we can �nd c� 2 Bk such that

f (i; j; c�) � f (i; j; c) and c� (j) = c (j) for every j 6= k. This completes the proof triv-

ially.
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Theorem 7.4 Let v� be the optimal return function of Theorem 7.2, then

i. 0 � v� � (Cm + C +Kf)=(1�K);

ii. v� (i; a) is increasing in a.

Proof. It su¢ ces to show that �g is increasing in a and 0 � �g � (Cm+C+Kf)=(1�K)

if 0 � g � (Cm + C + Kf)=(1 � K) and g is increasing in a. It is clear that 0 � �g �

K(Cm + C + f)=(1 �K). Then, using (7.3) we have 0 � �g � (Cm + C +Kf)=(1 �K).

It is clear that

dhk (i; ak; s)

dak
=

dHk
�
i;H�1

k (i; ak) + s
�

dak
=
dHk (i; t)

dt
jt=H�1

k (i;ak)+s

d
�
H�1
k (i; ak) + s

�
dak

= rk
�
i;Hk

�
i;H�1

k (i; ak) + s
�� dH�1

k (i; ak)

dak

= rk
�
i;Hk

�
i;H�1

k (i; ak) + s
�� 1

dHk(i;t)
dt jt=H�1

k (i;ak)

=
rk
�
i;Hk

�
i;H�1

k (i; ak) + s
��

rk (i; ak)
� 1

if component k and the system are in working condition since rk is always positive and

increasing. Therefore, h (i; a; s) and h (i; a; s)� a are increasing in a. Choose a; b 2 F such

that a (k) < b (k) and b (j) = a (j) for every j 6= k for some k. We need to show that

�g (i; b) � �g (i; a). De�ne

epk (i; a; s; dc) =Y
j 6=k

pjia(j)(s; dc(j)):

Then, since cm (i; a; r) and c (i; a (1� r)) are increasing in a for every r, it is su¢ cient to

show that Z
F
ep (i; b; s; dc) f (i; j; c) � Z

F
ep (i; a; s; dc) f (i; j; c)

for a given s where f (i; j; c) = g (j; c) + (1�  i (c)) fi. Let

q =

Z
F
(ep (i; b; s; dc)� ep (i; a; s; dc)) f (i; j; c) :
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Then, we need to show that q � 0. Suppose that b (k) < +1. Then,

q =

Z
Bk

(ep (i; b; s; dc)� ep (i; a; s; dc)) f (i; j; c)
+

Z
Bk

(ep (i; b; s; dc)� ep (i; a; s; dc)) f (i; j; c)
=

Z
Bk;

c(k)=hk(i;b(k);s)

epk (i; a; s; dc) e�(hk(i;b(k);s)�b(k))f (i; j; c)
�

Z
Bk;

c(k)=hk(i;a(k);s)

epk (i; a; s; dc) e�(hk(i;a(k);s)�a(k))f (i; j; c)
+

Z
Bk

epk (i; a; s; dc)�e�(hk(i;a(k);s)�a(k)) � e�(hk(i;b(k);s)�b(k))� f (i; j; c)
�

Z
Bk;

c(k)=hk(i;a(k);s)

epk (i; a; s; dc)�e�(hk(i;b(k);s)�b(k)) � e�(hk(i;a(k);s)�a(k))� f (i; j; c)
+

Z
Bk

epk (i; a; s; dc)�e�(hk(i;a(k);s)�a(k)) � e�(hk(i;b(k);s)�b(k))� f (i; j; c)
=

�
e�(hk(i;b(k);s)�b(k)) � e�(hk(i;a(k);s)�a(k))

�

�

26664
Z
Bk;

c(k)=hk(i;a(k);s)

epk (i; a; s; dc) f (i; j; c)� Z
Bk

epk (i; a; s; dc) f (i; j; c)
37775

� 0

where the last inequality follows from Lemma 7.3.

Now, suppose that b (k) = +1. Then,

q =

Z
Bk

(ep (i; b; s; dc)� ep (i; a; s; dc)) f (i; j; c)� Z
Bk

ep (i; a; s; dc) f (i; j; c)
=

Z
Bk

epk (i; a; s; dc)�e�(hk(i;a(k);s)�a(k))� f (i; j; c)
�

Z
Bk;

c(k)=hk(i;a(k);s)

epk (i; a; s; dc) e�(hk(i;a(k);s)�a(k))f (i; j; c)
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= e�(hk(i;a(k);s)�a(k))

�

26664
Z
Bk

epk (i; a; s; dc) f (i; j; c)� Z
Bk;

c(k)=hk(i;a(k);s)

epk (i; a; s; dc) f (i; j; c)
37775

� 0

where the last inequality follows from Lemma 7.3.

We introduce some new notation for simplicity. If r� is the optimal policy, we let

C (i; a) = fk; r�k (i; a) = 1g

R (i; A) = fa;C (i; a) = Ag

for every i 2 E; a 2 F , and A � S. Here, C (i; a) denotes the set of components which are

optimally replaced if the age of the system is a during phase i; and R (i; A) denotes the set

of ages at which the optimal decision is to replace the components in A during phase i.

Theorem 7.5 There is an optimal replacement policy satisfying DPE (7.1) such that

i. r�k (i; a) = 0 if ak = 0,

ii. a (1� r� (i; a)) 2 R (i;?) :

Proof. The proof of the �rst statement trivially follows from (7.1) since cm (i; a; r)

is increasing in r and kth entry of a (1� r) is 0 independent of r. To prove the second

statement, �rst note that r�k (i; a) = 1 implies that

r�k (i; a (1� r� (i; a))) = 0

for any k 2 C (i; a) by the �rst statement. By taking the contrapositive, r�k (i; a (1� r� (i; a))) =

1 implies that r�k (i; a) = 0. Therefore,

r� (i; a) r� (i; a (1� r� (i; a))) = 0

and

cm (i; a; r
� (i; a (1� r� (i; a)))) = cm (i; a (1� r� (i; a)) ; r� (i; a (1� r� (i; a))))



Chapter 7: Optimal Maintenance of Semi-Markov Missions 130

by Assumption 7.1. By de�ning

br (i; a) = r� (i; a) + r� (i; a (1� r� (i; a)))

we have

v� (i; a) � cm (i; a; br (i; a)) + c (i; a (1� br (i; a))) + �v� (i; a (1� br (i; a)))
� cm (i; a; r

� (i; a)) + c (i; a (1� br (i; a))) + �v� (i; a (1� br (i; a)))
+cm (i; a (1� r� (i; a)) ; r� (i; a (1� r� (i; a))))

= cm (i; a; r
� (i; a)) + cm (i; a (1� r� (i; a)) ; r� (i; a (1� r� (i; a))))

+c (i; a (1� r� (i; a)) (1� r� (i; a (1� r�k (i; a)))))

+�v� (i; a (1� r� (i; a)) (1� r� (i; a (1� r�k (i; a)))))

= cm (i; a; r
� (i; a)) + v� (i; a (1� r� (i; a)))

� cm (i; a; r
� (i; a)) + c (i; a (1� r� (i; a))) + �v� (i; a (1� r� (i; a)))

= v� (i; a) :

In this chain of implications, the �rst inequality directly follows from (7.1) since br 2 Bm.

The second inequality follows from (iii) in Assumption 7.1. The �rst equality follows from

the facts that

1� br (i; a) = 1� r� (i; a)� r� (i; a (1� r� (i; a))) + r� (i; a) r� (i; a (1� r� (i; a)))

= 1� r� (i; a)� (1� r� (i; a)) r� (i; a (1� r� (i; a)))

= (1� r� (i; a)) (1� r� (i; a (1� r� (i; a))))

since

r� (i; a) r� (i; a (1� r� (i; a))) = 0:

The second equality follows from the fact that

v� (i; a (1� r� (i; a))) = cm (i; a (1� r� (i; a)) ; r� (i; a (1� r� (i; a))))

+c (i; a (1� r� (i; a)) (1� r� (i; a (1� r�k (i; a)))))

+�v� (i; a (1� r� (i; a)) 1� r� (i; a (1� r�k (i; a))))

and the third inequality follows from the fact that cm (i; a; x;0) = 0 and

v� (i; a (1� r� (i; a))) � c (i; a (1� r� (i; a))) + �v� (i; a (1� r� (i; a))) : (7.5)
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Finally, the last equality is trivial since r� (i; a) minimizes the right side of (7.1). Therefore,

all of these inequalities must be equalities which means that

cm (i; a; br (i; a)) = cm (i; a; r
� (i; a)) + cm (i; a (1� r� (i; a)) ; r� (i; a (1� r� (i; a))))

and (7.5) is also an equality. But this implies that we can de�ne r� at a (1� r� (i; a)) such

that r� (i; a (1� r� (i; a))) = 0 and br (i; a) = r� (i; a) with a (1� r� (i; a)) 2 R (i;?).

Theorem 7.6 Suppose that cm (i; a; r) is independent of a. Then, there is an optimal

replacement policy satisfying DPE (7.1) such that

i. If bk � ak for k 2 A � C (i; a) and bk = ak for k =2 A, then r� (i; b) = r� (i; a)

ii. If bk < ak for k 2 A � SnC (i; a) and bk = ak for k =2 A, then there exists k 2 A such

that r�k (i; b) = 0.

Proof. Using Theorem 7.4, we have v� (i; b) � v� (i; a) and, hence,

cm (i; b; r
� (i; b)) + c (i; b (1� r� (i; b))) + �v� (i; b (1� r� (i; b; x)))

� cm (i; a; r
� (i; a)) + c (i; a (1� r� (i; a))) + �v� (i; a (1� r� (i; a)))

= cm (i; b; r
� (i; a)) + c (i; b (1� r� (i; a))) + �v� (i; b (1� r� (i; a))) :

The last equality follows from the main hypothesis. This result implies that at age b; if

we apply the optimal policy at age a; we have the same optimal cost. Therefore, in the

optimal policy at age b; we can apply the optimal replacement policy at age a and this

proves (i). To prove (ii) by contradiction, suppose that r�k (i; b) = 1 for every k 2 A. Then,

a (k) � b (k) for k 2 A � C (i; b) and a (k) = b (k) for k =2 A. Applying Theorem 7.6 (i);

we have r� (i; a) = r� (i; b). This implies that r�k (i; a) = 1 for every k 2 A � SnC (i; a).

Clearly, this is a contradiction.

Corollary 7.7 Let r� be the optimal policy of Theorem 7.6. Then,

i. r�k (i; a) is increasing in ak for all k 2 S;

ii. If a 2 R (i; S), then b 2 R (i; S) for all b � a;
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iii. If b (k) < a (k) and b (j) = a (j) for every j 6= k with r�k (i; a) = 0, then r
�
k (i; b) = 0,

iv. If a 2 R (i;?), b (k) < a (k) and b (j) = a (j) for every j 6= k, then r�k (i; b) = 0.

Proof. To prove (i); it su¢ ces to show that if r�k (i; a) = 1 for some a 2 F , then r�k (i; b) = 1

for b 2 F with b (k) � a (k) and b (j) = a (j) for every j 6= k. This follows from Theorem

7.6 trivially. To prove the second statement suppose that a 2 R (i; S) and choose b 2 F

such that b � a. Then, since r�k (i; a) = 1 for every k 2 S, r� (i; b) = r� (i; a) using Theorem

7.6. This trivially implies that b 2 R (i; S). The proofs of (iii) and (iv) follow trivially from

(ii) in Theorem 7.6 by taking A = fkg.

7.2 Optimal Repair Problem

In the previous section, there are only two decision alternatives at each decision epoch:

to replace a component by a brand new one or to let it operate during the next phase.

In many applications, however, it is also possible to repair a component so that its age is

decreased to a lower level by some technical maintenance operations or by simply replacing

the old component by one that is younger, if not brand new. We will use the settings and

probabilities constructed in the previous section once more.

The decision maker observes the system at the beginning of each phase and makes a

repair decision. If the next phase is i and the intrinsic age of the system is a at the end of

a phase, then the decision maker chooses an action y (i; a) from the set fb 2 F ; b � ag. The

cost of repairing the system from age a to b during phase i is Ci (a; b) where b � a.

Assumption 7.8 The repair cost function Ci :
�
(a; b) 2 F2; b � a

	
! R+ satis�es

i. Ci (a; b) is increasing in ak and decreasing in bk for every k 2 S;

ii. Ci (a; a) = 0;

iii. supi2E;a2F Ci (a;0) = Cr < +1:

Condition (i) simply states that the cost of repair increases as the amount of improve-

ment increases. Condition (ii) asserts that if the system does not experience any mainte-

nance, then no cost will be incurred. It is clear that these are very reasonable assumptions.
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We also suppose that if there are more than one optimal repair action, then the alter-

native with lower �nal age will be chosen. Our purpose is to �nd a repair policy which

minimizes the expected total discounted cost. Let v (i; a) denote the minimum expected

total discounted cost if the initial phase is i, and the device is at age a. Then, v satis�es

the DPE

v (i; a) = inf
b;b�a

fCi (a; b) + c (i; b) + �v (i; b)g (7.6)

where the operator � : B! B is de�ned by

�g (i; a) =
X
j2E

Z +1

0
Q (i; j; ds) e��s

�Z
F
ep (i; a; s; db) [g (j; b) + (1�  i (b)) fi]� (7.7)

for any function g in B.

For any g 2 B, we de�ne the operator � : B! B so that

�g (i; a) = inf
b;b�a

fCi (a; b) + c (i; b) + �g (i; b)g (7.8)

for all i 2 E; a 2 F .

Theorem 7.9 There is a unique function v� in B which satis�es the DPE (7.6).

Proof. We will use Banach�s contraction mapping theorem. Choose two functions f; g 2 B

and suppose that k�k is the usual supremum norm on B such that kgk = supi2E;a2F jg (i; a)j.

It su¢ ces to show that � is a contraction mapping and note that

�g (i; a)��f (i; a) = inf
b;b�a

fCi (a; b) + c (i; b) + �g (i; b)g� inf
b;b�a

fCi (a; b) + c (i; b) + �f (i; b)g :

Let b be the intrinsic age which minimizes the second term on the right hand side in the

equation above. Then,

�g (i; a)��f (i; a) = inf
b;b�a

fCi (a; b) + c (i; b) + �g (i; b)g � Ci
�
a; b
�
� c

�
i; b
�
� �f

�
i; b
�

� Ci
�
a; b
�
+ c

�
i; b
�
+ �g

�
i; b
�
� Ci

�
a; b
�
� c

�
i; b
�
� �f

�
i; b
�

= �g
�
i; b
�
� �f

�
i; b
�

=
X
j2E

Z +1

0
Q (i; j; ds) e��s

Z
F
ep �i; b; s; dc� [g (j; c)� f (j; c)]

�
X
j2E

Z +1

0
Q (i; j; ds) e��s

Z
F
ep �i; b; s; dc� kg � fk

� K kg � fk :
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Similarly, it can be shown that �f (i; a) � �g (i; a) � K kg � fk for any i 2 E and a 2 F .

Thus, we have k�g ��fk � K kg � fk. Since K < 1; � is a contraction mapping on B

and it has a unique �xed point v� = �v� which is the unique solution of DPE (7.6).

To simplify the notation, we let (ak; b) = c where c(k) = a (k) and c(j) = b(j) for every

j 6= k.

Theorem 7.10 Let v� be the optimal value function of Theorem 7.9. Then,

i. 0 � v� � (Cr + C +Kf)=(1�K);

ii. If Ci (a; b) � Ci
�
a; b
�
whenever bk = ak � ak = bk for some k and aj = aj ; bj = bj

for every j 6= k, then v� (i; a) is increasing in ak for every k.

Proof. We need to show that �g is increasing in a and 0 � �g � (Cr+C+Kf)=(1�K)

if 0 � g � (Cr + C +Kf)=(1 �K) and g is increasing in a. Following the same steps as

in the proof of Theorem 7.4, it can be shown that 0 � v� � (Cr + C + Kf)=(1 � K) and

�g(i; a) is increasing in a. Now choose a; c 2 F such that c (k) > a (k) and c (j) = a (j) for

every j 6= k. We need to show that �g (i; c) � �g (i; a). Choose b � a. Then, trivially b � c

and, hence,

Ci (c; b) + c (i; b) + �g (i; b) � Ci (a; b) + c (i; b) + �g (i; b) � �g (i; a)

since Ci (a; b) is increasing in a. Now, choose b � c with b (k) > a (k). Then,

Ci (c; b) + c (i; b) + �g (i; b) � Ci ((bk; c) ; b) + c (i; b) + �g (i; b)

� Ci ((ak; (bk; c)) ; (ak; b)) + c (i; (ak; b)) + �g (i; (ak; b))

= Ci (a; (ak; b)) + c (i; (ak; b)) + �g (i; (ak; b))

� �g (i; a)

where the �rst inequality follows from the fact that c � (bk; c) and the second inequality

follows from the main hypothesis and b � (ak; b). Then,

�g (i; c) = min

�
inf
b;b�a

fCi (c; b) + c (i; b) + �g (i; b)g ;

inf
b;b�c;b(k)>a(k)

fCi (c; b) + c (i; b) + �g (i; b)g
�

� min f�g (i; a) ;�g (i; a)g = �g (i; a) :
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We will let y� (i; a) denote the optimal decision at state (i; a) which provides the min-

imum to the right hand side of (7.6). The structure of the repair cost function C is too

general to obtain useful characterizations of the optimal policy. We will therefore impose

additional restrictions on C which lead to some simpli�cations.

Theorem 7.11 If Ci (a; b) � Ci (a; c)+Ci (c; b) for all a � c � b � 0 and i 2 E, then there

is an optimal policy such that y� (i; y� (i; a)) = y� (i; a).

Proof. Choose arbitrary i 2 E; and a 2 F . Suppose that y� (i; a) = �; and choose some

b � �. Using the main hypothesis, we have

Ci (a; b) � Ci (a;�) + Ci (�; b)

and

Ci (a; b)� Ci (a;�) � Ci (�; b) : (7.9)

Since y� (i; a) = �,

Ci (a;�) + c (i; �) + �v
� (i; �) � Ci (a; b) + c (i; b) + �v

� (i; b)

and

c (i; �) + �v� (i; �) � Ci (a; b)� Ci (a;�) + c (i; b) + �v� (i; b) :

This implies that

c (i; �) + �v� (i; �) � Ci (�; b) + c (i; b) + �v
� (i; b) (7.10)

by using (7.9). Since b is an arbitrary value satisfying b � �, using (7.10), we have

c (i; �) + �v� (i; �) � inf
b;b��

fCi (�; b) + c (i; b) + �v� (i; b)g :

Since Ci (�;�) = 0, we can conclude that we can choose y� (i; �) = � in the optimal repair

policy and, hence, y� (i; y� (i; a)) = y� (i; a).

Theorem 7.12 Choose some a 2 F and i 2 E. Suppose that Ci (b; d) = Ci (b; c) +Ci (c; d)

for all a+ u � b � c � d � 0 for some u � 0. Then, y� (i; a+ u) � a implies that there is

an optimal policy such that y� (i; a+ z) = y� (i; a) for all 0 � z � u.
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Proof. Choose arbitrary z 6= 0. By the main hypothesis, it is clear that there is a repair

decision at (i; a+ u) and, hence,

v� (i; a+ u) = inf
b;b�a+u

fCi (a+ u; b) + c (i; b) + �v� (i; b)g

= inf
b;b�a+z

fCi (a+ u; b) + c (i; b) + �v� (i; b)g

= inf
b;b�a

fCi (a+ u; b) + c (i; b) + �v� (i; b)g :

This implies that

inf
b;b�a+z

fCi (a+ u; b) + c (i; b) + �v� (i; b)g = Ci (a+ u; a+ z)

+ inf
b;b�a+z

fCi (a+ z; b) + c (i; b) + �v� (i; b)g

= Ci (a+ u; a+ z)

+ inf
b;b�a

fCi (a+ z; b) + c (i; b) + �v� (i; b)g

and

v� (i; a+ z) = inf
b;b�a+z

fCi (a+ z; b) + c (i; b) + �v� (i; b)g (7.11)

= inf
b;b�a

fCi (a+ z; b) + c (i; b) + �v� (i; b)g : (7.12)

Therefore, there is an optimal policy with y� (i; a+ z) � a. Now, choose b � a. Then,

Ci (a+ z; y
� (i; a)) + c (i; y� (i; a)) + �v� (i; y� (i; a))

= Ci (a+ z; a) + Ci (a; y
� (i; a)) + c (i; y� (i; a)) + �v� (i; y� (i; a))

� Ci (a+ z; a) + Ci (a; b) + c (i; b) + �v
� (i; b)

= Ci (a+ z; b) + c (i; b) + �v
� (i; b) :

This and (7.11) imply that

Ci (a+ z; y
� (i; a)) + c (i; y� (i; a)) + �v� (i; y� (i; a))

� inf
b;b�a

fCi (a+ z; b) + c (i; b) + �v� (i; b)g

= inf
b;b�a+z

fCi (a+ z; b) + c (i; b) + �v� (i; b)g

and there is an optimal policy such that y� (i; a+ z) = y� (i; a).
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Corollary 7.13 Suppose that Ci (a; b) = Ci (a; c) + Ci (c; b) for every a � c � b � 0 and

i 2 E. Then, there is an optimal policy such that y�k (i; a) is increasing in ak.

Proof. Suppose that y� (i; a) = c and y� (i; a+ u) = b where uk > 0 and uj = 0 for every

j 6= k. If bk � ak, then bk � ck since ck � ak trivially. Now, suppose that bk < ak. Then,

we have b � a and y� (i; a) = y� (i; a+ u) using Theorem 7.12 and this completes the proof.

Proposition 7.14 Suppose that

Ci (a; b) + c (i; b) � Ci (a; c) + c (i; c) (7.13)

whenever b � c and b 6= a. Then, v� (i; a) is increasing in a and there is an optimal policy

such that y� (i; a) 2 f0; ag. If (7.13) also holds for b = a, then there is an optimal policy

such that y� (i; a) = 0.

Proof. Following the same steps as in the proof of Theorem 7.4, it can be shown that

�g (i; a) is increasing in a. Choose a; c 2 F such that c (k) > a (k) and c (j) = a (j) for every

j 6= k. We need to show that �g (i; c) � �g (i; a). Choose b � a. Then, trivially b � c and,

hence,

Ci (c; b) + c (i; b) + �g (i; b) � Ci (a; b) + c (i; b) + �g (i; b) � �g (i; a)

since Ci (a; b) is increasing in a. Now, choose b � c with c(k) > b (k) > a (k). De�ne b such

that b (k) = a (k) and b (j) = b (j) for every j 6= k. Then, b � b and b � a. This implies

that

Ci (c; b) + c (i; b) + �g (i; b) � Ci
�
c; b
�
+ c

�
i; b
�
+ �g

�
i; b
�

� Ci
�
a; b
�
+ c

�
i; b
�
+ �g

�
i; b
�

� �g (i; a) :

If b = c,

Ci (c; b) + c (i; b) + �g (i; b) = c (i; c) + �g (i; c)

� c (i; a) + �g (i; a)

� �g (i; a) :
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Then,

�g (i; c) = min

�
inf
b;b�a

fCi (c; b) + c (i; b) + �g (i; b)g ;

inf
b;b�c;b(k)>a(k)

fCi (c; b) + c (i; b) + �g (i; b)g
�

� min f�g (i; a) ;�g (i; a)g = �g (i; a) :

Using the main hypothesis,

Ci (a;0) + c (i;0) + �v (i;0) � Ci (a; b) + c (i; b) + �v (i; b)

for every b � a. Therefore,

v� (i; a) = inf
b;b�a

fCi (a; b) + c (i; b) + �v� (i; b)g

= min

�
inf
b�a

fCi (a; b) + c (i; b) + �v� (i; b)g ; c (i; a) + �v� (i; a)
�

= min fCi (a;0) + c (i;0) + �v� (i;0) ; c (i; a) + �v� (i; a)g :

This trivially implies that there is an optimal policy such that y� (i; a) 2 f0; ag. Suppose

that (7.13) also holds for b = a. It is su¢ cient to show that Ci (a;0) + c (i;0) + �v� (i;0) �

c (i; a) + �v� (i; a). This follows from �v� (i; a) � �v� (i;0) and

c (i; a) = Ci (a; a) + c (i; a) � Ci (a;0) + c (i;0) :

This result is very intuitive since repairing the device to a smaller age is always cheaper

under this cost structure.

An interesting special case is when the repair action corresponds to selling the old device

at hand and replacing it with a younger one purchased from the market. Let ci (a) and si (a)

be the purchase cost and salvage value, respectively, of a device with intrinsic age a. Then,

Ci (a; b) = ci (b) � si (a) whenever b � a with a 6= b and, as usual, Ci (a; a) = 0. We

assume that ci and si are both decreasing in ak for every k with ci � si. It is easy to

show that the hypothesis of Theorem 7.11 is satis�ed under this cost structure and hence

y� (i; y� (i; a)) = y� (i; a) for every a.

Under this cost structure, (7.6) simpli�es to

v (i; a) = min

�
c (i; a) + �v (i; a) + si (a) ; inf

b�a
fci (b) + c (i; b) + �v (i; b)g

�
� si (a) (7.14)

for all i 2 E and a 2 F :
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Theorem 7.15 Let y� (i; a) be the optimal repair policy of DPE (7.14). Then, if y� (i; a) 6=

a; y� (i; a+ u) � a for some u � 0 and y� (i; a+ z) 6= a+ z for some 0 � z � u, then there

is an optimal policy such that y� (i; a+ z) = y� (i; a).

Proof. Since y� (i; a) 6= a;

v� (i; a) = inf
b�a

fci (b) + �v� (i; b)g � si (a) :

If u = 0, then there is nothing to prove. Suppose that u 6= 0. By the main hypothesis, it is

clear that there is a repair decision at (i; a+ u) and, hence,

v� (i; a+ u) = inf
b�a+u

fci (b) + c (i; b) + �v� (i; b)g � si (a+ u)

= inf
b�a

fci (b) + c (i; b) + �v� (i; b)g � si (a+ u) (7.15)

where the last equality follows from y� (i; a+ u) � a. Now, choose arbitrary z 6= 0 such that

y� (i; a+ z) 6= a+ z. Then, we have

v� (i; a+ z) = inf
b�a+z

fci (b) + c (i; b) + �v� (i; b)g � si (a+ z)

and

fb; b � ag � fb; b � a+ zg � fb; b � a+ ug :

This implies that

inf
b�a

fci (b) + c (i; b) + �v� (i; b)g � inf
b�a+z

fci (b) + c (i; b) + �v� (i; b)g

� inf
b�a+u

fci (b) + c (i; b) + �v� (i; b)g

and using (7.15),

inf
b�a+z

fci (b) + c (i; b) + �v� (i; b)g = inf
b�a

fci (b) + c (i; b) + �v� (i; b)g

which implies that we can choose y� (i; a+ z) = y� (i; a).

Corollary 7.16 Let y� (i; a) be the optimal repair policy of DPE (7.14). Then, there is an

optimal policy such that y�k (i; a) � y�k (i; a) provided that ak > ak for some k, aj = aj for

every j 6= k and y� (i; a) 6= a.

Proof. Note that if y�k (i; a) = a, then there is nothing to prove. Choose a, a and k such

that ak > ak, aj = aj for every j 6= k, y� (i; a) = c 6= a; and y� (i; a) = b 6= a. If bk � ak,
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then bk � ck since ck � ak. Now, assume that bk < ak. This implies that b � a and

b 6= a. By taking u = a � a, Theorem 7.15 implies that y� (i; a) 6= a, y� (i; a+ u) � a and

y� (i; a+ u) 6= a+u. This implies that y� (i; a+ u) = y� (i; a) and, hence, y� (i; a) = y� (i; a)

which completes the proof.

In some cases, the purchase cost and the salvage value of a system may be equal. Then,

Ci (a; b) = ci (b)� ci (a) and (7.6) simpli�es to

v (i; a) = inf
b;b�a

fci (b) + c (i; b) + �v (i; b)g � ci (a) : (7.16)

Theorem 7.17 Let y� (i; a) be the optimal repair policy of DPE (7.16). Then, there is an

optimal policy such that

i. If y� (i; a+ u) � a; for some u � 0, then y� (i; a+ z) = y� (i; a) for all 0 � z � u;

ii. y�k (i; a) is increasing in ak.

Proof. Choose arbitrary a � c � b � 0. Then,

Ci (a; c) + Ci (c; b) = ci (c)� ci (a) + ci (b)� ci (c)

= ci (b)� ci (a) = Ci (a; b) :

Then, the results trivially follow from Theorem 7.12 and Corollary 7.13.

In addition, if there is no salvage value, i.e., si = 0; the DPE (7.6) can be rewritten as

v (i; a) = min

�
c (i; a) + �v (i; a) ; inf

b�a
fci (b) + c (i; b) + �v (i; b)g

�
: (7.17)

Theorem 7.18 Let y� (i; a) be the optimal repair policy of DPE (7.17). Then, there is an

optimal policy such that

i. If y� (i; a) 6= a, y� (i; a+ u) = b with b � a for some u � 0 and y� (i; a+ z) 6= a + z

for some 0 � z � u, then y� (i; a+ z) = y� (i; a),

ii. y�k (i; a) � y�k (i; a) provided that ak > ak for some k, aj = aj for every j 6= k and

y� (i; a) 6= a.

Proof. The results follow trivially from Theorem 7.15 and Corollary 7.16 since ci � si = 0.
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Chapter 8

RELIABILITY AND OPTIMAL MAINTENANCE UNDER

MARKOVIAN MISSION AND DETERIORATION

In this section, we consider a mission-based system with a mission process governed by

a �nite state Markov process. In other words, the system under consideration performs a

mission whose successive phases follow a Markov chain and all phase durations are exponen-

tially distributed. We also assume that the system is subject to Markovian deterioration.

In other words, successive deterioration levels of the system follow a Markov chain and

holding times in each deterioration level are exponentially distributed during any phase.

The most important point is that the generator of the deterioration process of the system

(the transition probability matrix and rates of the holding times) depends on the mission

process. This implies that the deterioration process is a Markov process modulated by

another Markov process, i.e., the mission process. Our setting is much more simple than

the ones used in the previous sections. The main incentive behind this simpli�cation is

the desire to �nd more computationally tractable results. We analyze reliability, MTTF,

availability, and optimal maintenance and provide numerical illustrations. We also show

how our reliability, MTTF, and availability results can be applied to any coherent system

with independent and exponentially distributed component lifetimes.

8.1 Mission and Deterioration Processes

Let Yt be the phase of the mission which is performed at time t. We assume that the

mission process Y = fYt; t � 0g is a Markov process with a �nite state space E, in�nitesimal

generator H, transition probability matrix Q; and transition rate vector �. We suppose that

the deterioration level or age of the system takes values in some �nite set F = f0; 1; � � � ;Mg

where 0 stands for a brand new system and M represents system failure. The deterioration

process of the system is A = fAt; t � 0g with state space F . Since the survival properties

of the system change depending on the phases of the mission process, we assume that A is
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modulated by Y . The deterioration process follows a Markov process with state space F ,

generator Gi, transition probability matrix Pi; and transition rate vector �i during phase

i. We also assume that M is an absorbing state for every i unless otherwise speci�ed, i.e.,

Pi (M;M) = 1 and �i (M) = 0. In this chapter, unless otherwise speci�ed, we do not put

any assumption which says that the deterioration process is increasing although A shows

the deterioration of the system. Therefore, Pi does not have to be upper triangular. We

just distinguish between the best state 0 and the worst state M . It should also be clear

that A does not really measure "real age" in time with respect to some continuous clock, it

indicates the deterioration level the system.

Considering the dependence between the age process and the mission process, we will

use the bivariate process (Y;A) = f(Yt;At) ; t � 0g which is more suitable for our purpose

in the foregoing analysis. It is clear that (Y;A) is also a Markov process with state space

E � F and in�nitesimal generator

G (i; a; j; b) =

8>>>>>><>>>>>>:

Gi (a; b) if a 6=M; j = i; b 6= a

H (i; j) if a 6=M; j 6= i; b = a

Gi (a; a) +H (i; i) if a 6=M; j = i; b = a

0 otherwise

(8.1)

for all i; j 2 E and a; b 2 F . Note that (i;M) is absorbing for all i 2 E. Using G, the

transition probability matrix of the imbedded Markov chain and the transition rates of

(Y;A) can be obtained, respectively, as

P (i; a; j; b) =

8>>>>>><>>>>>>:

�
�i(a)

�i(a)+�i

�
Pi (a; b) if a 6=M; j = i; b 6= a�

�i
�i(a)+�i

�
Q (i; j) if a 6=M; j 6= i; b = a

1 if b = a =M; j = i

0 otherwise

and

� (i; a) =

8<: �i (a) + �i if a 6=M

0 if a =M:

To simplify the notation, for any event C and any random variable Z, we will let Pia(C) =

P (Cj(Y0;A0) = (i; a)) and Eia[Z] = E[Zj(Y0;A0) = (i; a)].
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8.2 Reliability

The lifetime of the system is

L = inf ft � 0;At =Mg

which is clearly a �rst passage time of the Markov process (Y;A): For mission-based systems,

one may be interested in the 3 di¤erent reliability measures discussed next in this section.

8.2.1 System Reliability

System reliability function is given by Pia fL > tg which is the survival probability until

time t 2 R+ given that the initial phase and deterioration level are i and a respectively.

Since L is the �rst passage time of A to the absorbing state M , it is clear that

Pia fL > tg = Pia fAt 6=Mg =
X
j2E

M�1X
b=0

Pia f(Yt;At) = (j; b)g :

It is well-known that

Pia f(Yt;At) = (j; b)g = etG (i; a; j; b)

for any j 2 E and b 2 F where etG is the matrix exponential

etG =
+1X
n=0

tn

n!
Gn = lim

n!+1

�
I +

G
n

�n
: (8.2)

Using this fact, we have the explicit representation for the system reliability

Pia fL > tg =
X
j2E

M�1X
b=0

etG (i; a; j; b) : (8.3)

The computation of the matrix exponential (8.2) can be done in many ways and we refer

the interested reader to Moler and Loan [60] for various methods. As a matter of fact, most

of our results can be stated using the matrix exponential (8.2) and there are many e¢ cient

methods to compute it. The computations on the illustrations in Section 8.6 are made using

MATLAB which uses the scaling and squaring method employing Padé approximants.

8.2.2 Mission Reliability

Let T0; T1; T2; � � � be the transition times of the mission process so that Tn denotes the time

at which the nth phase ends. In a given application, it may be important to determine the
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probability that the system will complete the �rst n phases successfully, or Pia fL > Tng

where a 6=M . We now focus on this issue and show that this probability can be calculated

using a recursive formula that yields an explicit solution. Note that

Pia fL > T1g =
X
j2E

Z +1

0
Pia fL > T1; T1 2 ds; YT1 = jg

=
X
j2E

Z +1

0
Pia fL > sjT1 2 ds; YT1 = jgQ (i; j) �ie��isds

=
X
j2E

Z +1

0

M�1X
b=0

esGi (a; b)Q (i; j) �ie
��isds

=
X
j2E

M�1X
b=0

E
�
eDiGi (a; b)

�
Q (i; j)

where Di is the duration of phase i which is exponentially distributed with rate �i. Let

P � (i; a; j; b) = E
�
eDiGi (a; b)

�
Q (i; j) for all i; j 2 E and a; b 2 FnfMg. This further

implies that

P � (i; a; j; b) =

Z +1

0
esGi (a; b)Q (i; j) �ie

��isds

=
+1X
n=0

Gni (a; b)

n!
Q (i; j)

�Z +1

0
�is

ne��isds

�

=
+1X
n=0

Gni (a; b)

�ni
Q (i; j) =

�
I � 1

�i
Gi

��1
(a; b)Q (i; j) : (8.4)

This is a computationally tractable solution which can be calculated by taking a matrix

inverse for every phase.

Then, letting f (n)ia = Pia fL > Tng ; we have

f
(1)
ia = Pia fL > T1g =

X
j2E

M�1X
b=0

P � (i; a; j; b) = P �1 (i; a)

for n = 1: Conditioning on the state after the �rst transition, we have

Pia fL > Tn+1jL > T1g =
X
j2E

M�1X
b=0

Pia fL > Tn+1; (YT1 ;AT1) = (j; b) jL > T1g

=
X
j2E

M�1X
b=0

Pia fL > Tn+1j (YT1 ;AT1) = (j; b) ; L > T1g

�Pia f(YT1 ;AT1) = (j; b) jL > T1g
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=
X
j2E

M�1X
b=0

Pjb fL > Tng
Pia f(YT1 ;AT1) = (j; b) ; L > T1g

Pia fL > T1g

=
X
j2E

M�1X
b=0

Pjb fL > Tng
Pia f(YT1 ;AT1) = (j; b)g

Pia fL > T1g
: (8.5)

This implies that

f
(n+1)
ia = Pia fL > Tn+1g = Pia fL > Tn+1jL > T1gPia fL > T1g

=
X
j2E

M�1X
b=0

Pjb fL > TngP � (i; a; j; b)

and, hence,

f (n+1) = P �f (n)

with the boundary condition f (0)ia = 1. Then, using induction, it can be concluded that the

mission reliability for the �rst n phases is simply

f (n) = Pia fL > Tng = (P �)n 1(i; a) (8.6)

which is actually the row sum of the nth power of the matrix P � on E � (FnfMg).

8.2.3 Phase Reliability

Depending on the overall objective of the mission, a given critical phase may be more

important than the others for a complex system. Therefore, an important measure to

represent the reliability of the system may be the probability that this critical phase will be

completed in a �xed time period. For instance, consider NASA�s Mars Exploration Rover

Mission example discussed in Chapter 2. Since one of the main aims of the whole mission is

determining past water activity on the surface, scienti�c investigations and transmission of

data towards this goal are most critical for the success of the mission. Therefore, reliability

of such a critical phase is of extreme importance.

Suppose that one is interested in the successful completion of a given critical phase

j 2 E of the mission. We will determine the phase reliability PiafUj � t; L > Ujg which

is the probability that phase j is successfully completed before time t. In this analysis,

we de�ne a new Markov process Z = fZt; t � 0g by stopping the Markov process (Y;A) =

f(Yt;At) ; t � 0g such that if the critical phase is completed without any failure while the
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age of the unit is a, then the process Z will jump to an absorbing success state (Sj ; a) where

Sj denotes successful completion of phase j. It is clear that Z is also a Markov process on

the extended state space (E [ fSjg)� F with in�nitesimal generator

eGj (i; a; k; b) =

8>>>>>>>>><>>>>>>>>>:

�j if i = j; a 6=M;k = Sj ; b = a

Gi (a; b) if k = i; a 6=M; b 6= a

H (i; k) if i 6= j; a 6=M;k 6= i; b = a

Gi (a; a) +H (i; i) if a 6=M;k = i; b = a

0 otherwise.

(8.7)

Then, it is clear that the phase reliability of phase j is

PiafUj � t; L > Ujg =
M�1X
b=0

Pia fZt = (Sj ; b)g =
M�1X
b=0

et
eGj (i; a;Sj ; b) (8.8)

which is also a matrix exponential solution.

8.3 Mean Time to Failure

In this section, we are interested in computing the MTTF or E [L]. It is known that

Eia [L] =

Z +1

0
Pia fL > tg dt:

Using (8.3),

Eia [L] =

Z +1

0

X
j2E

M�1X
b=0

etG
�
(i; a; j; b) dt =

X
j2E

M�1X
b=0

Z +1

0

+1X
n=0

tn (G�)n (i; a; j; b)
n!

dt

=
X
j2E

M�1X
b=0

"
lim

k!+1

+1X
n=0

(G�)n (i; a; j; b)
n!

Z k

0
tndt

#

=
X
j2E

M�1X
b=0

"
lim

k!+1

+1X
n=0

kn+1 (G�)n (i; a; j; b)
(n+ 1)!

#
where G� is the remaining matrix after removing all absorbing states from G. Let � be the

initial distribution of (Y;A) so that �(i; a) = PfY0 = i;A0 = ag. Then, using Theorem

2.3.1 in Neuts [86],

E [L] = �T

 
lim

k!+1

+1X
n=0

kn+1 (G�)n

(n+ 1)!

!
1 = �T

 
lim

k!+1

+1X
n=0

kn+1 (G�)n+1

(n+ 1)!
(G�)�1

!
1

= �T
�
lim

k!+1

�
ekG

� � I
�
(G�)�1

�
1

= �T
�
lim

k!+1

�
e��kM + o

�
e��k

��
� I

�
(G�)�1 1 = ��T (G�)�1 1 (8.9)
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where �� is the eigenvalue of G� with largest real part. M is a matrix given by Mij = viuj

where v is the positive right eigenvector of G� associated with �� and u is a left eigenvector

of G�. This results is consistent with (2.2.7) in Neuts [86] since the distribution of the time

until absorption is a PH-type (phase type) distribution with representation (�;G�).

8.4 Availability

In this section, we will analyze the availability of mission-based systems and provide com-

putationally tractable formulas. In the previous analysis, it was assumed that the state

(i;M) was absorbing for all i 2 E. However, in this section, we assume that the state (i;M)

is not absorbing since the failed system is repaired. The repair duration is exponentially

distributed with rate & i during phase i and after the repair the system is as good as a

brand new one. We also assume that when the system fails during a phase, it will start to

reperform the same phase after the repair. This is common in applications since a failure

of the system will stop the mission.

Let (bY ; bA) = f(bYt; bAt); t 2 R+g denote this new modi�ed Markov process which also

includes the repair activity. Its in�nitesimal generator now becomes

bG (i; a; j; b) =
8>>><>>>:

& i if a =M; b = 0; j = i

�& i if b = a =M; j = i

G (i; a; j; b) otherwise.

(8.10)

The transition probability matrix bP of the Markov chain imbedded in the Markov process

(bY ; bA) can be easily obtained as

bP (i; a; j; b) =
8>>>>>><>>>>>>:

�
�i(a)

�i(a)+�i

�
Pi (a; b) if a 6=M; j = i; b 6= a�

�i
�i(a)+�i

�
Q (i; j) if a 6=M; j 6= i; b = a

1 if a =M; b = 0; j = i

0 otherwise.

(8.11)

It is possible to compute the availability using a conventional renewal theoretic approach.

It is clear that time points at which (bY ; bA) enters the state (i�; 0) from (i�;M) form a renewal
process where, without loss of generality, i� 2 E is any phase of the mission . The expected

cycle length is the sum of mean time until absorption to state (i�;M) given that the initial

state is (i�; 0); and expected repair duration in state (i�;M). Therefore, we further modify
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(bY ; bA) with generator bG such that the state (i�;M) is now an absorbing state. The mean
time until absorption to state (i�;M) given that the initial state is (i�; 0) is ��TG�11 using

(2.2.7) in Neuts [86], where � is a vector with all zero entries except the entry for state (i�; 0)

being equal to 1, and Gi� is the matrix obtained by removing the absorbing state (i�;M)

from the matrix bG. Let f jia be the expected number of visits to the failure state (j;M) until
absorption for each j 6= i� given that the initial state is (i; a) for (i; a) 2 (E�F )nf(i�;M)g.

Using Markovian analysis for a �xed j 6= i�, it is easy to see that f jia satis�es

f ji�a =
X
b6=M

bP (i�; a; i�; b) f ji�b +X
k 6=i�

bP (i�; a; k; a) f jka (8.12)

for every a 6=M ,

f jia =
X
b2F

bP (i; a; i; b) f jib +X
k 6=i

bP (i; a; k; a) f jka (8.13)

for every i 6= i� and i 6= j; and

f jja =
bP (j; a; j;M) +X

b2F

bP (j; a; j; b) f jjb +X
k 6=j

bP (j; a; k; a) f jka (8.14)

for i = j. Using (8.11) and (8.12) - (8.14), we obtain

P i�f j = gj

so that f j = P�1i� gj where P i� is the matrix obtained by removing the state (i�;M) from

the matrix � bP and setting the diagonal entries to 1 so that P i� (i; a; i; a) = 1, and
gjia =

8<: bP (i; a; i;M) if j = i; a 6=M

0 otherwise

for all (i; a) 2 (E � F )nf(i�;M)g and j 6= i�. Then, using renewal arguments, system

availability becomes

A =

��TG�1i� 1�
X
j 6=i�

�
P�1i� gj (i�; 0) =&j

�
��TG�1i� 1+ (1=& i�)

: (8.15)

Note that the availability formula (8.15) is true for any state i� 2 E:

8.4.1 A Special Case

Note that there are only 2 states in F = f0; 1g when M = 1; and the system is either

functioning (state 0) or failed (state 1). This simpli�cations allows us to obtain an explicit
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formula for availability. Suppose that the mission process Y has a limiting distribution �

that satis�es �H = 0 and let

vi0 = 1� vi1 =
& i

�i (0) + & i
(8.16)

for every i: For any �xed phase i; it is clear that vi0 is indeed the availability of a system

that fails after an exponential lifetime with rate �i (0) which is then replaced by a new one

after an exponential repair time with rate & i: The limiting distribution of (bY ; bA) can be
computed explicitly in terms of the limiting distribution � of the mission process Y and

system availability vector v0.

Theorem 8.1 If the mission process Y has a limiting distribution �, then the limiting

distribution � of (bY ; bA) is given explicitly by
�ia = lim

t!+1
P
nbYt = i; bAt = a

o
=

�iv
i
a

Q
k 6=i

vk0P
i2E

�i
Q
k 6=i

vk0
: (8.17)

Proof. Since E � F is �nite, the limiting distribution � can be determined by solving

� bG = 0 and P(i;a)2E�F �ia = 1: For a = 0, we have the balance equation

� (�i (0) + �i)�i0 +
X
k 6=i

�kQ (k; i)�k0 + & i�i1 = 0 (8.18)

for all i 2 E. We need to show that (8.17) satis�es (8.18). Let

V =
1P

i2E
�i
Q
k 6=i

vk0
:

Then,

� (�i (0) + �i)�i0+
X
k 6=i

�kQ (k; i)�k0 + & i�i1

= V

24��i (0)�ivi0Y
k 6=i

vk0 � �i�ivi0
Y
k 6=i

vk0 + & i�iv
i
1

Y
k 6=i

vk0

+
X
k 6=i

�kQ (k; i)�kv
k
0

Y
j 6=k

vj0

35
= V

24�i ���i (0) vi0 + & ivi1�Y
k 6=i

vk0

+

0@��i�i +X
k 6=i

�kQ (k; i)�k

1AY
j2E

vj0

35 = 0
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since

� �i (0) vi0 + & ivi1 = 0 (8.19)

by (8.16), and

��i�i +
X
k 6=i

�kQ (k; i)�k = 0

since �H = 0.

Now, for a = 1; we have the balance equation

� & i�i1 + �i (0)�i0 = 0 (8.20)

for all i 2 E. We need to show that (8.17) satis�es (8.20). Then,

�& i�i1 + �i (0)�i0 = V

24�& i�ivi1Y
k 6=i

vk0 + �i (0)�iv
i
0

Y
k 6=i

vk0

35
= V

24�i ��& ivi1 + �i (0) vi0�Y
k 6=i

vk0

35
= 0

since

�& ivi1 + �i (0) vi0 = 0

by (8.16). It is also clear that the solution (8.17) satis�es
P
(i;a)2E�F �ia = 1 and this

completes the proof:

Theorem 8.1 trivially implies that system availability is

A = 1�
X
i2E

�i1 =

Y
k2E

�
&k

�k(0)+&k

�
P
i2E

�i
Q
k 6=i

�
&k

�k(0)+&k

� :
8.5 Coherent Systems with Multiple Components

In the previous sections, the condition of the system was classi�ed into M + 1 states. The

system was considered as a whole and no consideration was given to its speci�c structure

or components. Therefore, it is implicitly assumed that it consists of a single component.

The system states represent the deterioration levels, but they do not necessarily get worse

by increasing from 0 to M . The only restriction is that state M is the one representing the
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failure of the system and state 0 represents a brand new system. By making use of this fact,

we can actually use the results obtained in the previous sections for any coherent system

with independent and exponentially distributed component lifetimes. We now show how

this can be done and give a simple example.

Suppose that we have a coherent system with structure function �i during any phase

i 2 E. We assume that the lifetime of component k is exponentially distributed with rate �ik
during phase i. The states of the components is represented by x = (x1; x2; � � � ; xm)T 2 Bm

where

xk =

8<: 1 if component k is in working condition

0 otherwise.

Suppose that there are M states in W and label them as y0; y1; � � � ; yM�1 with y0 = 1

(brand new system). Note that y0 = 1 2 W since �i (1) = 1: To make our analysis

consistent with the previous results, we relabel the states so that 0 � y0; 1 � y1; � � � ; yM�1 �

M � 1. Moreover, we let state M 2 F represent all failure states in W . This completes

the de�nition of F in this generalization with states 0; 1; � � � ;M � 1 corresponding to states

y0; y1; � � � ; yM�1 2 W and state M corresponding to all states y 2W:

Let

N (x) = f z 2W ;x = (1k; z) for some kg

denote the set of all states to which the system may jump from state x due to a component

failure. Then, the age process A of this system during phase i is a Markov process with the

generator

Gi (j; k) =

8>>>>>>>>>>><>>>>>>>>>>>:

�
X

r2C1(yj)
�ir if k = j 6=M

X
r2C1(yj)\C0(yk)

�ir if yk 2 N (yj)X
r2C1(yj)

�ir �
X

x2N(yj)

X
r2C1(yj)\C0(x)

�ir if k =M; j 6=M

0 otherwise

(8.21)

and all of the results in the previous sections can be applied trivially using the generators

Gi in (8.21) and the generator G of the mission process.

Example 8.2 Consider the coherent system given in Figure 8.1 for some phase i. Then, the

structure function is �i (x) = x1x2 + x1x3 � x1x2x3. It is clear that W = f(1; 1; 1); (1; 1; 0);
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Figure 8.1: The structure of the system analyzed in Example 8.2.

(1; 0; 1)g and W = B3nW: We �rst de�ne states 0; 1; 2; 3 2 F by relabeling 0 � (1; 1; 1);

1 � (1; 1; 0); 2 � (1; 0; 1), and state M = 3 represent all the other failure states in W .

Then, the age process of this system during phase i is a Markov process with the generator

Gi =

26666664
�
�
�i1 + �

i
2 + �

i
3

�
�i3 �i2 �i1

0 �
�
�i1 + �

i
2

�
0 �i1 + �

i
2

0 0 �
�
�i1 + �

i
3

�
�i1 + �

i
3

0 0 0 0

37777775 :

8.6 Numerical Illustration for Reliability, MTTF, and Availability

Consider a hypothetical mission with 3 phases performed by a system with 3 deterioration

levels so that E = f1; 2; 3g and F = f0; 1; 2g where M = 2 denotes failure. Suppose

arbitrarily that � = (1; 2; 1:5); �1 = (0:5; 1); �2 = (1:5; 2); �3 = (1; 1:5) and

Q =

26664
0 0:5 0:5

0:4 0 0:6

0:7 0:3 0

37775 ; P1 =
26664
0 0:7 0:3

0 0 1

0 0 1

37775 ; P2 =
26664
0 0:8 0:2

0 0 1

0 0 1

37775 ; P3 =
26664
0 0:6 0:4

0 0 1

0 0 1

37775 :
These imply that

H =

26664
�1 0:50 0:50

0:80 �2 1:20

1:05 0:45 �1:50

37775 ; G1 =
26664
�0:50 0:35 0:15

0 �1 1

0 0 0

37775 ;

G2 =

26664
�1:5 1:2 0:3

0 �2 2

0 0 0

37775 ; G3 =
26664
�1 0:6 0:4

0 �1:5 1:5

0 0 0

37775
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and using (8.1),

G =

(1; 0)

(1; 1)

(1; 2)

(2; 0)

(2; 1)

(2; 2)

(3; 0)

(3; 1)

(3; 2)

266666666666666666666664

�1:50 0:35 0:15 0:50 0 0 0:50 0 0

0 �2 1 0 0:50 0 0 0:50 0

0 0 0 0 0 0 0 0 0

0:80 0 0 �3:50 1:20 0:30 1:20 0 0

0 0:80 0 0 �4 2 0 1:20 0

0 0 0 0 0 0 0 0 0

1:05 0 0 0:45 0 0 �2:50 0:60 0:40

0 1:05 0 0 0:45 0 0 �3 1:50

0 0 0 0 0 0 0 0 0

377777777777777777777775

:

Then, for t = 2

e2G =

266666666666666666666664

0:1352 0:0740 0:2783 0:0352 0:0283 0:1560 0:0625 0:0424 0:1881

0 0:0498 0:5709 0 0:0129 0:1633 0 0:0230 0:1802

0 0 1 0 0 0 0 0 0

0:0843 0:0580 0:1585 0:0231 0:0222 0:3493 0:0426 0:0351 0:2268

0 0:0310 0:1702 0 0:0085 0:5691 0 0:0157 0:2055

0 0 0 0 0 1 0 0 0

0:1031 0:0623 0:1654 0:0277 0:0239 0:1386 0:0521 0:0383 0:3888

0 0:0379 0:2127 0 0:0102 0:1357 0 0:0192 0:5843

0 0 0 0 0 0 0 0 1

377777777777777777777775
and, using (8.3), we can easily determine the system reliability P10 fL > 2g = 0:1352 +

0:0740 + 0:0352 + 0:0283 + 0:0625 + 0:0424 = 0:3776. The matrix exponential is calculated

by MATLAB 7.6.0 (R2008a) which uses the scaling and squaring method employing Padé

approximants.

To obtain the mission reliability, we �rst calculate

�
I � 1

�1
G1

��1
=

26664
0:6667 0:1167 0:2167

0 0:5000 0:5000

0 0 1

37775 ;

�
I � 1

�2
G2

��1
=

26664
0:5714 0:1714 0:2571

0 0:5000 0:5000

0 0 1

37775 ;



Chapter 8: Reliability and Optimal Maintenance under Markovian Mission and Deterioration 154

�
I � 1

�3
G3

��1
=

26664
0:6000 0:1200 0:2800

0 0:5000 0:5000

0 0 1

37775 :
Then, using (8.4),

P � =

(1; 0)

(1; 1)

(2; 0)

(2; 1)

(3; 0)

(3; 1)

26666666666664

0 0 0:3333 0:0583 0:3333 0:0583

0 0 0 0:2500 0 0:2500

0:2286 0:0686 0 0 0:3428 0:1028

0 0:2000 0 0 0 0:3000

0:4200 0:0840 0:1800 0:0360 0 0

0 0:3500 0 0:1500 0 0

37777777777775
and using (8.6), we can calculate the mission reliabilities P10 fL > T1g = 0:3333 + 0:0583 +

0:3333 + 0:0583 = 0:7832; and P10 fL > T2g = 0:5459; and P20 fL > T3g = 0:3468 after

taking the second and the third powers of P �.

Now, we will �nd the probability that the critical phase j = 2 will be completed until

time 1:5. Using (8.7), we have

eG2 =

(1; 0)

(1; 1)

(1; 2)

(2; 0)

(2; 1)

(2; 2)

(3; 0)

(3; 1)

(3; 2)

(S2; 0)

(S2; 1)

266666666666666666666666666664

�1:50 0:35 0:15 0:50 0 0 0:50 0 0 0 0

0 �2 1 0 0:50 0 0 0:50 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 �3:50 1:20 0:30 0 0 0 2 0

0 0 0 0 �4 2 0 0 0 0 2

0 0 0 0 0 0 0 0 0 0 0

1:05 0 0 0:45 0 0 �2:50 0:60 0:40 0 0

0 1:05 0 0 0:45 0 0 �3 1:50 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0

377777777777777777777777777775
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so that the matrix exponential is

e1:5
eG2 =

266666666666666666666666666664

0:149 0:058 0:196 0:039 0:026 0; 104 0:049 0:024 0:089 0:190 0:075

0 0:070 0:505 0 0:019 0:134 0 0:023 0:115 0 0:134

0 0 1 0 0 0 0 0 0 0 0

0 0 0 0:005 0:007 0:253 0 0 0 0:568 0:167

0 0 0 0 0:003 0:499 0 0 0 0 0:499

0 0 0 0 0 1 0 0 0 0 0

0:103 0:047 0:096 0:031 0:023 0:094 0:051 0:029 0:299 0:157 0:070

0 0:049 0:161 0 0:015 0:112 0 0:024 0:528 0 0:112

0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 1

377777777777777777777777777775

:

This implies that critical phase reliabilities are P10fU2 � 1:5; L > U2g = 0:190 + 0:075 =

0:265 and P21fU2 � 1:5; L > U2g = 0:499 by using (8.8).

Suppose that �T = (0:2; 0; 0:3; 0; 0:5; 0). Then,

G� =

(1; 0)

(1; 1)

(2; 0)

(2; 1)

(3; 0)

(3; 1)

26666666666664

�1:50 0:35 0:50 0 0:50 0

0 �2 0 0:50 0 0:50

0:80 0 �3:50 1:20 1:20 0

0 0:80 0 �4 0 1:20

1:05 0 0:45 0 �2:50 0:60

0 1:05 0 0:45 0 �3

37777777777775
and using (8.9), the MTTF is

E [L] = ��T (G�)�1 1 = 1:6586:

In order to calculate availability by (8.15), we further suppose that & = [0:50; 0:75; 0:85]T .
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Then, choosing i� = 1 and using (8.10),

bG =

(1; 0)

(1; 1)

(1; 2)

(2; 0)

(2; 1)

(2; 2)

(3; 0)

(3; 1)

(3; 2)

266666666666666666666664

�1:50 0:35 0:15 0:50 0 0 0:50 0 0

0 �2 1 0 0:50 0 0 0:50 0

0:50 0 �0:50 0 0 0 0 0 0

0:80 0 0 �3:50 1:20 0:30 1:20 0 0

0 0:80 0 0 �4 2 0 1:20 0

0 0 0 0:75 0 �0:75 0 0 0

1:05 0 0 0:45 0 0 �2:50 0:60 0:40

0 1:05 0 0 0:45 0 0 �3 1:50

0 0 0 0 0 0 0:85 0 �0:85

377777777777777777777775

(8.22)

which implies that ��TG�11 1 = 7:8878 in (8.15). Moreover, we have

P1 =

(1; 0)

(1; 1)

(2; 0)

(2; 1)

(2; 2)

(3; 0)

(3; 1)

(3; 2)

266666666666666666664

1 �0:233 �0:333 0 0 �0:333 0 0

0 1 0 �0:250 0 0 �0:250 0

�0:223 0 1 �0:343 �0:086 �0:343 0 0

0 �0:200 0 1 �0:500 0 �0:300 0

0 0 �1 0 1 0 0 0

�0:420 0 �0:180 0 0 1 �0:240 �0:160

0 �0:350 0 �0:150 0 0 1 �0:500

0 0 0 0 0 �1 0 1

377777777777777777775
g2 =

h
0 0 0:3=3:5 0:5 0 0 0 0

iT
and

g3 =
h
0 0 0 0 0 0:4=2:5 1:5=3 0

iT
:

These imply that P�11 g2 (1; 0) = 0:8967; P�11 g3 (1; 0) = 1:2137; and using (8.15), we �nally

obtain

A =
7:8878�

�
0:8967
0:75

�
�
�
1:2137
0:85

�
7:8878 + 2

= 0:5324:

8.7 Optimal Replacement Problem

Optimal replacement problem for systems whose condition can be classi�ed into a �nite set

has been extensively studied in the literature under the title of "Condition-Based Mainte-

nance (CBM)". The following section gives a detailed review of the literature on CBM.
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8.7.1 Literature Review

8.7.1.1 Introduction

Maintenance actions are vital for companies to increase reliability and availability of the

production system and to decrease production costs. At the same time, Bevilacquaa and

Bragliab [37] states that maintenance may require extensive expenditures which may vary

from 15% to 70% of the total production cost depending on the industry. For instance, the

total amount of money spent for maintenance is more than 200 billion dollars in the United

States every year as observed by Chu et al. [38]. Moreover, a signi�cant portion of total work

force in a company is employed in maintenance departments; Waeyenbergh and Pintelon [39]

estimates that this is up to 30% or more in chemical process industries. These observations

indicate that optimizing the obvious trade-o¤ between maintenance costs and productivity

will have a very signi�cant impact on the total cost. This is why it is not surprising that an

extensive body of literature on optimal maintenance has accumulated in the last 50 years.

The review papers [40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55] survey

hundreds of papers in chronological order on optimal maintenance problems.

In general, there are two types of maintenance considered in the literature: corrective

maintenance (CM) and preventive maintenance (PM). CM involves actions performed af-

ter a failure to restore the system to a better condition. Sim and Endrenyi [87] de�ne

PM as the actions performed regularly at preselected times (not necessarily identical) to

reduce or eliminate the accumulated deterioration. PM can be further classi�ed into two

main classes: time-based preventive maintenance (TBPM) and condition-based maintenance

(CBM). System lifetime is considered as a random variable in TBPM and its distribution

is determined by statistical analysis. Then, optimal preventive maintenance actions are

planned according to a mathematical model developed using the failure distribution of the

system and related maintenance costs. On the other hand, Wang et al. [88] states that

maintenance decisions are given according to the actual state or condition of the system

under CBM policies. The state of the system may take either discrete values such as real

or intrinsic age (e.g., number of �ights for planes) or prede�ned deterioration levels, or

continuous values such as temperature, vibration, cumulative wear, etc. In the former one,

multi-state Markov decision processes are generally used to determine the states at which
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a preventive replacement decision is optimal to minimize a cost criteria. In the latter one,

the system is generally subject to continuous wear or deterioration. The general purpose

of the models developed to investigate such systems is to �nd an optimal treshold above

which a preventive replacement decision is optimal. In this review, we focus on condition-

based maintenance models under Markovian deterioration where the state of the system

can be classi�ed into one of a �nite number of states. For more information on condition-

based maintenance models with continuous deterioration, we refer the interested reader to

[89, 90, 91, 92, 38, 93, 94, 95, 96, 97, 98, 88] and the references cited in these papers .

CBM models are further classi�ed by the time points at which the state of the system

is observed by the decision maker. There are three types of inspection policies applied in

CBM literature: continuous inspection policy (CIP), periodic inspection policy (PIP), and

sequential inspection policy (SIP). Systems are always monitored or the state of the system

is always known by the decision maker under CIP. On the other hand, the condition of the

system under PIP or SIP is known only at some discrete time points. The main di¤erence

between PIP and SIP is that in PIP, the system is inspected and its state is observed at

equal time intervals, but these intervals do not have to be equal in SIP. If we apply PIP or

SIP, the time points at which the system will be inspected must be determined carefully,

since more frequent inspections will increase the related inspection cost and less frequent

inspections will decrease our ability to maintain the survival of the system. We will also

review some important optimal inspection and replacement models for which a control-limit

policy is optimal.

Although they may not be optimal even under very intuitive conditions (as we will il-

lustrate by examples later), control-limit policies are studied extensively in the literature.

The signi�cance of control-limit policies is that they are very easy to understand and im-

plement. Similarly, there are many CBM policies de�ned using several thresholds in the

literature. These models are important because they are also easy to apply and they can

reasonably describe the deterioration-maintenance process of some systems in real-world

applications. We will also review some of the important papers which analyze maintenance

policies de�ned via several thresholds.

In Section 8.7.1.2, the general assumptions and notation used in CBM models with

Markovian deterioration are given. Section 8.7.1.3 and Section 8.7.1.4 are on optimal re-
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placement, and optimal inspection/replacement models respectively where optimality of

control-limit policies are established. We conclude the review with Section 8.7.1.5 by sum-

marizing some other important maintenance models where policies are described by a few

tresholds.

8.7.1.2 General Assumptions

We shall concentrate speci�cally on optimal policies for CBM models with Markovian dete-

rioration. In the most generic sense, these models satisfy the following main assumptions:

i. The system can be observed to be in one of the M + 1 states from the set F =

f0; 1; � � � ;M�1;Mg where state 0 represents a brand new system, states 1; 2; � � � ;M�

1 represent intermediate deterioration levels in ascending order, andM denotes system

failure.

ii. Transitions among the deterioration levels at successive decision times follow an in-

creasing Markov chain with an upper-triangular transition probability matrix P =

[Pab] where Pab is the probability that the next deterioration level of the system will

be b given that current level is a for every a; b 2 F .

iii. Holding time in each level is a random variable with parameters which may or may

not depend on the deterioration level. Let ta be the holding time in state a 2 F

with mean ta. We suppose that ta is exponentially distributed for every a so that the

deterioration process is a Markov process. Otherwise, it is a semi-Markov process.

iv. Replacement durations may be negligible or random. Let ra denote the replacement

duration with mean ra if the replacement decision is given when the system is in

state a 2 F . There is always a replacement cost ca if the system is replaced when its

deterioration level is a 2 F .

v. The system may be inspected continuously, periodically, or sequentially.

vi. A state occupancy cost ha may be incurred when the system is occupying level a 2 F .

When the system fails, a failure cost K is incurred.
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vii. At each decision epoch, there are two alternative decisions: the system will be replaced

(sa = 1) or not replaced ( sa = 0) respectively if the system is in state a 2 F at that

decision epoch. The replacement action is assumed to be perfect so that the system

state is restored to 0 after the replacement.

viii. The objective of the problem is to minimize the expected total discounted cost or the

average cost per time.

These type of maintenance problems have been studied in the literature since 1960�s. In

general, there are two types of research papers where the �rst type de�nes a mathematical

model of the maintenance problem and obtains a policy (usually a control-limit policy)

which solves the problem optimally. The second type investigates the problems using a

given simpli�ed policy that is not necessarily optimal and �nds the optimum parameters

of this class of policies that minimize a cost function. In the following two sections, we

will review papers of the �rst type for replacement and inspection/replacement models

respectively. The �nal section focuses on papers of the second type.

8.7.1.3 Optimal Replacement Models

One of the earliest and basic cases where the deterioration process is described by a Markov

chain is analyzed by Derman [99]. It is assumed that the system is inspected at equally

spaced points in time and the system is classi�ed into one of the deterioration levels after

each inspection. The holding times are not considered and the decision model is formulated

based on the deterioration levels of the system observed at each inspection time. It is as-

sumed that the successive levels follow a Markov chain whose transition matrix is monotone

so that the cumulative matrix

�Pab =

MX
k=b

Pak (8.23)

is nondecreasing in a for every b 2 F . The other assumptions of this model are that the

replacement duration is equal to one inspection interval, replacement costs do not depend

on the deterioration level (ca = c for every a and some c), and there is no state occupancy
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cost (ha = 0). The DPE is

v (a) =

8>>>><>>>>:
c+K + �

MX
b=0

P0bv (b) if a =M

min

(
�

MX
b=0

Pabv (b) ; c+ �
MX
b=0

P0bv (b)

)
if a 6=M

(8.24)

where 0 � � < 1 is the periodic discount factor and v (a) is the total expected discounted

cost. In our discussions, we will present details primarily on v (a) with the understanding

that the average cost can be obtained in a similar fashion. It is proven that the optimal

policy has a control-limit structure. In particular, there exists a� 2 F such that

s�a =

8<: 1 if a � a�

0 if a < a�
(8.25)

for every a 2 F where s� denotes the optimal policy. The same model with sate occupancy

costs incurred each time that the system is inspected is analyzed by Kolesar [100]. The

DPE now becomes

v (a) =

8>>>><>>>>:
c+ hM + �

MX
b=0

P0bv (b) if a =M

min

(
ha + �

MX
b=0

Pabv (b) ; c+ ha + �
MX
b=0

P0bv (b)

)
if a 6=M

(8.26)

and the optimal policies minimizing both total expected discounted cost and average cost

are control-limit type if ha and �Pab are nondecreasing in a.

Kawai et al. [101] consider another model where state occupancy costs are not paid

during replacement, and all costs are state dependent. The DPE is

v (a) = min

(
ha + �

MX
b=0

Pabv (b) ; ca + �v (0)

)
(8.27)

and it is shown that the optimal policy still has a control-limit structure even when ca is

increasing in a provided that ha; ha � ca; and �Pab are increasing in a.

A generalization of the model in [100] is analyzed by Wood [102] by considering the case

where the replacement action may fail with a probability 1� p and the occupancy costs are

not paid during replacement. The standard recursion for this model can be formulated as

v (a) =

8>><>>:
c+K + �pv� (0) + � (1� p) v� (M) if a =M

min

(
ha + �

MX
b=0

Pabv� (b) ; c+ �pv� (0) + � (1� p) v� (a)
)

if a 6=M:
(8.28)
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For this model, the optimality of a control-limit policy minimizing the total expected dis-

counted cost and the average cost is proven under the same assumptions used by Kolesar

[100]. The model where the occupancy costs are paid during replacement has the DPE

v (a) =

8>><>>:
c+K + hM + �pv (0) + � (1� p) v (M) if a =M

min

(
ha + �

MX
b=0

Pabv (b) ; c+ ha + �pv (0) + � (1� p) v (a)
)

if a 6=M:

(8.29)

It is shown that the control-limit rule may not be optimal for this case by a counterexample.

In the same paper, a constantly monitored system is also investigated with the assumptions

that the replacement duration and holding times are exponentially distributed, and replace-

ment decisions are allowed only when a transition occurs in the deterioration process of the

system. It is assumed that the holding times depend on the deterioration level with rate

�a for level a, but the replacement duration does not with a constant rate �. The analysis

is done by applying uniformization techniques by which a continuous-time Markov decision

process can be converted into an equivalent discrete-time Markov decision process. Wood

[102] concludes that the optimal policy is control-limit type for both total expected dis-

counted cost and average cost criteria provided that ha and
XM

k=b
Pak�k are nondecreasing

in a; and occupancy costs are not paid during replacement. It is also proven that the same

result holds for the case where the occupancy costs are also paid during replacement if the

replacement duration is stochastically smaller than the holding time in each state (� � �a).

Özekici and Günlük [103] propose some su¢ cient conditions which make the lifetime of a

system with Markovian deterioration increasing failure rate on average (IFRA), and also

show that these conditions imply the optimality of a control-limit policy if the replacement

cost does not depend on the deterioration level of the system.

In all of the papers discussed so far, the holding times are either negligible or exponen-

tially distributed. However, the optimality of a control-limit policy may be obtained for

the models with di¤erent (even more general) holding time distributions satisfying some

monotonicity properties. A model where replacement and holding times are discrete ran-

dom variables and the system is monitored continuously is analyzed by Kao [104]. It is

assumed that a replacement decision can only be given after a transition of the deteriora-

tion level of the system. The author proves that the optimal policy which minimizes the

total discounted expected cost has control-limit structure provided that ha is nondecreasing
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in a, ta is nonincreasing in a, P is monotone, and the cost and time for replacement are

independent of the deterioration level. In this model, the deterioration process is actually

a semi-Markov process where sojourn times are discrete random variables. Following this

line of research, So [105] used semi-Markov decision processes to analyze the model where

replacement duration has a general distribution which is independent of the deterioration

level (ra = r), holding times are independent and identically distributed random variables

where ta is nonincreasing in a, ha and ca are nondecreasing in a, and
PM
b=a Pabcb � ca is

nondecreasing in a for 1 � a < M . The last assumption might be strict, but it is shown that

this condition can be easily veri�ed in some important special cases. It is also assumed that

a �xed charge � is incurred when the system is occupying level 0 to do parametric analysis

on �. The optimality of a control-limit policy minimizing average cost is proven under some

monotonicity assumptions for every �; in particular, for � = 0. The author also extends

this result to the case where replacement durations are dependent on the deterioration level

under the assumptions that
PM
b=a Pabcb � ca is nondecreasing in a for 1 � a < M , ra is

nondecreasing in a, hata is nondecreasing in a, and
PM
b=a Pabrb� ra+ ta is nonincreasing in

a.

Another study using a semi-Markov process with continuous sojourn times to model the

deterioration process of a system is presented by Lam and Yeh [106]. In this model, the

holding time in level a has a general distribution Fa with hazard rate function fa; state

occupancy costs, replacement costs and times are state dependent, and from level a, the

deterioration process will make a direct transition either to level a+ 1 with probability pa

or level M with probability 1� pa. It is assumed that the system is monitored continuously

and a decision is given when the system enters a new deterioration level. When the system

enters level a, the decision maker takes a decision to replace the system ta units of time

later if it remains in level a. If ta = 0, then the system is replaced as soon as it enters level

a and if ta = +1, then the system will not be replaced as long as it stays in level a. The

model has the following monotonicity assumptions:

i. The state occupancy cost rate, the replacement cost rate, the expected replacement

time, the marginal replacement cost, and the marginal replacement time increase as

the system deteriorates,
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ii. Fa is an increasing failure rate distribution for every a and fa (t) increases in a for

every t,

iii. pa is nondecreasing in a.

Under these conditions, there exist h� and k� with 0 � h� � k� �M , such that

t�a =

8>>><>>>:
+1 if a < h�

sa if h� � a < k�

0 if k� � a �M

where t�a is the optimal decision in level a, and 0 < sh� � sh�+1 � � � � � sk��1 < +1.

In other words, the system is replaced immediately as soon as it enters one of the states

f k�; k� + 1; � � � ;Mg; and it is never replaced in states f0; 1; � � � ; h� � 1g: However, in any

state a 2 fh�; h� + 1; � � � ; k�g, it is replaced after sa units of time in that state.

8.7.1.4 Optimal Inspection/Replacement Models

Another interesting research problem involves optimal inspection and replacement where

the state of the system can only be observed via inspections performed at selected times.

A �xed cost is incurred whenever the system is inspected and then, either a replacement

occurs or the time until the next inspection is determined. Such a problem with negligible

replacement and inspection times is analyzed by Ohnishi et al. [107] who consider a sys-

tem with Markovian deterioration. It is assumed that holding times are state dependent

exponential random variables, state occupancy and replacement costs are dependent on the

deterioration level, and from state a, a direct transition can occur only to state a + 1 or

state M . Under some monotonicity assumptions on costs and transition rates, it is shown

that the optimal policy minimizing the average cost has a control-limit structure and the

optimal time interval between successive inspections becomes shorter as the deterioration

level of the system increases. Similar results are obtained by Lam and Yeh [108] for an

identical model where replacement and inspection times are not negligible. It is clear that

in real-world applications, numerical procedures are necessary to �nd optimal policies even

if it has a control-limit structure. Iterative algorithms are derived for the optimal inspec-

tion and replacement problem under di¤erent maintenance strategies by Lam and Yeh [108].
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These maintenance strategies include failure replacement, age replacement, sequential in-

spection, periodic inspection, and continuous inspection. These algorithms are valid for a

model where the deterioration process is a continuous time Markov process and from state

a, a direct transition can occur only to state a+ 1 or state M . Numerical procedures for a

more general model are proposed by Yeh [109]. In this model, the deterioration process is a

semi-Markov process where the holding time in each level follows a general distribution that

depends on the level and from level a, direct transitions to levels a+1; a+2; � � � ;M � 1;M

are allowed. Iterative algorithms minimizing the average cost rate are provided to derive

the optimal state dependent and state-age dependent inspection/replacement policies. In

a state-age dependent policy, once the state of the system is identi�ed, the maintenance

decision is made according to the deterioration level of the system and the time spent in the

current state. However, if we apply the state dependent policy, each maintenance action is

determined only according to the deterioration level of the system no matter how long the

system has been in that state.

8.7.1.5 Optimal Maintenance Using Thresholds

Besides the papers which investigate the optimality of control-limit policies, there is also

abundant literature that focus on a given special class of policies where maintenance deci-

sion is made within that class. This type of models can be useful especially when a special

policy reasonably describes the deterioration-maintenance process of the system. For in-

stance, an optimal preventive maintenance model suitable for (not limited to) especially

coal pulverizers, circuit breakers and transformers is proposed by Sim and Endrenyi [87]. In

this model, the system is subject to two types of failure: Poisson failures and deterioration

failures. The deterioration process is an increasing Markov process where the holding times

are exponentially distributed with a constant rate and Pij = 1 where j = i+ 1. The times

to Poisson failures are exponentially distributed with a constant rate independent of the

deterioration level of the system. The system is removed from operation periodically for

preventive minimal maintenance which restores the deterioration level to the previous level

(i.e., from level i to level i�1 if the deterioration level is i when the preventive maintenance

starts). The duration between two successive minimal preventive maintenance actions has

an Erlang-r distribution with mean 1=�m. If a failure occurs, the system is restored to level
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0 and the time to repair depends on the type of the failure. The steady-state equations for

this model and a simple algorithm to �nd the steady-state probabilities when r = 1 are pro-

posed. The authors also analyze the optimal preventive maintenance problem to minimize

unavailability with respect to �m. An extension of this model where r = 1 is investigated

by Sim and Endrenyi [110]. This paper considers the systems which can be restored to "as

good as new" status preventively. It is assumed that the �rst s� 1 preventive maintenance

actions are minimal (i.e., the system is restored to the previous deterioration level), then

the following preventive maintenance is major maintenance where the system is restored

to level 0. This system is also subject to Poisson failures; but after a Poisson failure, the

system experiences a minimal repair which is exponentially distributed (i.e., the system is

restored to the operable state it was in just before the failure). After a deterioration fail-

ure, the system is again overhauled to state 0. A recursive algorithm is proposed to �nd

steady-state probabilities, and closed-form expressions for steady-state probabilities in the

case where s! +1 are given. The optimal values of �m which minimize unavailability and

average cost respectively are also discussed.

This line of research is also followed by Chen and Trivedi [111] who consider a model

where the holding times are dependent on the deterioration level and each inspection takes

an exponentially distributed amount of time. It is assumed that the system is inspected after

a random period which is exponentially distributed with rate �in. The applied preventive

maintenance policy can be summarized by the two tresholds (g; b) as follows: if the observed

deterioration level is i with i � g after an inspection, then no maintenance occurs. If the

system deterioration level is i with g < i � b, then the system is restored to level i � 1 by

minimal maintenance. The system experiences major maintenance when the deterioration

level is found to be in i with b < i � M � 1, by which the system is restored to level 0.

If a deterioration failure occurs, the system is overhauled to level 0. Moreover, the system

is subject to Poisson failures after which a minimal repair is performed which restores the

system to the level it was in just before the failure. For this model, the authors give closed-

form expressions for steady-state probabilities, steady-state availability, and MTTF. They

also numerically analyze the optimal inspection intervals (�in) minimizing unavailability

and average cost respectively, and maximizing MTTF under a target availability constraint.

The optimality of such a threshold policy is shown by Chen and Trivedi [112] who analyze
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numerical examples for the case where the deterioration rate at each level is the same.

A similar model where g = 0 is analyzed by Amari and McLaughlin [113]. Closed form

expressions for steady-state probabilities and availability are presented and algorithms to

solve three optimization problems maximizing the system availability are given. These

problems are formulated to �nd optimal �in for a given value of b, to �nd optimal b for a

given value of �in, and to �nd optimal values of b and �in.

Minimal repair action may also be applied at any deterioration level of the system.

Moustafa et al. [114] analyze a model where each holding time follows a general distribu-

tion and, at each state transition, one of three possible actions can be chosen: do-nothing,

minimal maintenance, and replacement. To derive the optimal policy minimizing the ex-

pected long-run cost rate, two di¤erent approaches are followed. In the �rst approach, a

control-limit policy with two thresholds is determined. The second approach uses the con-

ventional policy iteration algorithm. By numerical examples, it is shown that the optimal

policy may not be control-limit and minimal maintenance may not be optimal in any state

when the cost and the time of minimal maintenance increase relative to the cost and the

time of replacement respectively.

Minimal maintenance restores the system to the previous deterioration level in all pre-

viously cited papers. An extension of this idea can be repair by which the system can be

restored to any better deterioration level. For example, a rather general policy Rij(T;N; �)

for a continuous time Markovian deteriorating system is proposed and analyzed by Chiang

and Yuan [115]. Under this policy, the system is inspected at times T; 2T; 3T; � � � to identify

the current deterioration level a of the system. Let m be the number of repairs already un-

dertaken until the inspection time. The maintenance decision will be do-nothing if a � i�1;

or i � a � j � 1 and m = N . The system is repaired to a better state if i � a � j � 1 and

m < N . The next deterioration level of the system after the repair will be determined by

the probability matrix � (i.e., the system will be restored to state r with probability �ar).

The maintenance decision will be replacement if j � a �M . An algorithm is also proposed

to derive the optimal values of i; j; and T for given N and �.
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8.7.2 Optimal Policy Characterization

In this section, the optimal replacement problem of a mission-based system with Markovian

mission and deterioration is analyzed. The mission process and the age or deterioration

process of the system have the same structure as given at the beginning of Chapter 8. The

mission process is a Markov process and the deterioration process is a Markov process mod-

ulated by the mission process. We analyze the optimal replacement policy under some IFR

assumptions on the deterioration process. It is assumed that Pi is a stochastically monotone

upper triangular matrix and failure rate of the system increases as the deterioration level

of the system increases. In other words,

MX
b=k

Pi (a; b) �
MX
b=k

Pi (a� 1; b) (8.30)

and

�i (a) � �i (a� 1) (8.31)

for any a = 1; � � � ;M and k 2 F . We also assume that all replacements are instantaneous.

We will characterize the optimal replacement policy which minimizes the expected total

discounted cost under the assumption that the decision maker is allowed to make a decision

only when a change occurs in the mission process or the deterioration process. There are

three costs associated with our problem. The preventive replacement and the failure costs

during phase i are pi and fi respectively with fi � pi and supi2E fi = f < +1. A state

occupancy cost c(i; a) with supi;a c(i; a) = C < +1 is incurred if the system starts to

perform phase i with the initial deterioration level a. It is assumed that c(i; a) is increasing

in a for all i 2 E and � > 0 is the continuous discount rate. Although we assume that c(i; a)

is a �xed lump-sum cost incurred at the beginning of each decision epoch, it is possible to

obtain it explicitly when the state occupancy costs are incurred continuously. If the state

occupancy cost rate is cr(i; a) for the system performing phase i with deterioration level a,

then

c(i; a) =

Z +1

0
� (i; a) e��(i;a)t

Z t

0
cr(i; a)e

��sdsdt =
cr(i; a)

� (i; a) + �
:

We need to solve the DPE

v (i; a) = min
s2Aa

frs (i; a) + �sv (i; a)g (8.32)
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where s = 1 implies replacement, s = 0 implies do nothing, A0 = f0g ; AM = f1g ; Aa =

f0; 1g, r0 (i; a) = c (i; a), r1 (i; a) = c (i; 0) + pi, r1 (i;M) = c (i; 0) + fi;

�0g (i; a) =
�i + �i (a)

�i + �i (a) + �

24 �i
�i + �i (a)

X
j2E

Q (i; j) g (j; a) +
�i (a)

�i + �i (a)

MX
b=0

Pi (a; b) g (i; b)

35
for a = 0; � � � ;M � 1 and

�1g (i; a) =
�i + �i (0)

�i + �i (0) + �

24 �i
�i + �i (0)

X
j2E

Q (i; j) g (j; 0) +
�i (0)

�i + �i (0)

MX
b=0

Pi (0; b) g (i; b)

35
(8.33)

for a = 1; � � � ;M .

Now, we can use uniformization technique by applying the procedure in Puterman [116].

The original model has

Ps (i; a; j; b) =

8<: P (i; a; j; b) if s = 0

P (i; 0; j; b) if s = 1

and

�s (i; a) =

8<: � (i; a) if s = 0

� (i; 0) if s = 1:

In the above formulation, the subscripts after P and � mean that the related formula is

valid if the replacement decision denoted by the subscript is applied.

To apply uniformization, we need to assume that there exists a positive constant such

that

�s (i; a) � c

for all i 2 E; a 2 F and s 2 B. Then, de�ne

ers (i; a) = rs (i; a)

�
�+ �s (i; a)

�+ c

�
and

ePs (i; a; j; b) =
8<: 1� (1�P s(i;a;j;b))�s(i;a)c if (j; b) = (i; a)

P s(i;a;j;b)�s(i;a)
c if (j; b) 6= (i; a) :

Then, by Proposition 11.5.1. in Puterman [116], we have v (i; a) = ev (i; a) for every station-
ary policy where ev satis�es the DPE

ev (i; a) = min
s2Aa

ners (i; a) + e�sev (i; a)o (8.34)
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for all i 2 E and a 2 F where

er0 (i; a) = c (i; a)

�
�+ �i + �i (a)

�+ c

�
er1 (i; a) = (c (i; 0) + pi)

�
�+ �i (0) + �i

�+ c

�
er1 (i;M) = (c (i; 0) + fi)

�
�+ �i (0) + �i

�+ c

�
for all a 2 FnfMg;

e�0g (i; a) =
c

c+ �

24�i
c

X
j2E

Q (i; j) g (j; a) +
�i (a)

c

MX
b=0

Pi (a; b) g (i; b) (8.35)

+

�
1� �i + �i (a)

c

�
g (i; a)

�
(8.36)

and

e�1g (i; a) =
c

c+ �

24�i
c

X
j2E

Q (i; j) g (j; 0) +
�i (0)

c

MX
b=0;b6=a

Pi (0; b) g (i; b)

+

0@1�
�
1� �i(0)

�i+�i(0)
Pi (0; a)

�
(�i + �i (0))

c

1A g (i; a)

35
or

e�1g (i; a) =
c

c+ �

24�i
c

X
j2E

Q (i; j) g (j; 0) +
�i (0)

c

MX
b=0

Pi (0; b) g (i; b) (8.37)

+

�
1� �i + �i (0)

c

�
g (i; a)

�
: (8.38)

Let B denote the set of all real-valued bounded functions de�ned on E�F . For any f 2 B,

we de�ne the operator � so that

�f (i; a) = min
s2Aa

ners (i; a) + e�sf (i; a)o (8.39)

for all i 2 E; and a 2 F .

Lemma 8.3 If g (i; a) = f (i; a)+h for some constant h; then �g (i; a) = �f (i; a)+( c
c+�)h.

Proof. Using (8.36) and (8.38),

e�0g (i; a) =
c

c+ �

24�i
c

X
j2E

Q (i; j) g (j; a) +
�i (a)

c

MX
b=0

Pi (a; b) g (i; b)

+

�
1� �i + �i (a)

c

�
g (i; a)

�
= �0f (i; a) +

�
c

c+ �

�
h
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and

e�1g (i; a) =
c

c+ �

24�i
c

X
j2E

Q (i; j) g (j; 0) +
�i (0)

c

MX
b=0

Pi (0; b) g (i; b)

�
�
1� �i + �i (0)

c

�
g (i; a)

�
= �1f (i; a) +

�
c

c+ �

�
h:

This implies that

�g (i; a) = min
s2Aa

�ers (i; a) + e�sf (i; a) + � c

c+ �

�
h

�
= �f (i; a) +

�
c

c+ �

�
h:

Theorem 8.4 There exists a unique ev� in B which satis�es the DPE (8.34).
Proof. We will use Banach�s contraction mapping theorem. Choose two functions f; g 2 B

and suppose that k�k is the usual supremum norm. Let

h = kf � gk :

Then,

g (i; a)� h � f (i; a) � g (i; a) + h (8.40)

for all i 2 E and a 2 F . It is easy to see that

�(g (i; a)� h) � �f (i; a) � �(g (i; a) + h) :

Then, using Lemma 8.3,

�g (i; a)� h
�

c

c+ �

�
� �f (i; a) � �g (i; a) + h

�
c

c+ �

�
and this further implies that

j�f (i; a)��g (i; a)j � h

�
c

c+ �

�
and

k�f ��gk �
�

c

c+ �

�
kf � gk :

Then, since
c

c+ �
< 1

� is a contraction mapping and it has a unique �xed point using Banach�s contraction

mapping theorem.
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By Theorem 8.4, we know that there is a stationary policy which solves the DPE (8.34).

Since, ev = v for every stationary policy, they are equal for the optimal replacement policy.

Therefore, if we have a characterization for the transformed process, the same characteriza-

tion will be valid for the original process. From now on, v and ev will represent the expected
total discounted cost under the optimal replacement policy for the original process and the

transformed process respectively. Our aim is to characterize the optimal policy. First, we

need some preliminary results.

Lemma 8.5 If ev (i; a) is increasing in a, then
�i (a)

c

X
b�a+1

Pi (a; b) ev (i; b) + �1� �i + �i (a)

c

�ev (i; a)
is also increasing in a for all i 2 E

Proof. De�ne two vectors as

u1 =
h
c��i(a)��i

c
�i(a)Pi(a;a+1)

c
�i(a)Pi(a;a+2)

c � � � �i(a)Pi(a;M)
c

i
and

u2 =
h
0 c��i(a+1)��i

c
�i(a+1)Pi(a+1;a+2)

c
�i(a+1)Pi(a+1;a+3)

c � � � �i(a+1)Pi(a+1;M)
c

i
:

We �rst show that
M�a+1X
i=k

u2 (i) �
M�a+1X
i=k

u1 (i)

for all k = 1; � � � ;M � a+ 1. If k = 1, then

M�a+1X
i=1

u1 (i) =
c� �i
c

=
M�a+1X
i=1

u2 (i) =
c� �i
c

:

If k = 2, then
M�a+1X
i=2

u1 (i) =
�i (a)

c
�
M�a+1X
i=2

u2 (i) =
c� �i
c

since �i (0) + �i � c.

If k = j for some j = 3; � � � ;M � a+ 1, then using (8.30) and (8.31),

M�a+1X
i=j

u1 (i) =
�i (a)

c

MX
b=a+j�1

Pi (a; b) �
M�a+1X
i=j

u2 (i) =
�i (a+ 1)

c

MX
b=a+j�1

Pi (a+ 1; b) :
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Thus, we have
M�a+1X
i=k

u2 (i) �
M�a+1X
i=k

u1 (i)

for all k = 1; � � � ;M � a+ 1. Moreover, since ev is increasing in a, using Lemma 1 on page
123 in Derman [99], we have

MX
j=a

u2 (j � a+ 1) ev (i; j) � MX
j=a

u1 (j � a+ 1) ev (i; j)
and this completes the proof.

Theorem 8.6 ev is increasing in a and bounded by (c+ �)(C + f)=�.
Proof. It is su¢ cient to show that ers (i; a) + e�sev (i; a) is increasing in a and bounded by
(c+�)(C+f)=� from above for each value of s assuming that ev (i; a) is increasing in a and
bounded by (c+ �)(C + f)=� from above. It is trivial that

ers (i; a) � C + f

and e�sev (i; a) � � c

c+ �

�
(c+ �)(C + f)

�

for each value of s. These imply that

ers (i; a) + e�sev (i; a) � (c+ �)(C + f)=�:
Choose arbitrary a 2 FnfMg and �rst assume that s = 0. Since, er0 (i; a+ 1) � er0 (i; a),
it is su¢ cient to show that e�0ev (i; a+ 1) � e�0ev (i; a). We have ev (j; a+ 1) � ev (j; a) for
every a by the main hypothesis and using Lemma 8.5, we have the desired result. Now

assume that s = 1. It is trivial that e�1ev (i; a+ 1) � e�1ev (i; a) by the main hypothesis ander1 (i; a+ 1) � er1 (i; a). This implies that er1 (i; a) + e�1ev (i; a) is increasing in a and this

completes the proof.

An immediate corollary of this theorem is the following.

Corollary 8.7 v (i; a) is increasing in a and bounded by (c+ �)(C + f)=�.

Proof. This follows simply from Proposition 11.5.1. in Puterman [116].
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Corollary 8.8 Suppose that s� is the optimal replacement policy. Then, there is a�i for all

i 2 E such that

s� (i; a) =

8<: 1 if a � a�i

0 if a < a�i :

Proof. Choose arbitrary i 2 E. It su¢ ces to show that if s� (i; a) = 1; then s� (i; b) = 1

for all b � a since s� (i;M) = 1. Assume that s� (i; a) = 1 for some a < M and, for a

contradiction, suppose that there exists b > a such that s� (i; b) = 0. Note that if we can not

�nd such an a, there is nothing to prove. Since, s� (i; a) = 1; r1 (i; a)+�1v (i; a) � r0 (i; a)+

�0v (i; a) and v (i; a) = r1 (i; a)+�1v (i; a). Since s� (i; b) = 0, v (i; b) = r0 (i; b)+�0v (i; b) <

r1 (i; b) + �1v (i; b) = r1 (i; a) + �1v (i; a) = v (i; a). But, this result is a contradiction by

Corollary 8.7 and the proof is completed.

Thus, we have proved that the optimal replacement policy is a phase dependent control-

limit policy on the deterioration level of the system. The critical replacement levels depend

on the phases of the mission. The optimal replacement policy must be as depicted in Figure

8.2 for a system performing a mission with two phases.

Figure 8.2: A typical optimal replacement policy for a system performing a mission with

two phases.

8.7.2.1 Numerical Examples

We will show by some counterexamples that the main assumptions on our model are really

necessary to guarantee the optimality of a policy with a control-limit structure. As men-

tioned earlier, we assume that pi � fi for all i 2 E, pi does not depend on the deterioration



Chapter 8: Reliability and Optimal Maintenance under Markovian Mission and Deterioration 175

level of the system and the deterioration process satis�es some monotonicity conditions.

In the following examples, we show that if these assumptions do not hold, then we can

�nd a case such that the optimal replacement policy is not control-limit. In this thesis, all

dynamic programming equations are solved by transforming them into appropriate linear

programming models.

In the following examples, it is assumed that M = 6 and the system performs a mission

with three phases so that E = f1; 2; 3g and F = f0; 1; � � � ; 6g. The transition probability

matrix and the transition rates of the mission process are

Q =

26664
0 0:3 0:7

0:2 0 0:8

0:5 0:5 0

37775 (8.41)

and

� =
h
8 1 4

i
: (8.42)

The transition probability matrices of the deterioration process for each phase are

P1 =

26666666666666664

0 0:1 0:2 0:2 0:3 0:1 0:1

0 0 0:1 0:15 0:2 0:25 0:3

0 0 0 0:2 0:23 0:22 0:35

0 0 0 0 0:3 0:3 0:4

0 0 0 0 0 0:5 0:5

0 0 0 0 0 0 1

0 0 0 0 0 0 0

37777777777777775
; (8.43)

P2 =

26666666666666664

0 0:1 0:2 0:2 0:2 0:1 0:2

0 0 0:05 0:13 0:22 0:25 0:35

0 0 0 0:17 0:22 0:23 0:38

0 0 0 0 0:24 0:32 0:44

0 0 0 0 0 0:4 0:6

0 0 0 0 0 0 1

0 0 0 0 0 0 0

37777777777777775
; (8.44)
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and

P3 =

26666666666666664

0 0:1 0:1 0:1 0:15 0:2 0:35

0 0 0:05 0:08 0:22 0:25 0:4

0 0 0 0:05 0:24 0:26 0:45

0 0 0 0 0:18 0:32 0:5

0 0 0 0 0 0:45 0:55

0 0 0 0 0 0 1

0 0 0 0 0 0 0

37777777777777775
(8.45)

and the related transition rates are

�1 =
h
4 5 5:5 9 80; 000 90; 000

i
�2 =

h
2 3 5 6 620; 000 650; 000

i
�3 =

h
4 5 6 7 80; 000 10; 0000

i
:

The maintenance and failure costs are p1 = 200; p2 = 10; p3 = 30; f1 = 300; f2 = 50 and

f3 = 80. The discount rate is � = 0:8 and all state occupancy costs are 0. Unless otherwise

speci�ed, these parameters will be used in the following examples. This is our base case

and we will produce the counterexamples by changing some parameters in the base case. In

all of the tabular representations through this and the following sections, if it is not clear

from the context, we suppose that the rows correspond to the phases of the mission while

the columns represent deterioration levels. Then, the optimal replacement policy and the

optimal costs are

s� =

26664
0 0 0 0 1 1 1

0 1 1 1 1 1 1

0 0 0 1 1 1 1

37775

v� =

26664
211:790 251:023 265:112 311:449 411:790 411:790 511:790

122:279 132:279 132:279 132:279 132:279 132:279 172:279

177:180 193:980 201:191 207:180 207:180 207:180 257:180

37775
in the base case. It is clear that this is a control-limit policy and the critical thresholds are

a�1 = 4; a
�
2 = 1; a

�
3 = 3.

Example 8.9 In this example, we show that if fi < pi for some i 2 E; then the optimal

replacement policy does not have to be control-limit and the value function does not have



Chapter 8: Reliability and Optimal Maintenance under Markovian Mission and Deterioration 177

to be increasing in the deterioration level of the system. Suppose that p1 = 200; p2 = 10;

p3 = 1; f1 = 210; f2 = 11 and f3 = 0:8. The discount rate is � = 0:99. Using these

parameters, the optimal replacement policy and optimal costs are

r� =

26664
0 0 0 0 1 1 1

0 0 0 0 1 1 1

0 1 1 1 0 0 1

37775

v� =

26664
104:522 129:644 139:025 180:017 304:522 304:522 314:522

42:876 46:638 48:754 50:627 52:876 52:876 53:876

59:768 60:768 60:768 60:768 60:575 60:572 60:658

37775 :
It is obvious that the optimal cost function is not increasing and the optimal policy is not

control-limit for phase 3.

Example 8.10 In this example, we show that if pi depends on the deterioration level of the

system, then the optimal policy does not have to be control-limit. Suppose that

Q =

26664
0 0:4 0:6

0:3 0 0:7

0:5 0:5 0

37775 ;
� =

h
5 8 4

i
;

�1 =
h
1 2 3 3:1 3:2 3:3

i
;

�2 =
h
2 3 5 80 1000 1200

i
;

�3 =
h
1 1:5 2:5 4 4:5 5

i
;

p =

26664
15 20 25 30 35 40

15 20 25 30 35 40

15 20 25 30 35 40

37775 ;
and

f =
h
76 45 41

i
;

and � = 0:75. Then, the optimal replacement policy and optimal costs are

r� =

26664
0 0 1 1 0 1 1

0 0 0 1 1 1 1

0 0 0 0 0 0 1

37775
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and

v� =

26664
51:709 67:839 76:709 81:709 86:487 91:709 127:709

54:330 68:141 76:872 84:330 89:330 94:330 99:330

51:340 64:182 72:452 78:269 81:443 85:516 92:340

37775 :
It is clear that even if the cost function is increasing, the optimal policy is not control-limit

for phase 1.

Example 8.11 In this example, it is shown that if deterioration process of the system for

a given phase does not satisfy (8.30) and (8.31), then the optimal policy does not have to

be control-limit. Suppose that p1 = 20; p2 = 10; p3 = 30; f1 = 300; f2 = 150; f3 = 180;

�1 =
h
4 5 150 180 3 5

i
;

�2 =
h
2 3 200 220 3 5

i
;

�3 =
h
4 5 300 350 3 5

i
;

and

P1 = P2 = P3 =

26666666666666664

0 0:1 0:1 0:1 0:15 0:2 0:35

0 0 0:4 0:08 0:1 0:1 0:32

0 0 0 0:55 0:13 0:12 0:2

0 0 0 0 0:7 0:2 0:1

0 0 0 0 0 0:8 0:2

0 0 0 0 0 0 1

0 0 0 0 0 0 0

37777777777777775
:

Then, the optimal policy and optimal costs are

r� =

26664
0 0 1 0 0 1 1

0 1 1 1 0 1 1

0 0 1 0 0 1 1

37775
and

v� =

26664
270:753 283:442 290:753 281:886 241:782 290:753 570:753

208:036 218:036 218:036 218:036 203:278 218:036 358:036

258:427 270:443 288:427 266:345 236:590 288:427 438:427

37775 :
It is clear that the optimal policy is not control-limit and the optimal costs are not increasing

in the deterioration level of the system for each phase.
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8.8 Optimal Repair Problem

In the previous section, we analyze the optimal replacement problem in which a decision

maker observes the system at the beginning of each decision epoch and then makes a decision

of replacing the system or not. However, repairing the system to a better state is also possible

in real life applications in addition to replacement option. In this section, we assume that

after any change in the deterioration process or in the mission process, a decision maker

observes the system and then decides to repair the system to a better state immediately or

to do nothing. The mission and deterioration processes have the same structure as used in

Section 8.7.2 and all repair activities are instantaneous.

Let Ci (a; b) be the cost of repairing the system from deterioration level a to deterioration

level b during phase i. It is assumed that Ci (a; b) is increasing in a for a �xed b, decreasing

in b for a given a, and Ci (a; a) = 0. It is also assumed that for any initial deterioration level

a < M , we can repair the system to any deterioration level in the set f0; 1; � � � ; ag with the

option of doing nothing. However, a failed system will be replaced. In other words, a failed

system (with deterioration level M) can only be repaired to the deterioration level 0. We

let v (i; a) denote the expected total discounted cost given that the initial phase is i 2 E

and the initial deterioration level of the system is a 2 F .

We need to solve the DPE

v (i; a) = min
b2A(a)

fCi (a; b) + c (i; b) + �v (i; b)g (8.46)

where

�v (i; a) =
�i + �i (a)

�i + �i (a) + �

24 �i
�i + �i (a)

X
j2E

Q (i; j) v (j; a) +
�i (a)

�i + �i (a)

MX
b=0

Pi (a; b) v (i; b)

35
(8.47)

and

A (a) =

8<: f0; 1; � � � ; ag if a < M

f0g if a =M:

It is assumed that in the existence of a tie, the decision maker chooses the smaller deterio-

ration level to which the system will be repaired. We also assume that

sup
i2E;a2F

f�i + �i (a)g = c < +1 (8.48)
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and

sup
i2E

fCi (M; 0)g = Cr < +1:

Theorem 8.12 There is a unique function in B that satis�es the DPE (8.46).

Proof. De�ne the operator � so that

�f (i; a) = min
b2A(a)

fCi (a; b) + c (i; b) + �f (i; b)g

for any f 2 B. We will use Banach�s contraction mapping theorem. Choose two functions

g and h from B and assume that k�k is the usual supremum norm. Consider

�g (i; a)��h (i; a) = min
b2A(a)

fCi (a; b) + c (i; b) + �g (i; b)g� min
b2A(a)

fCi (a; b) + c (i; b) + �h (i; b)g :

(8.49)

Suppose that b 2 A (a) minimizes the second term in the right hand side of (8.49). Then,

�g (i; a)��h (i; a) � Ci
�
a; b
�
+ c

�
i; b
�
+ �g

�
i; b
�
� Ci

�
a; b
�
� c

�
i; b
�
� �h

�
i; b
�

�
�i + �i

�
b
�

�i + �i
�
b
�
+ �

24 �i

�i + �i
�
b
� X
j2E

Q (i; j)
�
g
�
j; b
�
� h

�
j; b
��

+
�i
�
b
�

�i + �i
�
b
� MX
b=0

Pi
�
b; b
�
(g (i; b)� h (i; b))

#

�
�i + �i

�
b
�

�i + �i
�
b
�
+ �

24 �i

�i + �i
�
b
� X
j2E

Q (i; j) kg � hk

+
�i
�
b
�

�i + �i
�
b
� MX
b=0

Pi
�
b; b
�
kg � hk

#

� sup
i2E;a2F

�
�i + �i (a)

�i + �i (a) + �

�
kg � hk :

Similarly, it can be shown that

�h (i; a)��g (i; a) � sup
i2E;a2F

�
�i + �i (a)

�i + �i (a) + �

�
kg � hk :

Thus, we have

k�g ��hk � sup
i2E;a2F

�
�i + �i (a)

�i + �i (a) + �

�
kg � hk :
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Then, using (8.48),

sup
i2E;a2F

�
�i + �i (a)

�i + �i (a) + �

�
= sup

i2E;a2F

�
1� �

�i + �i (a) + �

�
= 1� �

sup
i2E;a2F

f�i + �i (a)g+ �

= 1� �

c+ �
=

c

c+ �
< 1

and this implies that � is a contraction mapping. Using Banach�s contraction mapping

theorem, � has a unique �xed point and this completes the proof.

Now, we can use uniformization technique by applying the procedure in Puterman [116].

The DPE (8.46) can be rewritten using the notation in Puterman [116] as

v (i; a) = min
s2A(a)

frs (i; a) + �sv (i; a)g (8.50)

where rs (i; a) = Ci (a; s) + c(i; s);

�sv (i; a) =
�i + �i (s)

�i + �i (s) + �

24 �i
�i + �i (s)

X
j2E

Q (i; j) v (j; s) +
�i (s)

�i + �i (s)

MX
b=s+1

Pi (s; b) v (i; b)

35 :
The original model has �s (i; a) = �i + �i (s) and

Ps (i; a; j; b) =

8<:
�i

�i+�i(s)
Q (i; j) if b = s; j 6= i

�i(s)
�i+�i(s)

Pi (s; b) if b 6= s; j = i:

In the above formulation, the subscripts after P and � mean that the related formula is

valid if the repair decision denoted by the subscript is applied. Moreover, we have

�s (i; a) � c

for all i 2 E; a 2 F; and s 2 A (a) by (8.48), which is a necessary condition for the

uniformization technique.

Then, de�ne ers (i; a) = rs (i; a)

�
�+ �s (i; a)

�+ c

�
and

ePs (i; a; j; b) =
8<: 1� (1�Ps(i;a;j;b))�s(i;a)

c if (j; b) = (i; a)
Ps(i;a;j;b)�s(i;a)

c if (j; b) 6= (i; a) :
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Then, by Proposition 11.5.1 in Puterman [116], we have v (i; a) = ev (i; a) for every stationary
policy where ev satis�es the DPE

ev (i; a) = min
s2A(a)

ners (i; a) + e�sev (i; a)o
for all i 2 E and a 2 F; and

e�sev (i; a) =
c

c+ �

24�i
c

X
j2E

Q (i; j) ev (j; s) + �i (s)

c

MX
b=s+1

Pi (s; b) ev (i; b) (8.51)

+

�
1� �i + �i (s)

c

�ev (i; a)� :
By Theorem 8.12, we know that there is a stationary policy which solve the DPE (8.46).

Since ev = v for every stationary policy, they are equal for the optimal repair policy. There-

fore, if we have a characterization for the transformed process, the same characterization

will be valid for the original process. From now on, v and ev will represent the expected total
discounted cost under the optimal repair policy for the original process and the transformed

process respectively. Our aim is to characterize the optimal policy. First we need some

preliminary results.

Lemma 8.13 If ev (i; a) is increasing in a for all i 2 E, then e�aev (i; a) is also increasing in
a for all i 2 E.

Proof. Choose arbitrary a 2 f0; 1; � � � ;M � 2g. Then, we have

e�a+1ev (i; a+ 1) =
c

c+ �

24�i
c

X
j2E

Q (i; j) ev (j; a+ 1) + �i (a+ 1)

c

X
b�a+2

Pi (a+ 1; b) ev (i; b)
+

�
1� �i + �i (a+ 1)

c

�ev (i; a+ 1)�
and

e�aev (i; a) =
c

c+ �

24�i
c

X
j2E

Q (i; j) ev (j; a) + �i (a)

c

X
b�a+1

Pi (a; b) ev (i; b)
+

�
1� �i + �i (a)

c

�ev (i; a)� :
Since ev (j; a+ 1) � ev (j; a) for every j and �i (a+ 1) � �i (a) we have

�i (a)

c

X
b�a+1

Pi (a; b) ev (i; b) + �1� �i + �i (a)

c

�ev (i; a)
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� �i (a+ 1)

c

X
b�a+2

Pi (a+ 1; b) ev (i; b) + �1� �i + �i (a+ 1)

c

�ev (i; a+ 1)
using Lemma 8.5 and this completes the proof.

Theorem 8.14 ev is increasing in a and bounded by (c+ �) (Cr + C) =�.
Proof. De�ne the operator e� so that

e�f (i; a) = min
s2A(a)

ners (i; a) + e�sev (i; a)o
for any f 2 B. It su¢ ces to show that if ev (i; a) is increasing in a and bounded by

(c+ �) (Cr + C) =�, then e�ev (i; a) is increasing in a and bounded by (c+ �) (Cr + C) =�.
It is clear that ers (i; a) � Cr + C and

�sev (i; a) � c

c+ �

(c+ �) (Cr + C)

�
=
c (Cr + C)

�
:

These trivially imply that

ers (i; a) + �sev (i; a) � (c+ �) (Cr + C)

�

and this proves that e�ev is bounded by (c+ �) (Cr + C) =�. Since ers (i; a) and ev (i; a) are
increasing in a, using (8.51), we have

ers (i; a+ 1) + e�sev (i; a+ 1) � ers (i; a) + e�sev (i; a) (8.52)

for any s 2 f0; 1; � � � ; ag if a 2 f0; 1; � � � ;M � 2g and for s = 0 if a =M � 1. Then, if

e�ev (i; a+ 1) = ers�a+1 (i; a+ 1) + e�s�a+1ev (i; a+ 1)
for some s�a+1 2 f0; 1; � � � ; ag, using (8.52),

e�ev (i; a+ 1) = ers�a+1 (i; a+ 1) + e�s�a+1ev (i; a+ 1) � ers�a+1 (i; a) + e�s�a+1ev (i; a) � e�ev (i; a) :
If e�ev (i; a+ 1) = era+1 (i; a+ 1) + e�a+1ev (i; a+ 1)
where a 2 f0; 1; � � � ;M � 2g necessarily, then using Lemma 8.13,

e�ev (i; a+ 1) = era+1 (i; a+ 1) + e�a+1ev (i; a+ 1) � era (i; a) + e�aev (i; a) � e�ev (i; a)
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where the �rst inequality follows from

era+1 (i; a+ 1) = c (i; a+ 1) (�+ �i + �i (a+ 1))

�+ c
� c (i; a) (�+ �i + �i (a))

�+ c
= era (i; a)

since c (i; a) and �i (a) are increasing in a. Since e�ev (i; a+ 1) � e�ev (i; a) for any a 2
FnfMg in all possible cases, the proof is completed.

An immediate corollary of this theorem is the following.

Corollary 8.15 v(i; a) is increasing in a for all i 2 E and bounded by (c+ �) (Cr + C) =�.

From now on, we analyze the structure of the optimal repair policy. Let ri (a) be the

optimal repair decision during phase i if the deterioration level of the system is a. We de�ne

the marginal repair cost 5Ci (a; b), for b � a; as

5Ci (a; b) = Ci (a; b� 1)� Ci (a; b) :

Then, we have

Ci (a; b) =
aX

k=b+1

5Ci (a; k) (8.53)

for all b < a.

We will characterize the optimal repair policy by making some additional assumptions

on the repair costs.

Assumption 8.16 For a given i 2 E, Ci (a; b) � Ci (a; k) + Ci (k; b), for all b; k; a 2 F

such that b � k � a.

Assumption 8.17 For a given i 2 E, 5Ci (a; b) is increasing in a on fk 2 F ; k � bg, for

all �xed b 2 FnfMg.

Assumption 8.18 For a given i 2 E, 5Ci (a; b) is increasing in a on fk 2 F ; k > bg, for

all �xed b 2 FnfMg.

Assumption 8.16 states that the cost of repairing the system from deterioration level a

to deterioration level b is less than or equal to the cost of applying two successive repair

actions which take the deterioration level of the system �rst from a to an intermediate

deterioration level k and then from k to b. If there exists a �xed cost associated with each
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repair action, then this assumption is quite reasonable. Assumption 8.17 and Assumption

8.18 state that the marginal cost of repairing the system to a �xed state is increasing in

the deterioration level of the system. This assumption is also quite reasonable, since in real

life the cost of making the same amount of improvement in the state of a system generally

increases as the deterioration level of the system increases. It is clear that Assumption

8.17 is stronger than Assumption 8.18, since its requires that the condition must hold when

k = b. Thus, besides what Assumption 8.18 states, Assumption 8.17 additionally states

that 5Ci (a; a) � 5Ci (a+ 1; a) and hence

Ci (a+ 1; a) + Ci (a; a� 1) � Ci (a+ 1; a� 1) :

This result clearly contradicts Assumption 8.16.

Proposition 8.19 Assumption 8.16 and Assumption 8.17 cannot hold simultaneously un-

less 5Ci (a; b) is constant in a 2 F for all �xed b 2 F .

Proof. Suppose that Assumption 8.16 holds. Then, we have

Ci (a; b) � Ci (a; k) + Ci (k; b)

for a > k > b. Using (8.53),

aX
j=b+1

5Ci (a; j) �
aX

j=k+1

5Ci (a; j) +
kX

j=b+1

5Ci (k; j) :

This implies that
kX

j=b+1

5Ci (a; j) �
kX

j=b+1

5Ci (k; j)

and
kX

j=b+1

[5Ci (a; j)�5Ci (k; j)] � 0:

The last result clearly contradicts Assumption 8.17 unless 5Ci (a; b) is constant in a 2 F .

Assumption 8.16 simply states that for the same amount of improvement, a direct repair

is better than successive repairs. An immediate consequence of this assumption is the

following theorem.
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Theorem 8.20 If Assumption 8.16 holds, then ri (ri (a)) = ri (a) for all a 2 F and i 2 E.

Proof. If ri (a) = a, then the result is trivial. Suppose that ri (a) = b < a and ri (b) = c < b

for a contradiction. We have

v (i; a) = Ci (a; b) + c (i; b) + �v (i; b) < Ci (a; c) + c (i; c) + �v (i; c) (8.54)

and

v (i; b) = Ci (b; c) + c (i; c) + �v (i; c) � c (i; b) + �v (i; b) : (8.55)

Then, using (8.54),

Ci (a; b)� Ci (a; c) < c (i; c) + �v (i; c)� c (i; b)� �v (i; b)

and using (8.55),

�v (i; c)� �v (i; b) � c (i; b)� c (i; c)� Ci (b; c) :

These imply that

Ci (a; b) + Ci (b; c) < Ci (a; c) :

This result clearly contradicts Assumption 8.16.

Theorem 8.21 If Assumption 8.17 holds, then the optimal repair policy ri is increasing on

FnfMg for all i 2 E .

Proof. For a contradiction, suppose that ri (a1) = b and ri (a2) = c < b where a2 > a1.

Then, we have

v (i; a1) = Ci (a1; b) + c (i; b) + �v (i; b) < Ci (a1; c) + c (i; c) + �v (i; c)

v (i; a2) = Ci (a2; c) + c (i; c) + �v (i; c) � Ci (a2; b) + c (i; b) + �v (i; b)

and these imply that

Ci (a2; c)� Ci (a2; b) < Ci (a1; c)� Ci (a1; b) :

Using (8.53),

a2X
j=c+1

5Ci (a2; j)�
a2X

j=b+1

5Ci (a2; j) <
a1X

j=c+1

5Ci (a1; j)�
a1X

j=b+1

5Ci (a1; j)
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and
bX

j=c+1

5Ci (a2; j) <
bX

j=c+1

5Ci (a1; j)

and, hence,
bX

j=c+1

[5Ci (a2; j)�5Ci (a1; j)] < 0: (8.56)

This is a contradiction since every term in (8.56) is nonnegative by Assumption 8.17.

Theorem 8.22 If Assumption 8.18 holds, then the optimal repair policy ri is increasing on

fb 2 FnfMg; ri (b) < bg

for all i 2 E, i.e., if ri (a) = b < a, then ri (c) � b for all c > a.

Proof. For a contradiction, suppose that ri (a1) = b < a1 and ri (a2) = c < b where

a2 > a1. Then, we have

v (i; a1) = Ci (a1; b) + �v (i; b) < Ci (a1; c) + �v (i; c)

v (i; a2) = Ci (a2; c) + �v (i; c) � Ci (a2; b) + �v (i; b)

and these imply that

Ci (a2; c)� Ci (a2; b) < Ci (a1; c)� Ci (a1; b) :

Using (8.53),

a2X
j=c+1

5Ci (a2; j)�
a2X

j=b+1

5Ci (a2; j) <
a1X

j=c+1

5Ci (a1; j)�
a1X

j=b+1

5Ci (a1; j)

and
bX

j=c+1

5Ci (a2; j) <
bX

j=c+1

5Ci (a1; j)

and, hence,
bX

j=c+1

[5Ci (a2; j)�5Ci (a1; j)] < 0: (8.57)

This is a contradiction since every term in (8.57) is nonnegative by Assumption 8.18.
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The main di¤erence between Theorem 8.21 and Theorem 8.22 is the following. Theorem

8.21 holds when ri (a1) = a1, but Theorem 8.22 may not hold in this case. If ri (a1) = a1,

following the same steps as in the proof of Theorem 8.22, we can achieve the result

bX
j=c+1

[5Ci (a2; j)�5Ci (a1; j)] < 0: (8.58)

Since a1 = b; 5Ci (a2; b) � 5Ci (a1; b) may be negative according to Assumption 8.18

and (8.58) may hold. The following example shows that if neither Assumption 8.17 nor

Assumption 8.18 holds, then ri does not have to be increasing in the deterioration level of

the system.

Example 8.23 Consider the base problem in Section 8.7.2.1. Suppose that the transition

rates of the deterioration process are

�1 =
h
4 5 5:5 9 9200 9500

i
;

�2 =
h
2 3 5 6 7000 8000

i
;

�3 =
h
4 5 6 7 8000 9000

i
;

and the cost matrix is

Ci =

26666666666666664

0 � � � � � �

700 0 � � � � �

800 300 0 � � � �

900 330 100 0 � � �

1000 500 120 100 0 � �

2000 1140 1130 1100 1100 0 �

2500 1900 1800 1600 1400 1200 0

37777777777777775
for all i 2 E and � = 0:80. For these parameters, the optimal repair policy is

r =

26664
0 1 2 2 2 1 0

0 1 0 0 0 1 0

0 1 2 1 2 1 0

37775 :
In this example, rCi (1; 1) = 700; rCi (2; 1) = 500; rCi (3; 1) = 570; rCi (4; 1) = 500 and,

hence, both Assumption 8.17 and Assumption 8.18 do not hold. Moreover, it is clear that

ri is not increasing.
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Theorem 8.24 If Assumption 8.16 and Assumption 8.17 hold, ri (a) < a implies that

ri (a) = ri (a� 1) for all a 2 FnfMg.

Proof. If ri (a� 1) = a� 1, then ri (a) = a� 1 = ri (a� 1) trivially using Theorem 8.21.

Now, suppose that ri (a� 1) = k < a � 1. Choose arbitrary b such that k + 1 � b � a � 1.

If ri (a) = b, then ri (b) = b > k using Theorem 8.20. However, this contradicts Theorem

8.21 since b � a�1 and ri (b) > ri (a� 1). Thus, we have ri (a) =2 fk + 1; k + 2; � � � ; a� 1g.

Since k = ri (a� 1) � ri (a) < a by Theorem 8.21; ri (a) = k = ri (a� 1) and this completes

the proof.

An immediate corollary of this theorem is the following.

Corollary 8.25 If Assumption 8.16 and Assumption 8.17 hold, then ri (a+ 1) 2 fri (a) ; a+ 1g

for a = 0; 1; � � � ;M � 2.

Proof. Suppose that ri (a+ 1) < a + 1. If ri (a) = a, then ri (a+ 1) = ri (a) = a since

ri (a+ 1) � ri (a) by Theorem 8.21. If ri (a) < a, then ri (a+ 1) = ri (a) by Theorem 8.24.

Figure 8.3: A typical optimal repair policy under a cost structure for which Assumption

8.16 and Assumption 8.17 hold.

Theorem 8.24 and Corollary 8.25 imply that the optimal repair policy for a given phase

i must be as depicted by Figure 8.3 under a cost structure for which Assumption 8.16 and
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Assumption 8.17 hold. Observe that the optimal policy has the form of an increasing step

function. For levels x; x+ 1, and x+ 2, the optimal policy is to repair to level x, for levels

y; y + 1; y + 2, and y + 3, the optimal policy is to repair to level y. Also, note that the

optimal policy is do nothing in z; z + 1; and z + 2.

At �rst glance, intuition may say that if Ci (a; b) is increasing in a and decreasing in b; and

if Assumption 8.16 and Assumption 8.17 hold, then ri (a) < a implies that ri (a+ 1) < a+1.

However, the following example shows that this is not always true.

Example 8.26 Consider Example 8.23. Suppose that the transition rates of the deteriora-

tion process are

�1 =
h
4 5 5:5 9 9:2 9:5

i
;

�2 =
h
2 3 5 6 7 8

i
;

�3 =
h
4 5 6 7 8 9

i
;

and the cost matrix is

Ci =

26666666666666664

0 � � � � � �

10 0 � � � � �

30 20 0 � � � �

50 40 20 0 � � �

1000 990 970 950 0 � �

2000 1990 1970 1950 1000 0 �

2500 2490 2470 2450 1500 500 0

37777777777777775
for all i 2 E and � = 0:80. For these parameters, the optimal repair policy is

r =

26664
0 0 0 0 0 5 0

0 0 0 0 0 0 0

0 0 0 0 0 5 0

37775 :
In this example, it is clear that Ci (a; b) is increasing in a and decreasing in b; and Assump-

tion 8.16 and Assumption 8.17 hold. However,we have r1 (4) = 0 < 4 and r1 (5) = 5.

8.8.1 Some Interesting Repair Cost Models

In this section, some di¤erent repair cost matrices will be analyzed and optimal repair policy

will be characterized for each cost model.
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8.8.1.1 Linear Repair Cost Model 1

Suppose that

Ci (a; b) =

8<: Ki (b) + si (b) (a� b) if b < a

0 otherwise
(8.59)

where si (b) � 0 is the marginal cost and Ki (b) � 0 is the �xed cost of repairing the system

to deterioration level b during phase i.

Lemma 8.27 If si is increasing on FnfMg for all i 2 E, then Assumption 8.16 holds.

Proof. Choose arbitrary b < c < a. Then,

Ci (a; c) + Ci (c; b)� Ci (a; b) = Ki (c) + si (c) (a� c) +Ki (b)

+si (b) (c� b)�Ki (b)� si (b) (a� b)

= Ki (c) + si (c) (a� c) + si (b) (c� b� a+ b)

= Ki (c) + (a� c) (si (c)� si (b))

� 0:

Lemma 8.28 If si is decreasing on FnfMg for all i 2 E, then Assumption 8.18 holds.

Proof. It su¢ ces to show that 5Ci (a; b) � 5Ci (a+ 1; b) for arbitrary a > b. Then,

5Ci (a+ 1; b)�5Ci (a; b) = Ci (a+ 1; b� 1)� Ci (a+ 1; b)� Ci (a; b� 1) + Ci (a; b)

= si (b� 1) (a+ 1� b+ 1� a+ b� 1) + si (b) (a� b� a� 1 + b)

= si (b� 1)� si (b) � 0

since si is decreasing:

Assumption 8.17 may not hold for this cost structure since

5 Ci (a+ 1; a)�5Ci (a; a) = Ki (a� 1) + 2si (a� 1)�Ki (a)

�si (a)�Ki (a� 1)� si (a� 1)

= si (a� 1)� si (a)�Ki (a) (8.60)

and we do not have any information about the sign of the last term.
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Lemma 8.29 If

Ki (a) � si (a� 1)� si (a)

for all a 2 FnfMg, then Assumption 8.17 holds.

Proof. Since Ki (a) � 0, Assumption 8.18 holds. It su¢ ces to show that 5Ci (a+ 1; a)�

5Ci (a; a) � 0. Using (8.60) and the main hypothesis,

5Ci (a+ 1; a)�5Ci (a; a) = si (a� 1)� si (a)�Ki (a) � 0:

Corollary 8.30 If si is constant and Ki = 0, then both Assumption 8.16 and Assumption

8.17 hold.

The previous results characterize the optimal repair policy through Theorem 8.20, The-

orem 8.21, Theorem 8.22, Theorem 8.24, and Corollary 8.25.

Note that all of the results in this section hold if

Ci (a; b) =

8<: Ki (a) + si (b) (a� b) if b < a

0 otherwise.
(8.61)

8.8.1.2 Linear Repair Cost Model 2

Suppose that

Ci (a; b) =

8<: Ki (a) + si (a) (a� b) if b < a

0 otherwise
(8.62)

where si (a) � 0 is the marginal cost and Ki (a) � 0 is the �xed cost of repairing the system

with deterioration level b during phase i.

Lemma 8.31 If si is decreasing on F for all i 2 E, then Assumption 8.16 holds.

Proof. Choose arbitrary b < c < a. Then,

Ci (a; c) + Ci (c; b)� Ci (a; b) = Ki (a) + si (a) (a� c) +Ki (c)

+si (c) (c� b)�Ki (a)� si (a) (a� b)

= Ki (c) + si (c) (c� b) + si (a) (a� c� a+ b)

= Ki (c) + (c� b) (si (c)� si (a))

� 0:
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Lemma 8.32 If si is increasing on F for all i 2 E, then Assumption 8.18 holds.

Proof. It su¢ ces to show that 5Ci (a; b) � 5Ci (a+ 1; b) for arbitrary a > b. Then,

5Ci (a+ 1; b)�5Ci (a; b) = Ci (a+ 1; b� 1)� Ci (a+ 1; b)� Ci (a; b� 1) + Ci (a; b)

= si (a+ 1) (a+ 1� b+ 1� a+ b� 1)

+si (a) (a� b� a� 1 + b)

= si (a+ 1)� si (a) � 0

since si is increasing:

Assumption 8.17 may not hold for this cost structure since

5 Ci (a+ 1; a)�5Ci (a; a) = Ki (a+ 1) + 2si (a+ 1)�Ki (a+ 1)

�si (a+ 1)�Ki (a)� si (a)

= si (a+ 1)� si (a)�Ki (a) (8.63)

and we do not have any information about the sign of the last term.

Lemma 8.33 If

Ki (a) � si (a+ 1)� si (a)

for all a 2 FnfMg, then Assumption 8.17 holds.

Proof. Since Ki (a) � 0, Assumption 8.18 holds. It su¢ ces to show that 5Ci (a+ 1; a)�

5Ci (a; a) � 0. Using (8.63) and the main hypothesis,

5Ci (a+ 1; a)�5Ci (a; a) = si (a+ 1)� si (a)�Ki (a) � 0:

Corollary 8.34 If si is constant and Ki = 0, then both Assumption 8.16 and Assumption

8.17 hold.

The previous results characterize the optimal repair policy through Theorem 8.20, The-

orem 8.21, Theorem 8.22, Theorem 8.24, and Corollary 8.25.

Note that all of the results in this section hold if

Ci (a; b) =

8<: Ki (b) + si (a) (a� b) if b < a

0 otherwise.
(8.64)
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8.8.1.3 Sell-Purchase Model 1

In this model, if the decision maker gives a decision to repair, then the old device is sold

and a better devise is purchased. Let si (a) and ci (a) be the salvage value and the purchase

cost of a system with deterioration level a during phase i respectively. It is assumed that

si and ci are decreasing functions such that ci � si for all i 2 E. Then,

Ci (a; b) =

8<: ci (b)� si (a) if b < a

0 if b = a:
(8.65)

Proposition 8.35 If si and ci are decreasing functions such that ci � si, then Assumption

8.16 and Assumption 8.18 hold.

Proof. Choose arbitrary a; b; k such that b � k � a. Then,

Ci (a; k) + Ci (k; b)� Ci (a; b) = ci (k)� si (a) + ci (b)� si (k)� ci (b) + si (a)

= ci (k)� si (k)

� 0

and this implies Assumption 8.16. Choose arbitrary a; b such that a > b. Then,

5Ci (a+ 1; b)�5Ci (a; b) = Ci (a+ 1; b� 1)� Ci (a+ 1; b)� Ci (a; b� 1) + Ci (a; b)

= ci (b� 1)� si (a+ 1)� ci (b) + si (a+ 1)

�ci (b� 1) + si (a) + ci (b)� si (a)

= 0

and this implies Assumption 8.18.

It is easy to see that Assumption 8.17 does not have to hold for this cost structure since

5Ci (a+ 1; a)�5Ci (a; a) = Ci (a+ 1; a� 1)� Ci (a+ 1; a)� Ci (a; a� 1)

= ci (a� 1)� si (a+ 1)� ci (a) + si (a+ 1)� ci (a� 1) + si (a)

= si (a)� ci (a)

� 0:

Theorem 8.36 If ri (a) < a and ri (a+ 1) < a + 1, then ri (a+ 1) = ri (a) for all a 2

FnfMg.
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Proof. Since ri (a) < a, we have

v (i; a) = min

�
min
b�a�1

fci (b) + c (i; b) + �v (i; b)g � si (a) ; c (i; a) + �v (i; a)
�

= min
b�a�1

fci (b) + c (i; b) + �v (i; b)g � si (a) :

Suppose that ri (a) = k < a and, hence,

min
b�a�1

fci (b) + c (i; b) + �v (i; b)g = ci (k) + c (i; k) + �v (i; k) :

Since ri (a+ 1) < a+ 1,

v (i; a+ 1) = min

�
min
b�a

fci (b) + c (i; b) + �v (i; b)g � si (a+ 1) ; c (i; a+ 1) + �v (i; a+ 1)
�

= min
b�a

fci (b) + c (i; b) + �v (i; b)g � si (a+ 1) :

If ri (a+ 1) 6= a, then

min
b�a�1

fci (b) + c (i; b) + �v (i; b)g � ci (a) + c (i; a) + �v (i; a)

and hence ri (a+ 1) = k. Therefore, if ri (a+ 1) 6= k, then ri (a+ 1) = a. However, this

leads to a contradiction since Assumption 8.16 holds for this cost structure using Proposition

8.35 and, hence, ri (a) = a by Theorem 8.20.

Theorem 8.36 implies that the optimal repair policy for a given phase i must be as

depicted by Figure 8.4 under this special cost structure. Observe that the optimal policy

does not have to be increasing. For levels x; x+1, and x+2, the optimal policy is to repair

to level x. For levels y; y+2; y+3, and y+4, the optimal policy is to repair to level y while

the optimal decision is do nothing in y+1. Also, note that the optimal policy is do nothing

in z; z + 1; and z + 2.

Example 8.37 Consider Example 8.23 with the following cost functions

c =

26664
10000 8000 6000 2000 760 750 500

10000 4100 4000 1600 1500 1250 1000

10000 3000 2500 2000 1000 750 500

37775 ;

s =

26664
9000 3500 3000 2000 755 740 490

8000 4000 3900 1010 1000 750 600

7000 2500 2250 1500 750 650 400

37775 :
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Figure 8.4: A typical optimal repair policy for the sell-purchase model 1.

Then, the optimal repair policy is

r =

26664
0 1 2 3 3 3 0

0 1 1 3 3 3 0

0 1 1 1 1 1 0

37775 :
This example shows that for a given phase, if the optimal decision is to repair in two dif-

ferent deterioration levels, then the system can be repaired to di¤erent deterioration levels

optimally. It also shows that if ri (a) < a, then ri(a + 1) does not have to be strictly less

than a+ 1.

Example 8.38 Consider Example 8.23 with the following cost functions

c =

26664
10000 4000 3500 2500 1000 750 500

10000 5000 4000 3000 1500 1250 1000

10000 3000 2500 2000 1000 750 500

37775 ;

s =

26664
9000 3500 3000 2000 755 500 250

8000 4000 3000 2000 1000 750 600

7000 2500 2000 1000 750 500 250

37775 :
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Then, the optimal repair policy is

r =

26664
0 1 2 1 1 1 0

0 1 2 3 1 1 0

0 1 1 3 1 1 0

37775 :
This example shows that if ri (a) < a, then ri (a) does not have to be equal to ri (a� 1).

8.8.1.4 Sell-Purchase Model 2

This model is a special case of the previous model. The only di¤erence between them is

that in this model, selling price and purchase price of the system are equal for the same

deterioration levels. Then,

Ci (a; b) = ci (b)� ci (a)

where ci is a decreasing nonnegative function on F which is selling and purchase price of

the system. Özekici and Günlük [103] shows that Assumption 8.16, Assumption 8.17 and

Assumption 8.18 all hold for this cost structure.

Theorem 8.39 If ri (a) < a, then ri (a) = ri (a� 1) for all a 2 FnfMg.

Proof. Although this is an immediate corollary of Theorem 8.24, we provide another

proof. Suppose that ri (a� 1) = k and ri (a) < a. We need to show that ri (a) = k. Since

Ci (a; b) = ci (b)� ci (a), we have

v (i; a� 1) = min
b�a�1

fci (b)� ci (a) + c (i; b) + �v (i; b)g

= min
b�a�1

fci (b) + c (i; b) + �v (i; b)g � ci (a) :

Then, since ri (a� 1) = k

min
b�a�1

fci (b) + c (i; b) + �v (i; b)g = ci (k) + c (i; k) + �v (i; k) : (8.66)

We know that ri (a) < a and, hence,

v (i; a) = min
b�a�1

fci (b) + c (i; b) + �v (i; b)g � ci (a) :

Using (8.66), ri (a) = k trivially.

Since Assumption 8.16 and Assumption 8.17 hold for this cost structure, the optimal

repair policy under this cost structure has the form described in Figure 8.3.



Chapter 8: Reliability and Optimal Maintenance under Markovian Mission and Deterioration 198

Example 8.40 Consider Example 8.23 with the following cost function

c =

26664
10000 8000 6000 2000 760 750 500

10000 4100 4000 1600 1500 1250 1000

10000 3000 2500 2000 1000 750 500

37775 :
Then, the optimal repair policy is

r =

26664
0 1 2 3 3 3 0

0 1 1 3 3 3 0

0 1 1 1 1 1 0

37775 :
This example shows that if ri (a) < a, then ri(a + 1) does not have to be strictly less than

a+ 1.

8.8.1.5 A Purchase Model

This cost model is similar to the previous one, but now the salvage value of the old system

is zero. Therefore, the cost of a repair is equal to the purchase cost of the better system,

i.e., Ci (a; b) = ci (b) if b < a and Ci (a; a) = 0 for every phase i 2 E. Özekici and Günlük

[103] shows that Assumption 8.16, and Assumption 8.18 hold, but Assumption 8.17 does

not hold for this cost structure.

Theorem 8.41 If c is a nonnegative decreasing function on FnfMg, then there exists

ki 2 F and li 2 FnfMg such that ri (a) = a for all a < ki and ri (a) = li for all a 2

fki; ki + 1; � � � ;M � 1g for all i 2 E.

Proof. Choose arbitrary phase i 2 E. Let ki be the �rst deterioration level at which the

decision maker decides to repair the system, i.e., ki = inf fa; ri (a) < ag. Then, trivially if

a < ki, then ri (a) = a. Suppose that ri (ki) = li. Then, we need to show that ri (a) = li for

all a > ki. Choose arbitrary a > ki. We have

v (i; ki) = min

�
min
b�ki�1

fci (b) + c (i; b) + �v (i; b)g ; c (i; ki) + �v (i; ki)
�

= ci (li) + c (i; li) + �v (i; li)

and

min
b�ki�1

fci (b) + c (i; b) + �v (i; b)g = ci (li) + c (i; li) + �v (i; li) : (8.67)
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Figure 8.5: A typical optimal replacement policy for a system performing a mission with

two phases.

Since, v (i; a) is increasing in a

ci (li) + c (i; li) + �v (i; li) = v (i; ki) � v (i; a) � c (i; a) + �v (i; a) : (8.68)

Moreover,

v (i; a) = min

�
min
b�a�1

fci (b) + c (i; b) + �v (i; b)g ; c (i; a) + �v (i; a)
�

= min fci (li) + c (i; li) + �v (i; li) ;

min
ki�b�a�1

fci (b) + c (i; b) + �v (i; b)g ; c (i; a) + �v (i; a)
�

(8.69)

= min fci (li) + c (i; li) + �v (i; li) ; (8.70)

min
ki�b�a�1

fci (b) + c (i; b) + �v (i; b)g
�

(8.71)

where the last equality follows from (8.68). Now, choose arbitrary b such that ki � b � a�1.

Then, since v (i; a) is increasing in a,

ci (li)+ c (i; li)+�v (i; li) = v (i; ki) � v (i; b) � c (i; b)+�v (i; b) � ci (b)+ c (i; b)+�v (i; b) :

Thus, we have

v (i; a) = ci (li) + c (i; li) + �v (i; li)

and, hence, ri (a) = li.

Theorem 8.41 implies that the optimal repair policy for a system performing a mission

with two phases must be as depicted by Figure 8.5 under this special cost structure. Observe
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that the optimal policy has a phase dependent control-limit structure speci�ed by the pairs

(k1; l1) and (k2; l2). The optimal policy is do nothing for levels a < ki, and to repair to level

li for levels a � ki, for both i = 1; 2.
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