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ABSTRACT
This study presents a novel approach to generdimiapd tool paths for free form
surfaces that are commonly used in automotive, spa®, biomedical, home
appliance manufacturing and die/mold industries.e Teveloped tool path
optimization approach can handle various objectiveger multiple constraints. Due
to anisotropic geometry of free form surfaces, tpaths become one of the most
critical factors for determining cutting forces. fdg firstly the concept of force-
minimal tool path generation is introduced and desti@ated for free form surfaces.
Nowadays, process planning engineers must seledbti paths only from a set of
ordinary tool paths available in CAM systems. Thetsedard tool paths available in
CAM systems are generated based on geometric catigng only, not considering
mechanics of processes, and most often these palasvay being optimum for free
form surfaces. Here, a new methodology is introdute first time for generating
the tool paths based on process mechanics for lgtabaimizing the cutting forces

for any given free form surface [2].

Also, a novel solution for multi-criteria tool patiptimization is presented by the
assistance of developed mathematical solution witthie physical relationship
between the mean resultant force, production time scallop height. In various
CNC applications, the geometric dimensions andrdolees of designed geometry
need to be precise to get sufficient results. Tloeeethe production time is basically
spend to be removed the surface scallop heightetp kdesigned geometries as
requested. This spent time should be as short ssljpe, since fast production and
quick delivery are most of the important things today’s competitive world.
Including scallop height and production time and #ffective forces on the tool as
three-criteria, this triple bounded problem is salvin this study by using the
objective weighting based algorithm which creates paths according to intended
criteria is dominating on the others. Additionallyg, mention about general solution,
the algorithm need to contain free form surfaces the experimental validation are

also covered in the content of this text.
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Chapter 1
INTRODUCTION

Free form surfaces, nowadays, are widely used werak industries for instance
automotive, aerospace, biomedical, home appliandedée—mold industries. They
are used in great diversity of products such as dfeautomotive body panels,
turbine blades, impellers of artificial heart pumpkere might be various reasons for
instance aero-fluid dynamics efficiency, ergononac aesthetic incentives for
designing and manufacturing free form surfaces.eRedevelopments in CAM
systems allowed manufacturing of complex free fqrant geometries. One of the
most critical issues in process planning with CAdvkelection of an appropriate tool
path for machining of the free form surfaces. Unifpately, in today's tool path
creator CAM programs are just based on geomettaulegions. Therefore, created
tool paths are far from being optimized in terms mioduction engineers’

perspective.

Presently, production engineers choose the tobispatong conventional tool paths
(zig, zigzag, follow periphery, radial tool patletc) in commercial CAM software.
However, these conventional tool paths would noopgmum for all the free form
geometries to be milled. It is shown that by uscanpventional tool paths the

magnitude of cutting forces are varied.

The scallop height is one of the road blocks faleyime delays to achieve designed
part. Generally the tool paths are used to decrssscallop height by decreasing
step over of the CAM settings, which increase cyiee and in these CAM
packages. The resultant forces are not calculthedefore, there is risk of damages
on tool is high, deflection of tools and surfacenicerrors on manufactured parts are
larger with compare to optimized tool paths. Togkesatting forces, scallop height
and cycle time is consisted always minimum in mgli because, firstly, low cutting
forces mean longer tool life, less breakage andlibgnlow on surface defects on
part; secondly low cycle times mean fast productamd quick delivery in
competitive industry and finally lower scallop meéetter surface quality and

achievement of desired part geometry.

In this study, Lazoglu and Kaymakci's [1] previoeshanced model of free form

surface milling mechanics is used to simulate osgtforces. The model is developed
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according to the previous studies of Guzel and ghr{?], and Erdim [3]. For tool
path optimization part, criteria map (or maps) eédested (e.g. force map, scallop
height map, cycle time map) and the appropriatevort optimization algorithm is

used either the problem is single or multi-criteria

Chapter 2 provides necessary background and lrerateview on tool path
optimization. Tool path selection strategies in CKperations, single & multi-
criteria network optimization prediction of cuttirfigrces and scallop modeling are

reviewed.

Chapter 3 describes force-based (single-criteaa) path optimization by studying
Lazoglu and Kaymakci's [1] enhanced model of fremnf surface milling
mechanics, solid based engagement model of Modkéva@and Lazoglu and
Kaymakci's mechanistic cutting force model incluglithe determination of the
cutting constants (calibration process). The fam@pping and MCC-transformed
(Minimum Cost Connections) tool path algorithm asgke-criteria optimization
routine [4] is introduced and described in det@@rformed validation tests are also

presented to compare simulated and experiment@hguorces.

Chapter 4 describes multi-criteria optimizationlugtng mean cutting force, mean
scallop height and total cycle time as selectedit8r@ to optimize. Multi-criteria
genetic algorithm and objective weighting basedoslgm are studied in this
chapter. The 3D scallop model is represented o file scallop height map. Force,
scallop height and cycle time maps are optimizethgusobjective weighting
algorithm due to the shorter computation time. ariteria optimization, all non-
dominated (pareto optimal) solutions are founchasoptimal solutions which form a
pareto surface on the boundary of the objectiveespehich includes all possible
solutions. Using the pareto surface, various t@hg are determined with specified
threshold values and minimization criteria for thbjectives and experimental

validation tests are performed.
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Chapter 2
LITERATURE REVIEW

Since ball-end milling is widely used process idustry, there is lots of research
done on this subject. However, studies in theditee on process optimizations
consider only geometrical constraints such as mistairaveled and cycle time.
Literature review about this thesis can be divided four main sections; modeling
of cutting forces in ball-end milling, optimizatiaigorithms for networks, tool path
optimization with specified constraints and objeesi, and tool path and scallop

height analysis.

Cutting forces occurred during machining is onetted most important parameter
improving the productivity and part quality, becaudeflection, tool breakage,

stability, surface quality and form errors are rhainfluenced by cutting forces.

Determination of chip formation is the first stepmechanistic modeling of cutting
forces. Early study of Martelotti [5] showed thditet path of the tool tooth is
trochoidal, rather than circular because of the woed rotation and translation of
the tool towards the workpiece. Martelotti alsoirdked that when the feed per tooth
iIs much smaller than the tool radius, circular tpath assumption is valid and the
error is negligible.

There are many cutting force analyses for ball-emitls with helix angle in
literature. Koenigsberger et al [6]. used experitaiyn determined cutting
coefficients and related chip load to cutting fercélowever, calibration method
used in this study is far from the physics of thiecpss, because empirical curve
fitting technique was used instead of mechanistic oathogonal calibration.
Armarego and Deshpande [7] more accurately prediimidting force by introducing

cutting edge force component.

Mechanistic approach had limitations on milling lwitomplex tools which have
variable geometry along the axis of tool. Therefor@icesan and Altintas [8]
presented a semi-mechanistic model to predict shea@urfrictional load distribution
on the rake faces of ball-end mills. As an altaugato the mechanistic approach,
orthogonal cutting parameters were developed ierotal eliminate the necessity of
new calibration tests when the tool geometry changemarego and Whitfield [9]
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applied the orthogonal to oblique transformationscatting force predictions. The

idea behind this study is to divide the tool geasnetto segments of oblique cutting
processes. Budak, Altintas and Armarego [10] idiextithe material properties such
as shear flow stress and friction angle from ortmad turning tests. This study
presented an accurate model to transform the astladgcutting parameters to
cutting force coefficients. Yang and Park [11] usesimilar approach and they used
cutting parameters of orthogonal tests and singalithe analysis by approximating
oblique cutting on each flute by infinitesimal ayffonal processes. Lazoglu and
Liang [12] established a closed-form model for {smltd mill process in the

frequency domain using an angular convolution tegen

Studies in the literature on single and multi-cigenetwork optimization are mostly
offered known network solutions such as minimumnspay tree (MST) and
minimum cost traveling salesman. Minimum spanninge t(MST) is of high
importance in network optimization. The study oegh3] proposes minimum cost
tree algorithms for 2D maps with different optintina constraints and objectives
including least unit-cost first (LUF), least patbst first (LPF), min-cost resource
first (MCF) and most available first (MAV). Furthreore, Zhou and Gen [14]
developed a genetic algorithm for determining mediieria minimum spanning tree
which is used for giving specific weights for diste objectives and constraints in the

optimization.

When the previous studies about tool path optinonadre considered, there are not
many research are performed in the literature. i8uch the literature on tool path
optimization consider only geometrical constraisteeh as distance traveled and
cycle time. Weinert et al. [15] and Altan et al4g]l emphasized on the influence of
milling directions and the importance of tool patieneration for process
optimization of die and mold manufacturing, respety. Lauwers et al. [17]
introduced an extended CAM system for multi-axekimgi and integrating tool path
generation. The system performs verification ofhegenerated cutter location and
applies a collision avoidance algorithm. Castekna@l. [18] optimized the tool path
by minimizing the airtime during machining with tipeoper order of the discrete
path segments by solving a generalized travelinggssan problem (TSP).
Rangarajan and Dornfeld [19] demonstrated the adgas of orienting the part and

tool path and efficient programming for face andigio end milling processes.
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Lacalle et al. [20] aimed to increase the surfacaity however their algorithm does
not consider the problem as a whole single systainstays local in each segment of
tool path calculation. Therefore, it does not perfoa global optimization.
Makhanov et al. [21] perform a geometrical toolhpaptimization for milling where
a single closed Hamiltonian path with minimum dista traveled is obtained for a
surface grid by using a space filling curve aldort Feng and Su [22] optimized the
feed rate with the tool path based on calculatibreutting forces and machining
errors in 3D plane surface machining. Budak et[28], improved cycle time in
sculptured surface machining though force modelMgnreal and Rodriguez [24]
presented the influence of tool path strategy encytle time of high speed milling.
They investigated the effect of tool path oriemtatangle on the cycle time. Kim and
Choi [25] compared the machining efficiency of diren-parallel tool path with
contour-parallel tool path. Other than objectivegarding to geometry or cycle time,
Manav et. al. introduced a resultant cutting fob@sed tool path optimization for

three-axis free form surface ball end milling [28].

Since complex free-form surfaces are widely usetlustry, surface form error,
scallop formation, tool path generation and congegriare getting more attractive to
scholars. Lazoglu [28] employed a Boolean appraa¢he model and in addition to
predicting the cutting forces, the model determitieslresulting surface topography
and scallop height variations along the workpieoce §iven cutter/workpiece
geometries and CL file. Researchers mainly focusoohpath generations, there is
little research on tool path evaluation and comqgatool path selection strategies for
complex sculptured surfaces. Chen et. al [29] dpexl a model to calculate scallop
formation in ball-end milling process. Feng et. [80] offered aconstant scallop
height model and an iterative method for tool pgdneration for three-axis
sculptured surface machinigpe et. al [31] presents a new approach to mesadba
tool path generation for obtaining constant scaliefghts. Agrawal et. al [32] shows
that there is a provision for minimizing machininigne while implementing
isoscallop machiningKim et. al [33] present a cutter location (CL) sué
deformation approach for constant scallop heigbit path generation from triangular
mesh. Choi et. al [34] develop a tool path genenathethod for free-form surface
machining using Bézier curves and surfaces wheterclocation (CL) and cutter

contact (CC) points are estimated.
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Chapter 3
FORCE BASED (SINGLE-CRITERIA) TOOLPATH OPTIMIZATION

3.1. Introduction

In CNC part programs used in vertical machiningteenthe cutting tool needs to
move along a prescribed path. It is typically digsxt by a sequence of curves.
These curves are determined by combining the prestefCutter Location (CL)
points. For the determination of the optimum toathpfor cutting of a free form
surface, the cutting forces are minimized and Bohibelow a threshold. In order to
determine a reference value for the cutting foinesach direction for all CL points
referring a uniform Cartesian mesh, a force mapoisstructed showing reference
values for all possible cutting forces from each f@aint to its neighbors. This
reference map is obtained by pre-computation comdpirrngagement and force
simulations of slot cutting operations in each clian. The force simulation of the
optimized path and its experimental validation@s&ained and compared.

Since ball-end milling is widely used process idustry, tool path generation and
optimization to increase productivity with decre@sicycle time and increasing
surface quality in machining is a challenging sabfer research. Research on this
topic can be divided into two parts; optimizatidgaithms for networks and tool

path optimization with specified constraints angeobves.

In cutting operations with step-over percentageelotihan 100% of the cutting tool
diameter, slot cutting forces for each connectiore @nly reference values for the
actual cutting forces since early chip removal ree@L point affects the prospective
engagement at that point. For this case, a dynapiicnization is needed for the
determination of the global optimum tool path fon @bjective concerning

minimization of the cutting forces.

The problem is defined as passing over all the Glntp determined on the 2D
uniform grid of the part surface with the minimimatt of the cutting forces. As an
example, for a 40x40x6 mm part surface (MATLAB’sagefunction) tool path

should be optimized for all CL points determinedao@8x2 mm mesh grid as shown

in Figure 3.1.
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40 0 yin mm
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Figure 3.1. CL points on a 2x2 mm mesh grid foDa40x6 mm part surface

For the solution path to the problem, firstly CLimge should be determined. A
collision detection based algorithm is introducedl¢termine both the CL and cutter
contact (CC) points with a user defined sensiti(iBC points is used for scallop
height determination in multi-criteria optimizatjoiNext step is the prediction of the
slot cutting forces for each connection from CLmtsito its neighbors. Thanks to the
predicted forces, force map is constructed whigragents all possible movement
with a specific reference force value. The lasp steimplementation of the static
optimization algorithm to determine the optimumltpath to minimize the cutting

forces. The solution path is demonstrated in tigeife 3.2.
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CL Determination on the Meshgrid

l

Modeling of Criteria Prediction
(Force model)

J

Determination of the Criteria Map
on the Meshgrid

(Force map)

!

Optimization of the Criteria Map

(Network Optimization )

Figure 3.2 Solution path

3.2. Determination of the Cutter Location (CL) and Cutter Contact (CC)
Points

Using M. Kochenderfer’s collision detection libraxCollide, CL points and CC
points are determined where the solid tool geomistriraveled through each 2D
mesh grid point along the vertical axis. For dent@ti®n, MATLAB’'s peak
function is selected to create a sample for afloe®surface as shown in Figure 3.3.
The 3D CAD model is obtained in Unigraphics NX 6 QUNX 6). For the
determination of the CL and CC points, the parfam@ obtained in UG NX6 is
exported into MATLAB in STL format with 0.001 mm @el tolerance.
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MATLAB Peaks Function

40 o yimm]

¥[mm]

Figure 3.3 MATLAB peaks function

Then the part surface is scanned for a uniform Xaravcollision detection algorithm
grid with 2 mm step size to determine the CL andp@@ts. Further a finer grid of
1xAmm is also obtained for CC points in order tétdverepresent the cut surface
profile enclosed by four adjacent CL points. A saghot of the scanning video in
MATLAB are shown in the Figure 3.4 below, where ik and CC points for a

specific XY point is determined and representellatk and red points respectively.
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Determination of Uniform Grid CL & CC Points for Cutting of Peaks Surface

- Tooltip
[ Tool

Gl B Peaks Surface
Location #245 Il Cutter Contact

15

10

Zinmm

40 0 yinmm

Xinmm

Figure 3.4 Collision detection

3.3.  Modeling of Criteria Prediction

3.3.1. Mechanistic Cutting Force Model

Machining is a very complex and widely used procasd large variety of milling
tools are available and used in most of the intesstsuch as aerospace, automotive,
home appliance and die-mold industries. Tool gedeseare designed and optimized
in order to maximize productivity and tool life idiminimizing the cutting forces
occurred during the operation. In the machining fiife-form, non-monotonic
sculpture surfaces, ball-end mill tools are usede Do the complexity of cutting
geometry of ball-end cutters, it is very difficuth model and predict the cutting
forces. Prediction of cutting forces allows useratthieve high quality and faster
machining without sacrificing from the tool life.

Cutting forces occurred during machining causeedéfin on the ball-end cutter and
result in considerable amount of surface error.réhily, the practices in industry,
for each set of machining operations, conservativiting conditions are used to
overcome the deflection of the cutter. Conservatugting conditions prevent
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excessive tool deflection, however, productivityddhe feasibility of the operation
becomes low. The importance of modeling and precmedicting the cutting forces
in ball-end milling for very complex sculptured fages is that it can be used to
calculate the cutter deflection and surface errat & can be used to increase the

productivity by applying feedrate scheduling stgis.

In this section, an accurate and precise ball-erltl qutting force model with

calibration developed by Kaymakci [35] is presentegether with three modules:
tool geometry, kinematics/chip load, and cuttingcé modules. The model is
flexible so that it is valid for any kind of toolawkpiece combination, any type of
cutting geometry, and cutting condition. This autiforce model is developed by
Kaymakci [35] upon the previous studies of Guzal &azoglu [2] and Erdim et al.
[3]; and also improved to cover the cylindrical tsaas of the ball-end mill and the

calibration coefficients were determined for thérayrical part of the tool [35].

End-mills can be characterized with many aspecaish sas the macro geometry
(helical-end, ball-end, bull-nose, flat-end, tapkretc.), the micro geometry (helix,
rake, clearance angles), the tool material (WC, PEBS), the coating material
(nanocomposite PVD, TiAIN, TiCN, etc.), the ardausage (rough, semi-finish,
finish, super-finish milling), and the workpiece t@aal (steel, aluminum, titanium,
etc.). Detailed explanation of the micro-geomepioperties of the end-mills as

follows,

. Positive rake angle improves the shearing andnguitthile decreasing the
cutting forces. On the other hand, it weakens téing edge and makes it more
vulnerable to wear and breakage.

. High helix angle smoothens and reduces the impeice fduring entry cutting

and it help to remove away the chip.

. Clearance angle reduces the rubbing on the mactsuddce; therefore, it

increases the surface quality. However, it weak#éres cutting edge and more
importantly, it increase the possibility of chatté@brations by reducing process
damping. A second clearance angle should be prdvidereduce the amount of

grinding during sharpening.

Helical end-mills have constant radius and heliglaralong the depth of cut. Ball-
end mills differ from flat end mills by their baflart such that their radius varies
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along the ball-end. This varying radiusaffects the cutting forces, because cutting
speed changes with varyimg On the contrary, flat-end mills have constantiogt
speed along the tool axis. The detailed geometeylull-end mill is shown in Figure
3.5. It can be observed that each flute lies enstirface of the hemisphere, and has
a changing helix angle. Due to the decreasing satiwards the tip of the cutter, the
local helix angle changes with varying cutting iy for a discrete point along the

cutting flute.

The equation of the geometry of the ball part i&giby,

x? +y*+ (R, —2)* = Ry’ (3.1)

wherex, y, andz are the coordinates of cutting edge ball-end auttording to the
coordinate axes shown in Figure 3.5, ahdis the ball radius measured from the
center of the sphere. The cutter radius is zenhatip and at axial location z, in

plane x-y,

r2 = x2 4 y? (3.2)

The ball-mill cutter used in calibration and vatida tests was 12 mm diameter, two
fluted ball-end mill from CoroMill series of SandtviCutting edge geometry was
taken from Erdim [2]. The author measured the cgttedge with a Coordinate
Measuring Machine (CMM). Obtained data points waesed to obtain following

third degree polynomial that represents the cutedge geometry for the cutting

force model.

B =0.0036 x r3 —0.0205 x r2 + 0.0547 x r — 0.041 (3.3)

r [mm] is the radius of an arbitrary point on th&tmg edge perpendicular to the
cutter axis, and8 [deq] is the lag angle between the line which emt® this

arbitrary point to the tip and the line tangenthe cutting edge at the tip. Details of
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the cutting edge geometry can be seen in FigureThé cutting geometry can be
represented in the cutter coordinate system a®llogving;

Xe=T1X Cos(ﬁ); Ye=TX Sil’l(ﬂ), Zc

— _ 2 _
=Ry — Ry —7° (3.4)

As a result, it is possible to determine cuttingesg@rofile by varying radiug )
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direction |

Figure 3.5 lllustration of cutting force vectorgdaangular relationships from
Kaymakci [35]
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Figure 3.6 Cutter geometry: a) Cutting edges, hjdlteegree polynomial fitting for
B(r).

Since cutting forces are directly related to thstantaneous undeformed chip

thickness, uncut chip thickness should be preciselculated to improve the

performance of the cutting force model.

It is possible to understand the chip load of kaltt milling process by examining
the early analysis of Martelotti [5]. Martelottiaseéd that due to the combined
rotational and linear motion of the cutter towatlds workpiece, the true path of the
cutter is an arc of a trochoid, rather than a eir¢iowever, in most practical
conditions where feed per tooth is much smallen tti@ cutter radius; circular tool
path assumption is valid, because the error isigibtg. The chip formation

geometry is shown in Figure 3.7. Chip formationecitat-end mill is shown as;
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t. = t, X sin(6) (3.5)

wheret; is the instantaneous chip loagis the feed per tooth arftis the immersion

angle of cutting point. This equation is valid fib@t-end mills which have only
rotational and linear straight motion. However, ander to accurately model
instantaneous chip load for ball-end mills, nonkmmmtal feed motion and spherical

part of the ball-mill should be considered.

YA FY ( Eb ) /{7 chip load

Figure 3.7 Geometry of chip formation in end mgjiftom Altintas [36].

Figure 3.8 represents chip formation in non-hariab tool motion. During non-
horizontal motion, feedf) can be divided into two componenigis the horizontal
feed component anig is the vertical feed component. When the tool rsowéh an
inclination angle, feed direction is not perpenticuo the tool axis, which results in
a different undeformed chip geometry.

If the situation is downward ramping, in order &atilate the uncut chip thickness,
due to the drilling effect, following term shoule ladded to chip thickness formula.

On the other hand, in upward ramping, this termughbe subtracted.

At = t, X cos(i) X sin(a) (3.6)

Modifying the instantaneous chip thickness formaolatfor non-horizontal motion

results in;
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(tknpey = tx X sin(0) X sin(y) X cos(a) * t, X cos(¥)

X sin(a) (3.7)

where(t)kn,,,,, iS the modified ball-end mill instantaneous clopd, ¢, is feed per

tooth, 8 is the immersion angle of cutting poing, is the cutting element position

angle anda is the feed inclination angle. Feed inclinatiorglan() should be
between 0° and 90°.

Following chip thickness formation determinatiohe tinfinitesimal chip load for
each cutting disk which is in contact can be exgedsas;

dA, = (tC)knnew X (dz)kn (3.8)
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Figure 3.8 a) Downward ramping, b) Upward rampujdstraight cutting from
Kaymakci [35]

Guzel and Lazoglu [2] stated that for a differeinthip load @A:) in engagement
domain, the differential radialdf,), differential zenith qF,), and differential

tangential @F;) cutting forces can be expressed as,

dE, = K,. X dA, + K. X dz (3.9)
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de = ch X dAC + Kwe X dz

dFt = KtC X dAc + Kte X dZ

wherek,.., Ky, andK,, are the radial, zenith, and tangential cuttingfeents and
K., Ky, and K, are the related edge coefficients respectivelyeséhspecific
cutting coefficients depend on tool-workpiece comaltion. These parameters were
determined with calibration tests. These calibratests were performed with 12 mm
diameter Sandvik CoroMill series ball-end mill wighhelix angle of 25° and an
Al7039 workpiece material. Erdim [3] determinedtowd coefficients for the same
tool-material combination only for spherical part the tool, thus calibration
coefficients for spherical part of the ball-end Imiere taken from this research. In
Erdim’s research, tool has been divided into 7 gligkong the tool axis in the
spherical part and cutting constants were evalufdedsach region separately by
performing incremental slot cutting tests with diffint feedrate values. Details of the
calibration process will be explained at the endhaf chapter. Once the differential
radial @F,), differential zenith ¢F,), and differential tangentiatlit;) cutting forces
were evaluated through the use of Equation 3.%etloaitting force components can

be transformed into the global X-Y-Z coordinate teys with the following

equations;
dFy dE.
dFy| | =Ax|dFy (3.10)
dFl |, dr.] |,
—sin(y) X sin(0) —cos(y) X sin(8) — cos(H) (3.11)

A = | sin(y) X cos(0) cos(y) cos(6) —sin(6)
cos(y) —sin(y) 0 n
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+(n—1)><2n_’8' .

6 =0 :
Ny k

(3.12)

whered is the immersion angle for flute K represents the total number of discrete
points on a cutting edge, is the cutting element position angiejs the cutting edge
rotation angleNs is the tooth number arfélis the lag angle evaluated from Equation
3.3.

F1 M K rdFy
Fel= ). ) |dFy (3.13)
FZ n=1k=1 dFZ

kn

Next step is to be taken after prediction of cugftiforces is to validate these
predictions by performing validation tests. Validat tests and their results are
shown in next chapter. The proposed cutting foroelehis summarized in Figure

3.9. Finally, a pseudo code of the force modelrésented in Figure 3.10.
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Figure 3.9: Summary of the proposed mechanisticcau.
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Inputs:

Cutting conditions
Tool geometry
Integration angle
Integration height
Tool path G code

Outputs:

Cutting force history

Variables:
-_D
20z
_2n
dé
j=1to CL
i=1to M
p=1 to Nf
loop)
g, =g+ P~ D27
Nf
k=1to K
z(k) =kldz

SR

I
w—asm(D)

6,=6,-p(r)

if Ost <0, <0ex

(if)

]

: w (spindle speed), f (fegdya
: D (diameteff),(lag angle), Nf (number of flutes)
:ed

1dz

: CL (number of G codes)

1 Fx, Ry, Fz, Fres

- Number of axial integration steps

: Number of angular integration steps

: Integrate along the tool patfi‘ (oop)
: Angular integration looT loop)

: Calculate the force contrilbbms of all teeth 3

: Immersion angle for tooth p

: Integrate along the axiapth of cut 4" loop)

: Axial position

: Cutting radius

: Cutting element position angle

: Updated immersion angle due helix angle

:0st: entry angle of contaddex: exit angle of contac
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| f : : [ f :
tc,, _(Nf ENJ $in@,) [Sin) [tos) (Nf ENJ [cos() [Sin(@)

. Chip thickness o inclination angle found for CL
point

dAc =tcy, [dz : Differential chip load

dF, =dAcK,; +dz[K,e
dF; =dAcK e +dzKye - Differential force
dFl// =dAc DK[//C +dZDKl//e

dFx, dFy, dFz = AL|dF, , dF;, dF |

: In orthogonal directions, A (transformation majri

Fx(i) = Fx(i) + dFx
Fy(i) = Fy(i) + dFy : Sum the cutting forces
Fz(i) = Fz(i) + dFz

End(1* loop)
End (2" loop)
End (3" loop)

End (4™ loop)

Figure 3.10: Pseudo code of cutting force model.
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3.3.1.1. Calibration Process:

Cutting force coefficients are contributed by sh@graction in radial, zenith, and
tangential directions. They are assumed to be anh$br tool-workpiece material
pair, and can be evaluated either mechanisticallysing classical oblique cutting
transformations. Although orthogonal calibratiordesired, it requires turning tests;
therefore mechanistic calibration was used. Sohia study, cutting coefficients
determined by Kaymakci [35] are used where he wa$eped used mechanistic
calibration approach. In order to determine theimgtcoefficient, Altintas’ [36]

approach for identification of cutting coefficienits milling has been utilized with

certain changes.

First step in the calibration process to deterniniting coefficients is to obtain the
cutting forces by conducting a set of milling expents at different feedrate values.
The spherical part of the ball-end mill has beewvidéid into separate disks for
detailed analysis. Erdim’s [3] study of calibratitor the spherical part of the tool
was implemented. Full immersion slot cutting testsre implemented and the
average cutting forces can be expressed as a funeetion of feedrate and an offset

contributed by the edge forces.

All cutting forces at different depth of cuts fo82L mm/min can be seen in Figure
3.11. In order to determine the calibration coéffits for a certain disk following

procedure has been applied by Kaymakci [35]:

1. Using the inverse transformation of the transforamamatrixA given in

Equation 3.11, collected force components whichradeY-Z global coordinate
system have been transformed into radial, zenithtamgential force componerfts
F,, andF; respectively.

2. Maximum values of each tooth for all three compasgny-t) of the cutting
force have been found, and the averages of theme ents are taken for certain
number of the revolutions in the collected data.

3. The differences between the average points have lodé¢ained for each
increment in the depth of cut (e.g., for 4-6 mnemaal, cutting forces will equal the
difference between 6 mm depth of cut and 4 mm deptiut cutting forces).

4. Finally, once the Fr,, and Ft values have been obtained for each ddpthto
interval, these values have been plotted versys tbickness in order to obtain the

cutting coefficients. lllustration of this proce@us shown in Figure 3.12.
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Figure 3.11: Cutting forces with different depthcots at f = 192 mm/min from
Erdim [2].

Besides spherical part, since ball-end mills hauéec flute on the cylindrical part of
the tool, cutting coefficients for the cylindricphrt also should be determined. The
same procedure applied for the cylindrical part] aimce this part is identical along
the tool axis, it is not necessary to divide thénclyical part of the tool into disks.
Radial, zenith and tangential forces versus chigkttess plot for cylindrical part of
the tool is shown in Figure 3.13. The numericalueal of the cutting coefficients
determined with the calibration process can be sanzed in Table 1. It is observed
that Ktc is the most dominant cutting coefficiehihe edge coefficients, on the other
hand, exhibit an almost completely random behaviar; trend can be clearly

identified by observing their behavior with diffetedepth of cuts.



Chapter 3 :

Force Based (Single-Criteria) Toolg@aptimization 26

Cutting
force [N]

K * dz {

R r F = (K * d2) * ty + (Kee * d2)

First degree equation in the form of: Y = a * X+ b

@)
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| | | 1
Chip thickness

[mm/rev-tooth]

Figure 3.12: Determination of calibration coeffitig from calibration experiments.
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Figure 3.13: Cutting forces vs. chip thickness@&0 mm.
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Table 3.1 Numerical values of cutting and edgefaoents for different intervals

from tip.
Interval
from tip) 0-05(05-1|1-15)|15-2| 2-3|| 34 | 4-6| 6-
[mm] | [mm] | [mm] | [mm] | [mm] | [mm] | [mm] 20
[mm]
Coefficient
Krc A
\ 2991 695 22 196 105 483 358 248
[N/mm?]
Kre
31 10 9 2 7 15 12 3
[N/mm]
Kye
\ 1113 785 753 179 101 31 6 24P
[N/mm?]
Kye
12 13 4 19 14 9 0 3
[N/mm]
Kic
\ 5354 | 2549 1182 1429 971 848 93P 8R9
[N/mm?]
Kte
37 17 30 3 16 17 11 12
[N/mm]
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3.3.2. Solid Model Based Engagement Model

Determining the tool-workpiece engagement is vernical, since it is directly
related to the chip load and cutting forces. Then af the tool-workpiece
engagement domain determination model is to obtdiith sections of the tool is
engaged with the workpiece at any instant of macgiprocess. Moreover, in order
to produce parts with complex free-form surfaceanmoptimum manner in terms of
cycle time, cost and product quality, engagemendehaeeds to be calculated fast
and accurately. Therefore, for precise simulatibfree-form surface machining, the
most important parameter is the accurate deterramatf the instantaneous chip
loads along the tool path.

In this section, solid based approach used to mdater the tool-workpiece
engagement region for 3D complex sculptured fremfsurfaces with ball-end
milling. Since other engagement domain calculatiapproaches (analytical,
discretization, Boolean) do not cover non-monotorsiarfaces or they are
computationally expensive and slow, solid basechgament can be used for every
kind of surface and is comparably faster and quteurate than any other
approaches. The solid based engagement model mgbds istudy is developed in
Moduleworks GmbH in Germany. Details of the solak&éd engagement model are
presented in Kaymakci et al. [1]. In the proceswof-workpiece engagement model
along the tool path, the output (CL file) of anynumercial CAM package is post
processed by this solid based engagement algorithm.

In the machining of free-form surfaces, axial deptltut is not constant throughout
the tool path. Consequently, engagement regiongasaat each CL point. Figure
3.14 shows a sample CL output of Unigraphics NX4VCodule output. Each line
represents a CL point. Red sections show the pasiti the tip of the ball-end mill
according to the surface’s coordinate system and béctions show the orientation
unit vector of the tool. For three-axis machiningentation of the tool is constant

and equals to (0, 0, 1).1
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SPINDL/RPM.600,CLW

FEDRAT/MMPM,500.0000
GOTO/-0.0148.,171.6120.3.0000,-0.0034929.-0.3440710.0.9389371
FEDRAT/144.0000
GOTO/0.0035,156.9278.-2.2434.-0.0033907.-0.4265147,0.9044743
GOTO/0.0039,155.9354.-2.3649.-0.0034224 -0.4089396.0.9125550
GOTO/0.0042,154.9420.-2.4708,-0.0034562.-0.3890385.,0.9212150
GOTO0/0.0045.153.9475.-2.5586.-0.0034918.-0.3667484,0.9303136
GOTO/0.0046,152.9514.-2.6247.-0.0035284.-0.3420176,0.9396869
GOTQ/0.0047,151.9543,-2.6648,-0.0035627,-0.3170480,0.9484028
GOTO/0.0047.150.9562.-2.6758,-0.0035919.-0.2941247.0.9557603
GOTO/0.0045.149.9576.-2.6597,-0.0036166,-0.2733135.0.9619182
GOTO/0.0043,148.9590.-2.6183.-0.0036374.-0.2546563.,0.9670248

GOTO/0.0036,146.9633,-2.4668,-0.0036694,-0.2238867,0.9746083
GOTO/0.0031,145.9668.-2.3619,-0.0036813.-0.2117846.0.9773094
GOTO/0.0026,144.9716.-2.2415,-0.0036909,.-0.2020727.0.9793636
GOT0/0.0020,143.9773,-2.1061,-0.0036974,-0.1959602.0.9806049
GOTO/0.0014,142.9834.-1.9574,:0.0037010.-0.1936666.0.9810604

|
Position Orientation

Figure 3.14 An example of a CL-file.

Using a tool-workpiece engagement model, the engege between tool and
workpiece can be calculated at any time of the mmawdp within a controllable
accuracy. The initial workpiece definition (stocggometric definition of tool(s) and
the motion of the tool in the workpiece coordingystem must be present to achieve
this goal. Another important property of this apgmb is that engagement can be
calculated for any type of tool if the geometrioperties of tool (diameter, length,
taper angle, flute length etc.) and tool holdeoltoffset, diameter, length, taper
angle, corner radius etc.) are present. Furthermeoggnificant advantage of this
model is that any arbitrary shaped model can bd asen initial stock, instead of a

rectangular block

An axis-aligned 3 dimensional uniform grid of pa@ing used to describe the initial
workpiece prior to machining (Figure 3.15). The slgnof the grid is controlled
through the grid distance which is identical alokgyY, and Z directions. In this
study, grid distance which defines the resolutlmtool and workpiece was selected

as 0.0625 mm. A solid triangulated mesh defines adnitrary shaped initial
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workpiece prior to machining. In order to initisizhe grid points with this given
mesh, all points inside the solid mesh are markigd ewllision time t = «. Outside

points are marked with the collision timetcef -1.t = -1 points are the grid points on
the bounding box which covers the workpiece; howediiey are not in the mesh

defined by the workpiece.

Figure 3.15: 3D grid of points used to describeitiitgal workpiece.

The motion of the tool path is presented throughtigh point of tool in space and the
orientation vector of tool axis as a function @ilowing 3, 4 or 5 axis tool paths to
be used as input. Further a collision determinati@thod has been implement that
delivers the time of first contact between the mgvitool which consists of
translation and rotation both and a grid pointpace (Figure 3.16). For each time
slice At, the motion of tool from t tod + At is passed to the collision determination
method together with all the points in the locgiom that might be hit by this sweep
motion. Each grid point that has been hit by tha tootion is being marked by the
time value of the collision and in the next timéeival this grid point does not need
to be re-checked for collision since it has beeeaaly hit in the past. Further, all the
grid points that have been hit within the same tinterval are referenced in a list
dedicated to this time interval.



Chapter 3 : Force Based (Single-Criteria) Toolg@gptimization 31

o—O
o—O
*

4 T=10.5 T=106 T=07

0—©0 O

Figure 3.16: Grid cells and their collision timéridute T.

The engagement between tool and workpiece canlbelatd for each time interval
by analyzing the list of grid points for this tineterval from the perspective of a
stationary tool. This is done by transforming thentoned grid points to the
coordinate system of stationary tool. Then the ieatliced along the tool axis to
slices with constant thickness. In this study, tamisthicknessAh) is selected as 0.1
mm. As the sliced tool length increases, the cdatmn time increases, thus sliced
tool length was determined according to the maxinaepth of cut of the machining
process. Each slice is betweemandh + Ah where h is the height of slice from the
tool tip point. The grid points are distributedgiices and for each slice the signed
minimum and maximum distances from the tool axithim view defined by the tool
motion direction is calculated using all grid paifitelonging to this slice. Doing this

for each slice delivers the engagement for eack g¢kigure 3.17).

After all the time intervals are processed, the @ points are marked with
different t values. All remaining grid points withet = o describe the remaining
stock after the machining and could be used fopaase visualization using various
iso-surface extraction methods at the given levetne the level of extraction is the

desired time valué Interesting is that the visualization is alsogible for any given
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t value since each grid point “knows” when it hagib hit by the tool. This opens an
interesting perspective for rest-material detertmomaat any stage of machining

since the “history” of machining is stored in th2 §rid model.

The above described solid model has been implemiearid used for the following

cutting force calculation. The run time behaviortioé tool-workpiece engagement
model is O(n3) due to three dimensional grid. Cotapon time of the model for

50x50x6 mm. solid body with 0.0625 mm. grid dis&rresolution on Pentium 4
2.66 GHz with 2 GB of RAM is approximately 4 howarsd 20 minutes.

The accuracy can be controlled through the grithde, time step valugt and the
tool slicing step valuah. The output of the solid based engagement modsias/n

in Table 3.2. In Table 3.2, the engagement is diggad as the minimum and the
maximum distances from the tool axis for each éigcdisk and that disk's CL
number. In force model, these distances were cteav@ntopy andge entrance and
exit angles respectively. lllustrations of thesglas are shown in Figure 3.18. As
stated before, it is impossible to calculate thgagiement domain for non-monotonic
sculptured surfaces using analytical methods. tipsared surface machining, the
engagement between tool and the workpiece is v@nptex and variable. Variation
of engagement domain for different CL points isspréged in Figure 3.19 and Figure
3.20.
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Figure 3.17: Determination of the min. and the ntagtance from tool axis for each

slice.
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Table 3.2 Sample text output of the engagementeinod

CL | Start - End Distances of the Disks Min Max
# from the Tip of the Tool [mm] Width Width
[mm] [mm]
19 4 4.1 0.75 5.6875
19 4.1 4.2 1.1875 5.6875
19 4.2 4.3 1.3125 5.75
19 4.3 4.4 1.625 5.75
19 4.4 4.5 1.8125 5.75
19 4.5 4.6 1.9375 5.8125
19 4.6 4.7 2.125 5.8125
19 4.7 4.8 2.25 5.875
19 4.8 4.9 2.3125 5.875
19 4.9 5 2.4375 5.875
19 5 51 2.5625 5.8125
19 51 5.2 2.625 5.75
19 5.2 5.3 2.75 5.6875
19 5.3 54 2.8125 5.625
19 54 55 2.875 5.4375
19 55 5.6 2.9375 5.3125
19 5.6 5.7 3 5.125
19 5.7 5.8 3.0625 4.875
19 5.8 5.9 0 0
19 5.9 6 0 0
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Figure 3.19: Variation of engagement domains altvegool path.
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Discretized
engagement __
foran arbitrary =~ = = 4 Surface Area =
CLpoint | 16.883 mm?

Discretized /

engagement
for an arbitrary Surface Area
CL point

engagement

foran arbitrary Surface Area =
CL point ;. 12,994 mm?

Figure 3.20 lllustration of engagement regions)abpg and c).
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3.4. Determination of the Criteria Map on the Grid Mesh: Force Map

Formation

In order to determine a reference value for thérgyiforces in each direction for all
CL points referring a uniform Cartesian mesh, adomap is constructed showing
reference values for all possible cutting forcesrireach CL point to its neighbors.
This reference map is obtained by pre-computat@mnlzning engagement and force

simulations of slot cutting operations in each clian.

For demonstration, Sine-Cosine surface is seled®dthe 3D surface shown in
Figure 3.21, 441 CL points are determined with grizke at x =y = 2 mm for a
uniform mesh. Force Map is obtained by total of B2®t cutting simulations with
ball-end mill with diameter of 12 mm each for or@gection of the CL points, and
shows the inversely proportional weight of the éonsagnitudes for each CL point in
all of the 8 directions relatively to each otherem large magnitudes are depicted
with short lines and small magnitudes with longees. Figure 3.21 and 3.22 depicts
the zig path directions and formed force map. T gjze of the engagement tool is
Z = 62.5u, x =y = 312.5u, where the engagement of the cutting tool with the

workpiece is determined during the whole cuttinggess.

FPart Stock

remaoved by

Roughing Zig Simulation
Cperation -l Path Directions

40 mim

40 mim
Surface Equation
E= 3 (cosi f 200 singar S 200 + 3

Figure 3.21 Solid model of the sin-cos surface
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Force Mapping
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Figure 3.22 Force map

3.5. Optimization of the Criteria Map: Network Optimizat ion

For the optimization process, the objective is miging the mean value of cutting
forces and limiting the force below a thresholdheTproblem could be redefined as
passing over all the vertices on the graph withimmimn cost of weights for a given
directed graph (force map) on the set of edgesvamtices with weight function
assigning a nonnegative real weight (forces) tayegdge of the graph. In that sense,

the solution for such a problem is known as netvwap#mization.

For a given force map with n x m nodes where eamferhave a particular force
value towards its neighbors, there are possiblemigdtion routines such as
‘Minimum Spanning Tree’ (MST) and ‘Minimum Cost Weling Salesman’

(MCTS) with their objectives as formation of a dagninimum cost tree and a
minimum cost single path respectively. In that eedCTS costs higher since its
objective has less freedom of movement and causesiljpe inclusion of high cost
connections to the path. On the other hand, MSEedom could be only increased

by the abandonment of the objective of obtainimgls tree.



Chapter 3 : Force Based (Single-Criteria) Toolgathimization 39

In the first part of the optimization process, ‘Mimum Cost Connections’ (MCC) are
obtained for the given map where minimum cost targeves from each node are
separately collected. Since these connectionsegarately collected, it may cause
disunity and may form more than one tree resulfign possible loops including
also two node loops such as connections from iatadjj to i. Each loop creates one
disconnection and increases number of discretes tMMEC contained. Prim’s
algorithm for obtaining MST guarantees that a trae be transformed to a collection
of paths which guarantees arrival of each node faowther only once. In that sense,
a tree refers to collection of successful pathsrevtse cut surface will not passed
secondly.

In the second part of optimization process, aledreobtained from MCC are
examined; trees with starting point at the boundagyselected first and other trees
are connected to them from their starting pointsth® end, all trees have separate
boundary starting points and transformed separatetprresponding collections of
paths. The advantage of this MCC-transformed optaition from MST lies in the
higher freedom of movement increased by the abandoh of the objective of
forming a single tree. In that sense, MST has nbt bigher number of connections,
but also may contain higher cost connections t@maptish formation of a single

tree. The pseudo code of this MCC transformed algaris shown below.

Inputs:

Uniform mesh grid points on the surface . N (number of grid points)

Force map : Map (N x N matrix)

Outputs:

Min. Cost Connections :MCC

MCC transformed path : MCCtf_path

“mCcC”

FOR j=1toN : For each node of the mesh as destination
|:J_ =999 : Set minimum cost of the node to 999 (Initialization)
FOR i=1toN : For each node of the mesh as source

IF Map; <F; THEN

MCC; =i : Set MCC of j" node to i
F, = Map, : Set minimum cost of | node to Map,
END IF
END FOR

END FOR
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“Trees & Starting Points (MCC Transformation)”
COMPUTE loops in MCC

FOR k = 1 to num_loops : For each loop of the MCC
DELETE max. MCC of the loop : Break up the loop by deleting the highest cost
connection
STORE remained MCC of the loop
as the k™ tree in Trees_MCC : Store remained connections as the next tree
STORE starting point of the k" tree
in Starts_Tree . Store the connection at the breakup point as starting
point
END FOR

“Connection of Trees (MCC Transformation)”

FOR k =1 to num_Trees_MCC : For each tree of modified MCC
IF Starts_Tre, is at the boundary THEN
STORE Trees_MCG, in Trees_B : Store trees with starting points at the boundary of the
mesh
STORE Starts_Tre, in Start_B : Store starting points at the boundary
ELSE
STORE Trees_MCG in Trees_| : Store trees with starting points inside the mesh
STORE Starts_Tre, in Start_| : Store starting points inside the mesh
END FOR
REPEAT
FOR m =1 to num_ Trees_B : For each tree in Trees_B
FOR n=1tonum_Trees_| : For each tree in Trees_|
IF Start_B, neighbor to Trees_] THEN
ADD Trees_B, to Trees_|, : Connect tree with inner start to tree with boundary start

DELETE Trees_B,, Start_B, :Delete connected tree and corresponding start point
DECREMENT num_Trees_B : Decrease in 1 the number of trees with inner start
points
END IF
END FOR
END FOR
UNTIL num_Trees B=0

“MCC Transformed Path”

INIT MCCtf_path : Initialize MCC transformed path
FOR n =1 to num_Trees_| : For each tree in Trees_|
COMPUTE paths of Trees_}, : Compute the collection of paths in Trees_},
ADD paths to MCCtf : Add the collection of paths to the MCC transformed
path
END FOR

Pseudo code of the MCC Transformed Path Algorithm
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For a hyothetical map with 5x5 nodes where each node haarticular cost valu
towards its neighbors, obtained trees or pathscancsponding mean cost valt
are shown in Figure 3.23 for Minimum Cost TravelBglesman (MCST), Minimui
Spanning Tree (MST), inimum Cost Connections (MCC) and MCC transforr
path. For MCTS and MST Christofides heuristics Bnith's algorithm are preferre
respectively (See Appendix). As mentioned previpugICST has very low freedol
of movement since its objective is to ob one single path. Therefore, it ha:
considerably higher mean cost with a value of 3@@@pared to other optimizatic
routines. Moreover, MST has a lower freedom thanOVi€ince its objective is 1
obtain a single tree compared to MCC transformel pktained from 3 trees. In th

sense, the MCC transformed path has the lowest swsnwith a value of 18.0

Thanks to the subplots 3 & 4, the MCC transfornrattan be clearly explained.

the beginning, MCC has 5 trees with -connection loops. Aftelloops are
eliminated by deleting higher force connectiongath loop, 3 trees with bounds
starting point and 2 trees with inner starting paire obtained. In the next step, tr
with inner starting points are connected to treéh twoundary startig points. In the

last step, these trees are transformed to collectipaths

Minimum Cost Traveling Minimum Spanning Tree
Salesman (MCTS) (MST)
mean: 36.20 mean: 21.44
4t 4+ ¢
3¢ 37
2r 27
1 L
Ot Or

Minimum Cost Connections MCC Transformed Path

(MCQC)
mean: 18.29 mean: 18.07

4 (Smdotmer = 41
2 %)‘;»f"[.‘ 2

¥ & 1

#1
0@ & 0
0

Figure3.23Optimization routines for a 5 x 5 force map
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The objective of the optimization is minimizatiohtbe cutting forces; however the
maximum cutting force value during the operationnist taken into account.

Therefore, a correction process is used in the tpart of the optimization where the
minimum of the maximum cutting force results ofrgtard zig direction simulations
is selected and connections with higher than thisiesin MCC are separated for
further cutting process in the corresponding zigaion of the selected minimum
threshold. This part of the optimization guarantes minimum threshold value of
the standard zig operations and also decreasasdha value of the cutting forces.
However, the addition of zig direction cutting gatio the collection of paths
decreases the weight of the first objective of mimation of cutting forces.

Therefore, the mean force obtained in the third plthe optimization is expected to

be higher than mean force in the second part.

3.6. Optimization Results & Validation Tests

3.6.1. Experimental Setup

The experiments for calibration and validation wpegformed on Mazak FJV-200
UHS Vertical Machining Center (VMC) with 25000 rspindle motor, £ 2.5 micron
sensitivity, and = 0.7 micron repeatability. Theltaas a carbide ball-end mill cutter
from CoroMill Plura series of Sandvik with 12 mmadieter, 37 mm projection
length and 30° helix angle. The workpiece matesias aluminum blocks (Al7039)
with dimensions of 250x170x38 mm. Kistler 3-companedynamometer (Model
9257B) and a charge amplifier have been used tcsumeacutting forces. The 3-
component dynamometer has been fixed to the mataile using fixtures and the
aluminum block was attached to the dynamometeiguswo M10 threaded screws as

seen in Figure 3.24.

The cutting forces are sensed by the piezoeldctmsducer in the dynamometer and
an electric charge output is the outcome of thie@ss. This electric charge is sent to
the charge amplifier and converted into voltagguoutThe sensitivity values for the
three channels (X, Y, and Z) of the amplifier wet®3, 7.90, and 3.69 pC/N
respectively. Amplifier gain for the device was $et300 N/V for all channels.
Subsequently, through use of a proper data acguisitird with 200 kS/s sampling
rate, + 10 V analog input and software, the voltaggut is displayed and recorded

as cutting forces in [N]. Displaying and recordinf the measured data was
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performed with data acquisition software, MALDAQ dute of CutPro 8.0. Figure
5.2 shows a sample output screen of CutPro 8.0. ddmeplete actual testing
environment can be seen in Figure 5.3.

 cad

Air coolant

Spindle

Dynamometer F |
| : uimm

——

Figure 3.24 Workpiece and 3-component dynamometed to VMC table for
cutting tests
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Figure 3.25 Sample output screen in CutPro 8.@ditiing forces.
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Mazak
FJV-200 UHS

Cutting forces are displayed and recorded

once voltage output from the charge amplifier

is transformed into appropriate digital form
Cutting forces during cut form a pressure
on the workpiece which leads to occurence
of an electric charge output from the
piezoelectric sensors on the dynamometer

Electric charge from the Voltage output from the charge
iezolelectric transducer is rted amplifier is displayed in analog
into voltage output for DAQ software form for validation

lpgpooooceco W\/W’ DDDDD { { ——

L | - = i e DA - - i
r l charge oscilloscop PC + DAQ hardware-software
amplifier

Milling machine

Figure 3.26 The experimental setup for measurewifetutting forces; a) Actual

testing environment, b) Detailed illustration.

Differential chip height and the differential ratat angle in simulations were
selected to be 0.1 mm and 3.6° respectively whadgaately resembled the actual
cutting conditions for the mathematical force modéle applied conditions and the
results of the performed cutting tests are desdrbéhis chapter.

3.6.2. SAMPLE 1: Rough Cutting of Sine-Cosine Surface (176hm x170 mm X

6 mm)

On the 3D surface shown in Figure 3.27-a, 121 Cintpaare determined with grid
size at x = y = 17 mm for a uniform mesh. Force Nmpbtained by total of 840
cutting simulations with ball-end mill with diamet®f 12 mm each for one
connection of the CL points. Figure 3.27-b deptbis formed force map. The grid
size of the engagement tool is z = 6@,% = y = 312.51, where the engagement of
the cutting tool with the workpiece is determinadidg the whole cutting process.
In this case, the step over is higher than toahditzr and the global optimum could
be determined with a static global optimizatiomcsi the cutting of any edge (or
neighborhood) does not affect the possible engageofehe uncut edges. In other
words, all cutting operations of the edges betwden CL points are exactly slot

cutting simulations.
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Part Stock
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Figure 3.27 a) Solid model of the sin—cos free feurface b) Global force map.

The collection of the paths are obtained with M@&hsformed optimization and
depicted in figure 3.28-a; small circles are spaints and crosses are end points of
the 2D path. The 3D representation of the tool methihe part surface is shown in
figure 3.28-b.

Force Mapping

T

s T I b illlle = e I I T
0 17 34 51 68 85 102 119 1368 153 170
Xinmm

(a) (b)

Figure 3.28 Optimized path shown on the cuttindese a) in 2D & b) in 3D
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Comparing simulated cutting forces of 8 predetermined zig paths with the optimized
path cutting forces in Figure 3.29, the optimized forces are below 320 N which
reaches up to 400 N in standard zig tool path cutting simulations. So, the upper limit
for the cutting forces reduces 20% for the optimized tool path. Also the average
force in optimized path is 185 N which is 15% lower than 217 N, the minimum of the

other 8 paths.
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Figure 3.29 Cutting forces of 8 zig path simulasims of optimized path using force

map

Experimental validation test are performed alsacdmpare the simulated cutting
force results with the experimental cutting foreeth the same conditions. In Figure
3.30 and 3.31, the experimental cutting force tesad simulation cutting forces for
optimized path are compared where the simulatioce®in Figure 3.30 contain the
whole simulation cutting forces of the operatiom the other hand Figure 3.31
depicts the simulation forces obtained from thecdomap. In both figure, the
experimental and simulated forces are very clodso &omparing Figure 3.30 and

3.31, the validation of the force map is done.
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Figure 3.30 Experimental cutting force results imsugation cutting forces
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Figure 3.31 Exp. cutting force results vs forcetoted from force map for

optimized path
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3.6.3. SAMPLE 2: Sine-Cosine Surface (40 mm x 40 mm x 6 mm

On the 3D surface shown in Figure 3.32, 441 CL {saane determined with grid size
at x =y = 2 mm for a uniform mesh. Force Map isaoted by total of 3280 slot
cutting simulations with ball-end mill with diametef 12 mm each for one
connection of the CL points, and shows the invgrggbportional weight of the
force magnitudes for each CL point in all of thdiBctions relatively to each other
where large magnitudes are depicted with shortsliaed small magnitudes with
longer lines. Figure 3.33 depicts formed force mipe grid size of the engagement
toolis z = 62.51, x = y = 312.54, where the engagement of the cutting tool with the
workpiece is determined during the whole cuttinggess.

Fatt Stock

removed by

Foughing Jig sirmulation
Operation - Fath Directions

40 mm

40 mim
Surface Equation
=3 fcoshym 200 singar S 200 + 3

Figure 3.32 Solid model of the sin-cos surface
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Figure 3.33 Force map and a zoomed section

Since the step over is lower than tool diameteg, glot cutting simulation forces
could only be reference values for the optimizatanmd the possible engagement and
the cutting forces of each edge directly dependshemumber and position of the
cut edges and decreases once the edges in théosighd were cut. In that sense,
the reference value for each edge obtained fromncsitting simulation determines
the maximum threshold of the cutting force. Sojsitexpected that the cutting
simulation forces of the total tool path obtainedni optimization would lie under

the cutting forces from the force map for the ofed tool path.
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Figure 3.34 Minimum cost connection for the foncap

Minimum Cost Connections are obtained as shownignre 3.34. The direction of
each connection is shown as from green to red parther, the collection of the
paths are obtained from MCC-transformed optimizatiad depicted in Figure 3.35;

small circles are start points and crosses argeimds of the 2D path.
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Collection of Paths
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Figure 3.35 Collection of paths from MCC-transferoptimization

Cutting forces for standard zig tool paths obtaifredn the cutting simulations are
depicted in Figure 3.36. On the other hand, cutforges for optimized tool path
obtained both from the force map and the cuttimgutation are depicted in the
Figure 3.37.
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Figure 3.37 Cutting forces of optimized path
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The mean and maximum forces are tabulated botlkutiing forces obtained from
force map and simulations. As shown in the Tab&k#&low, mean forces obtained
from force map only decreases 8% for the optimized path and maximum force
can not be decreased since in CL points with higdepth of cut all slot cutting
directions results in higher forces. As comparedimulation results, the decrease in
mean forces reaches up to 24%, however maximure fate is nearly 50% higher
than possible minimum of the maximum of 8 standaal paths. The difference in
maximum cutting force value in simulations resudhlsm early chip removal and

dynamical change of the cutting tool engagementimed during the operation.

Table 3.3 Comparison of mean and maximum resuiteoés between eight

standard tool paths and optimized tool path.

Zigl | Zg2| Zig3 | Zig4 | Zig5| Zig6| Zig7| Zg8| Opt

Slot- 222
240 239 240 240 244 245 245 245
mean -8%
Slot-
399 399 399 399 399 399 399 399 399
max
Sim- 94
162 140 131 150 118 148 148 | 117
mean -24%
Sim-
372 385 253 341 308 315 341| 252 375
max

For the correction part of the optimization, fiygsthe minimum of the maximum
cutting force is determined. Since cutting in di@t 8 offers maximum cutting
force of 253 N, all connections in MCC higher thtis value are separated for
further cutting in direction 8 and other connecti@me again processed in the second

part of the optimization. The corrected collecti@intool paths in 2D is shown in



Chapter 3 : Force Based (Single-Criteria) Toolgathimization 54

figure 3.38-a respectively where green paths obthifrom updated MCC-
transformed optimization and red colored pathscareected ones cut in direction 8.

OtfiFigsd Path | Cuttilng Forces of Corrected Tool Path
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Figure 3.38 (a) Corrected tool path (b) Forcesaofected tool path

Cutting forces for the corrected tool path obtaifiesin the force map and cutting
simulations are depicted in Figure 3.38-b. Furtt@enmean and maximum forces

are tabulated both for cutting forces obtained fforse map and simulations.

As shown in Table 3.4 below, the weight of the tfigptimization objective is
decreased where the reduction of mean value focdahected tool path decreases to
5% in the cutting forces obtained from force mam @0 13% in the cutting
simulations. However, the threshold value is lowei@ 249 N. In that sense, with
the correction part the optimization method guaestminimum threshold value of
standard zig operations and also decreases meaam ofatutting forces up to 13% of

the best standard zig operation selection for miminmean cutting force.

In other words, it is observed that with the optied tool path can be reached to the
minimum average resultant force magnitude alongriaehining. Depending on the

directions, the optimum path can achieve from 18% %1% less mean force without
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violating the preset maximum force threshold (250 Moreover, in the optimal tool
path the decrease on the maximum force magnitude ceach up to 54%.

Experimental validation test is performed to coneptre simulated cutting force
results with the experimental cutting forces wile same conditions. In Figure 3.39,
the experimental cutting force results and simatatcutting forces for optimized
path are compared. As shown in the figure 3.39,etkgerimental and simulated

forces are very close and so simulation resultsediable.

Table 3.4 Comparison of mean and maximum resuitaoés between eight

standard tool paths and optimized tool path.

2ig Zig2 | Zig3 | Zig4 | Zig5| ZzZig6| Zig7| Zg8 Opt
1 Opt | corrected
222 227
Slot- [ 240 | 239 |240 | 240 | 244 | 245 | 245 | 245
mean M -5%

Slot- | 399 399 399 399 399 399 399 399 399 399

94 | 104
Sim- | 162 | 140 | 131 | 150 | 118 | 148 | 148|11
mean =24 -13

~

Sim- | 372 385 253 341 308 315 341 252| 375 | 249
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Figure 3.39 Simulation & experimental cutting fesdor optimized path

Simulated and experimentally measured resultartefoas well as their envelopes
are also shown for the generated optimal pathefrée form surface in Figure 3.40.
In this figure, blue, black and red colors are simgwfor instantaneous forces,
envelopes of experimental and simulated forceqeas/ely. First of all, it is seen
that the simulated and experimental forces are mracquite well. The maximum
force in the optimal simulation is below 250 N asget value both in the simulation
and in the experiment. Further in figure 3.41, dated cutting force envelopes of
standard tool paths are compared with the simulatptimized cutting force

envelope.
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Figure 3.40 Comparing simulated and experimentadyasured resultant forces for
the optimized tool path
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Figure 3.41 Comparison of resultant force enveddpethe eight different tool
paths and optimized tool path
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The simulated and machined free form surface arn@ged tool path in 3D are

shown in Figure 3.42.

@ (b)

Figure 3.42 Simulated and machined free form seréand optimized tool path in
3D.

3.6.4. SAMPLE 3: Ataturk Portrait (30 mm x 30 mm x 6 mm)

256 CL points are determined with grid size at ¥ = 2 mm for a uniform mesh
using collision detection based algorithm and shamwvifrigure 3.43 with the solid
model together. Force Map is obtained by total&8QLslot cutting simulations with
ball-end mill with diameter of 12 mm each for onenpection of the CL points.
Figure 3.44 depicts formed force map. The grid sizéhe engagement tool is z =
62.5u, x =y = 312.51, where the engagement of the cutting tool withviloekpiece
is determined during the whole cutting process.
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Figure 3.44 Force map for Ataturk portait

The collection of the paths are obtained from MC&formed optimization and
depicted in Figure 3.45; small circles are stamisoand crosses are end points of the
2D path.
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Figure 3.45 Optimized tool path for Ataturk pottia 2D
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Figure 3.46 Simulated resultant forces vs resuf@aees from force map

Cutting forces for the optimized tool path obtairfemm the force map and cutting

simulations are depicted in Fig. 3.46.

Mean and maximum forces are tabulated both formgutorces obtained from force
map and simulations. The mean and maximum forceltsesf the optimized tool
path are compared with the results of the cuttingukations in 8 zig directions are

shown in Table 3.5. Depending on the directions, dptimum path achieves from
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15% to 30% less mean force without violating thespt maximum force threshold
(400 N). In this case, there is no need for coiwagbart since all the boundary of the

free form part has the highest and same depth tobfcé mm. In that sense, the
maximum cutting force does not depend on the doeaf the tool path and occurs

at the boundary cutting.

Table 3.5 Comparison of mean and maximum resulitaoes between eight

standard tool paths and optimized tool path.
Zig : , , , , , .
1 Zig 2 Zig3 | Zig4 | Zig5| Zig6| Zg7| Zg8| Opt
Slot-
—— | 249 | 258 260 259 253 261 263 | 248 222
mean — ===
-12%
Slot- | 399 | 399 399 399 399 399 399 399 399
max
Sim- | 139 | 141 148 | 164 | 152 | 157 | 143|136 |115
mean -15%
Sim- | 399 399 399 399 399 399 399 399 399
max

The simulated and machined free form surface anin@®d tool path in 3D are

shown in figure 3.47.
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(@ (b)

Figure 3.47 (a) Simulated and (b) machined fremfsurface and optimized tool
path in 3D.

Experimental validation test is performed to coneptlve simulated cutting force
results with the experimental cutting forces wihle same conditions. In Figure 3.48,
the experimental cutting force results and simatatcutting forces for optimized

path are compared. It is seen that the simulatddegperimental forces are matching
quite well.

Simulated vs Experimental Cutting Forces
400 ; ! ! ; ; !

350
300

Force [N]

150

100

50

time [ms] x 10
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Figure 3.48 Comparing simulated and experimentakyasured resultant forces for
the optimized tool path.

3.6.5. SAMPLE 4: Buddha Figure (30 mm x 30 mm x 6 mm)

256 CL points are determined with grid size at x = 2 mm for a uniform mesh
using collision detection based algorithm and shamvifrigure 3.49 with the solid
model together. Force Map is obtained by total@8QLslot cutting simulations with
ball-end mill with diameter of 12 mm each for onenoection of the CL points.
Figure 3.50 depicts formed force map. The grid sizéhe engagement tool is z =
62.5u, x =y = 312.51, where the engagement of the cutting tool withviloekpiece

is determined during the whole cutting process.

Zinmm

Y in mm

Figure 3.49 3D CAD model and CL points for Buddhgure
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Figure 3.50 Force map for Buddha figure

The collection of the paths are obtained from ME&wformed optimization and
depicted in Figure 3.51; small circles are stamisoand crosses are end points of the
2D path.

Figure 3.51 Optimized tool path for Buddha figune2D
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Figure 3.52 Simulated esultant forces vs resuftaces from force map

Cutting forces for the optimized tool path obtairfemm the force map and cutting
simulations are depicted in Figure 3.52.

Mean and maximum forces are tabulated both fornguforces obtained from force
map and simulations. The mean and maximum forceltsesf the optimized tool

path are compared with the results of the cuttinguktions in 8 zig directions are
shown in Table 3.6. Depending on the directions, dptimum paths achieve from
15% to 46% less mean force without violating thespt maximum force threshold

(400 N). In the optimal tool path the decrease lm maximum force magnitude
could reach up to 4%.

In this case, there is again no need for corregbart since all the boundary of the
free form part has the highest and same depth obic6 mm. In that sense, the

maximum cutting force does not depend on the doeaf the tool path and occurs
at the boundary cutting.
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Table 3.6 Comparison of mean and maximum resuiteioés between eight
standard tool paths and optimized tool path.
lz|g Zig2 | zig3 | Zig4 | zig5 | zige | Zig7| zig8| Opt
Slot: 219 222 222 224 10 236 212 233 197
mean £ 491
1%
Slot-
max 399 399 399 399 399 399 399 399 399
Sim-
— 1149 123 130 140 17 142 121 134 102
mean == 102
-15%
Sim-
max 399 400 399 401 399 398 403 397 384

The simulated and machined free form surface arioh@ed tool path in 3D are

shown in Figure 3.53.

3D.

Figure 3.53 Simulated and machined free form seréand optimized tool path in
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Experimental validation test is performed to coneptlve simulated cutting force
results with the experimental cutting forces whie same conditions. In Figure 3.54,
the experimental cutting force results and simatattutting forces for optimized

path are compared. It is seen that the simulatddegperimental forces are matching
quite well.

Simulated vs Experimental Cutting Forces
400 .

350
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200

Force [N]

150

100

50

0 05 1 15 2 25 3 35
time [ms] x10°
Figure 3.54 Comparing simulated and experimentakyasured resultant forces for

the optimized tool path

3.6.6. Discussion

Various samples are used to test and validate ftmmsed tool path optimization
routine. Depending on the directions, the tool pagiimization process reduces
mean value of the cutting forces from 13% to 57%npared to standard zig tool
path cutting forces without violating the presetxmaum force threshold which
equals to the minimum of the maximum cutting foroéshe standard tool paths.
Moreover, in the optimal tool path the decreasethe maximum cutting force
magnitude could reach up to 54% compared to stdnidex paths. At the end of
each optimized cutting simulation, experimentaldetion tests are performed where

simulation and experimental results are comparedchrsely agreed.
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Chapter 4
Multi-Criteria Tool path Optimization

4.1. Introduction

Multi-criteria tool path optimization provides vatis advantages for CNC operations
such as increased controllability of the cuttingm@ion with the specified criteria,
determination of all possible pareto optimal sa@n$, determination of all possible
weights of each criteria, ease to observe and aeaalye trade-off between each
criteria (mostly each criteria conflicts with anet)y facility of limitation and
minimization of each criteria and determinationtloé corresponding tool path for

each solution

Since the problem is now has three objectives ptioblem is redefined as passing
over all the CL points determined on the 2D unifand of the part surface with the
specified criteria such as limitation or minimizatiof the mean cutting forces, mean

scallop height and total cycle time.

For the solution path to the problem, firstly CLda@C points should be determined
using collision detection based algorithm with andefined sensitivity (CC points is
used for scallop height determination in multi-enia optimization). Next step is the
prediction of the slot cutting forces and scallgights for each connection from CL
points to its neighbors. Thanks to the predictadds and scallop heights by using
mechanistic force model and force mapping and wep®3D scallop model, force
map and scallop map is constructed which represghossible movement with a
specific reference force and scallop height vaBI2.scallop model is validated by
comparing predicted scallop distribution on thefare with the CAM output of UG

NX6 for the same surface. The last step is implg¢atem of the multi-criteria

optimization algorithm with the specified criteriancluding threshold or

minimization of the objectives (force, scallop Hdigcycle time). Since the

objectives are conflicting in most cases, user sgeddefine the criteria for the
optimization such as limiting two objectives belawhreshold value and minimizing

the third objective. The solution path is demonsttan the Figure 4.1.
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CL Determination on the Meshgrid

J

Modeling of Criteria Predictions
(e.g. Force model, Scallop model)

J

Determination of the Criteria Maps
on the Meshgrid

(e.g. Force map, Scallop map, Time Map)

J

Optimization of All Criteria Maps Together

(Network Optimization)

Figure 4.1 Solution path for multi-criteria tooltpaptimization

4.2. 2D & 3D SCALLOP MODEL

In literature, mostly 2D scallop models are disedssince mostly parallel and
continuous tool paths are selected as in Figureah@ therefore the scallop could be
modeled in 2D via the cross-section of the parfaser for two adjacent CL points
along the tool path.

Figure 4.2 Cut surface for a standard zig zagpatth and the zoomed view of a

section
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The scallop is modeled with the representatiorhefihtersection of two circles and
the curve of the surface cross-section at that Eevshown in Figure 4.3 below [31].
The calculation differs if the surface section bedw two cutter contact (CC) points

is flat, convex or concave.

Ly Hrive surfase J 4k, Ervve uriaes

[
Peckbi— ik vl
1

CL surface

"
1 '\'_'\\.
& paind el
g ect o ':'\\

Ll

Figure 4.3 2D scallop model and illustration

2
A =2c0s8+/2rh - h= A 5 : flat
8rcos 4
2
A =cosf Brhp r+p -> h= A P : convex
r+p p 8rcosér+p
_ 2
A =cosf 8rhp¥ -> h= A P : concave
r-op p 8rcosdr-p

where A is the tool path interval, h is the scallop heigpt is the radius of

curvature, r is the tool radius artithe angle between the horizontal plane and the

part surface.

6 and p could be calculated as follows:

zZ =7 .
6 =tan*(2H__Tth
i ( 2A )

_ 22i+1,j _(Zi—l,j + Zi+;Lj)

N’ )

P
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However, for numerous path segments the casefesditt, since the evolved scallop
could not be represented in two 2D always. In Fegidd, a piece of a part surface
enclosed by 4 CL points is shown. Assume each Clidded in different path

segments and the edges of this section are not cut.

Figure 4.4 Reference cut surface for scallop heiggp and a zoomed section

So, there are six scallops in this section of thet gurface where scallops 1-4
evolved from the intersection of two sphere sudaaed could be represented with
the 2D model described above. However, scallopsn® @& evolved from the

intersection of three sphere surfaces. Three sphefaces could possibly intersect

stepsize

>“C ratio is smaller than/2
radius

in zero, one or two points, but if the

(2mm/6émm= 0.33 in our case); they intersect in two pointerehone of them lies
on the top hemisphere which actually stays in tbel tvolume. So, a single
intersection point should be determined which lms the bottom hemisphere
surfaces. Furthermore, there are four possiblecgetes of three spheres for the
intersection from the group of four spheres andefoee four possible intersection
points lying on the bottom hemisphere surfaces. éi@m, every time only two of
them evolve since the other two stay in the voluhthe fourth sphere and therefore
do not evolve. Furthermore, for the case of eqedtt CL points, the scallops 5 and

6 unite to a single point.
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The intersection of three sphere surfaces coulddbeulated with the given centers
and radii of the three spheres. A mathematicalvd&dn for the solution can be

found by taking the formulae for three spheres setting them equal to each other.
To simplify the calculations, three constraints applied to the centers of these
spheres; all three spheres are assumed to be egmieithe z = 0 plane, one is at the
origin, and one other is on the x-axis. It is pbksito transform any set of three
points to comply with these constraints, find tie&uson point, and then reverse the

translation to find the solution point in the origl coordinate system.
It is started with the equations for the three spbie

r.12 :X2 +y2 +22

r22 :(X—d)2 +y2 +72

ry =(x=i)* +(y—j)*+2°

A point is needed to be estimated which is locate(k, y, z) that satisfies all three
equations. First the second equation is subtrdobea the first and solve for x:
_n+r +d?
2d

It is assumed that the first two spheres intergechore than one point, that is that
d-rl < r2 < d+rl. In this case substituting the aopn for x back into the equation
for the first sphere produces the equation foreesi the solution to the intersection
of the first two spheres:

2_ 2+d2)2
2+22:r2_(r1 rz
Y ' 4d?

Substituting y* + z* :rf - x%into the formula for the third sphere and solviog ¥
there results:

1 _r32_xz+(x_i)2+j2 _"12_"32“2"']-2 _ i—X
2] 2] ]

Now that the x- and y-coordinates of the solutiompare estimated, so the formula

could be easily rearranged as below for the fpsiese to find the z-coordinate:

z=%,r?-x*-y?
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Now the solution to all three points X, y and z determined. Because z is expressed
as the positive or negative square root, it is iptesgor there to be zero, one or two

solutions to the problem.

After the scallop points in the section are caldathe scallop heights for each
have to be determined analytically. It is obtaim¢deast two times finer CC grid of
the surface than the CL point grid, so using the g2i@ points in the section it is
possible to represent the part surface for theige@nd for each scallop point it
could be interpolated for a point on the part stefaith the shortest distance to the
scallop point. At that point, the surface gradidivects to the scallop point and
therefore the scallop height equals to the distdneteeen this point and the scallop
point. An example of the modeled cut surface sactiwluding the scallops are
depicted in the Figure 4.5 below where the cundgks are represented with straight

lines for the ease of the geometric representation.

Figure 4.5 A predicted section of reference cutasr via 3D Scallop model

For the scallop optimization, a scallop map shdaddconstructed which includes a
scallop height representative for each neighborhétmvever similar to the force
map, any scallop modeled for the edge between tlwpdints is also affected from
the tool path traveled until to this edge and thakes the scallop map dynamic. In

other words, as in the case of the force map, tih@fcfurther edges near an evolved
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scallop reduce the height of the scallop. So, thedeted scallops for each
neighborhood ignoring the cut of the edges neaiCtheoints could be used as the
representative scallop height for this neighborhsodilar to force representatives
obtained by slot cutting simulations. After that tstatic optimization could be
performed where it is guaranteed that the actudlogs would be less than predicted
scallops via the reducing effect of the cut edges.

The case of the cut CL points with all uncut ed@mg of CL points in z-direction
only and remain the edges uncut as shown in Figudierepresents the whole scallop
map since all edges are uncut and scallops couldabmilated exactly with the
models described above. Further selection of tigestbr the cut in the optimization
tool would decrease the scallops predicted and fiesdhe scallop map, but the map
is not updated in this study since a suitable dyoamptimization tool could not be
determined in this study. Also the cut surfacel@gted via the triangulation of the all
obtained scallop and CL points in order to compaith the Figure 4.4 which is
obtained with UG NX6 by subtracting the tool frohetworkpiece for each CL point.
The modeled surface is shown in Figure 4.6, whtreuaved edges are represented

with straight lines.

15

10
Z [mm]

Figure 4.6 lllustration of the predicted refereoe surface
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In Figure 4.7, the calculated scallop points areo ghlotted on the cut surface
depicted in Figure 4.4 to visually validate theteat of the predicted scallops;
furthermore the errors are calculated from theadist between the cut surface
exported from UG NX6 in STL format with 0.001 mmgedtolerance and the scallop
points calculated with scallop models in 2D and @Bcussed above. In Figure 4.8,

the error histogram of the scallops is shown. Tiners are low and reasonable.

15 -

Figure 4.7 lllustration of predicted scallop pointsthe reference cut surface
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Histogram for Scallop Height Error
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Figure 4.8 Error histogram of predicted scallopghés

4.3. Multi-Criteria Network Optimization

For single objective network problems such as fmih selection with minimized
criteria, mostly minimum spanning tree (MST) or Mmum Cost Traveling
Salesman (MCTS) are preferred since it can be dodficiently. In this study, an
MCC-based path optimization is introduced and usedsingle objective problem.
However, multi-criteria optimization problem is r@mply extended formulations of
the single objective problem, since it could notplessible to get an optimal solution
because multiple objectives usually conflict witlicke other in practice. So, firstly
multi-criteria decision making should be well ungtend to understand how

solutions of a multi-criteria problem could be ahefd.

4.3.1. Problem Description

Suppose a connected and directed graph G = (MylEgre V = {w, Vo, ...., W} is a
finite set of vertices representing the nodes efghrt surface, and E =Hes, ....,
en} is a finite set of edges representing connectiosisveen these nodes. Each edge

has p associated real numbers representing puésilaefined on it (e.g. force, cycle
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time, scallop height for the edge) and denoted witk (Waj, Wai, ..., Wyi) (i = 1, 2,
...., m). In practice w (k =1, 2, ..., p) may represent the attribute value

Define x = (%,Xz, ...., %n) as follows:

1 if edge e selected
% 0 otherwise

Then a MCC of the graph G can be expressed asetttervx. Let X be the set of all
such vectors corresponding to the spanning tregsaph G, the MCC problem can

be formulated as follows:
minz, (x) =) w, X,
i=1

m
minz,(X) = w, X
i=1

minz,(x) :Zmlwpixi
i=1

wherexX and z is theith objective to be minimized for the problem.

So, compared with the traditional problem, the peobonly differs in the number of
objectives. Because these multiple objectives lsgahflict with each other, it can
not be determined which edge have the least weigttspan one b one to form
MCC.

4.3.2. Multiple Criteria Decision Making

Definition 1: Given a set of feasible solution $x9 xX}, solution X is denoted as
the dominating solution for the problem if and offlwall other solutions xJ S, the

following conditions hold:
z. ()22, (x'), k=12...,p

Definition 2: As to the problem, the poinz’(X) =(Zf(x),zg(x),....,22(x))in

criteria space is denoted as the ideal point, where

z, (X) =min ., z,(X), k=12...,p.
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In the MST with single objective, the ideal poist the dominating solution or
optimal solution. But in the mc-MST problem, actydhe ideal point does not exist
mostly because mostly objectives are conflicting aach objective cost in the ideal
point could only be achieved on the objective spaica solution point where it is
budged from other objective costs. For the multeda problem, usually the

concept of non-dominated solution or Pareto optisedlition is adopted to define its

solution.

Definition 3: Given a set of feasible solutions x4 x[1X}, solution x’ is denoted
as the non-dominated solution or Pareto optimaltswi for the problem if and only
if there is no other solutionX S, satisfying the following conditions:

z,(X)<z,(x"), for some gl {1,2,....,p},
z, (X)<z (X", for all k#qg, k=12,....,p.

So, usually multi-criteria problem has a set ofd®@roptimal solutions which can
form a Pareto frontier. So, the real solutions taltirtriteria optimization problem

are a set of Pareto optimal solutions. For a twieion problem the objective space
which consists all possible solutions forms an esetl area and pareto front is
formed as a discrete curve on the boundary of trexggen near the ideal point. In the
Figure 4.9 below, objective space, ideal point gadeto front of a two-criterion

problem is demonstrated. Hence, for a three-coitepgroblem, the objective space
should form an enclosed volume where pareto framtld/ be a discrete surface on

the boundary of the objective space volume clogbdadeal point.

" @ZuzZn)
D_ e .?\\. L
ideal point Pareto frontier

Z1

Figure 4.9 lllustration of ideal point, pareto . and objective space
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4.3.3. Optimization Routine

To solve multi-criteria optimization problem, evbbnary algorithm is suitable since
it specialize in solving multi-objective problemsspecially the problems with
competing criteria are best solved by genetic algor than any other method of
solution known. The ability of evolutionary algdmihs especially genetic algorithm
to explore many points in the search space has bepawerful tool for multi-

objective optimization problems. Another alternatimethod is objective weighting
which is easier and faster to implement, howeveoitld not provide solutions for
objectives which could not be valued for the eddes: instance, force, time or
scallop height for each edge move could be modatetirepresented with a value,
which could be further used in objective weightitdowever, some objective,
especially conditional ones are hard to be modalelytically and added to each
edge. For instance: an objective which requestisatce at most 20 rapid runs, in
other words 21 discrete tool path segments, orbgective which requests to cut at
least 60% of the edges and guarantee to not ercepscific force value. For these
cases, genetic algorithm is easily applicable whie objective evaluation is
encoded to the chromosome. For this study, twoirarteria optimization routine is

introduced: both genetic algorithm (GA) based opation which uses non-
domination sort to determine the pareto frontiend athe single-objective

optimization using varying objective weighting.

4.3.3.1GA Approach with Non-Domination Sort

Encoding & Decoding

For the GA optimization, the solution trials whielne actually different spanning
trees should be encoded as parent chromosomesafterdeach generation the
population should be decoded back to spanning theesrder to evaluate the
objective costs. Here, the encoding of the solutitals to form chromosomes is
critical, since the convergence interval of theimation depends highly to the
heritability of the encoding. For instance, low itedility causes similar parent
chromosomes to generate strange children whichieseimble to the parents; this is

against the nature of the evolutionary approach ianttases randomness, so the
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convergence will take more time. There are sevamabding techniques to be used
for spanning trees. One of them is Prufer numbeasists of n-3 genes where n is
number of the nodes and n-1 number of the selesdges of x = (¥ X2, ...., Xn).
This is a simple encoding since it has not muctegghowever it has low heritability

as investigated as below:

1 2 3

Prifer Number
parent1 [4]1]2]5]21316] % 54 °©
7 34 9

-+

Prifer Number
Parent2 [2(9]4(1]2]5]8 4 5/ 6

Prifer Number
Offspring [2]1]4(5|2(3|8

7 8

Another encoding technique which has high heriiighi$ weighted coding, where a
chromosome consists of m genes where m is numhkéedll possible edges of E =
{e1, €2, ...., g} and each gene takes a value between 0 and ltd¢ouee the weight
of the edge for the possibility to be selectechia $panning tree solution x = (%2,
ey Xm)-

For an n-noded graph, number of possible edg&nfs-52n+ . So4 this encoding

will cause a longer generation time than Prufer bemhowever converges faster
since the genes are heritable. Even though compntigtlonger, weighted coding is

preferred in the GA optimization routine due to kthgher heritability.
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Crossover & Mutation

For crossover, a random mask with length of themiachromosomes is formed from
Os and 1s for the selection of genes from the psréccording to this mask, the

genes of the parents are selected for the offsgsnghown in Figure 4.10 below.

the selected position

mask |O]()

parent 1 %gﬁ? 5

parent2 | g |4 | 5| 2[8]7]

e AT | [

R O-bmﬁ
offspring | | 2] 416 2/8|§

oot\wé E3TERY o‘co'.oobﬂ |
= i : = {

offspring 2 i §ﬁ§3_5 B2 7

Figure 4.10 lllustration of crossover

For mutation, one of the genes on the chromosonselexted and replaced with a
random possible value. Crossover and mutation fibties are determined by the

decision maker in the optimization routine.

select a position at random

REEEe
i

parent | 2|5 6 8|2

ey

5

replace with a aiiigit at random

———
vvvvv

offspring '2‘ 5] 5' SEﬁ 5‘

Figure 4.11 lllustration of mutation

Non-Domination Sort

Before the selection is performed in nondominatatdirsy, the population is ranked
on the basis of an individual's nondomination. ibedominated individuals present
in the population are first identified from the mmt population. Then all these

individuals are assumed to constitute the firstdooninated front in the population
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and assigned a large dummy fithess value. The $émess value is assigned to give
an equal reproductive potential to all these nondated individuals. To maintain
diversity in the population, these classified indiwals are then shared [10] with their
dummy fitness values. Sharing is achieved by periog selection operation using
degraded fitness values that are obtained by digithe original fithess value of an
individual by a quantity proportional to the numbmrindividuals around it. This

causes multiple Pareto optimal points to co-exigshe population.

After sharing, these nondominated individuals grered temporarily to process the
rest of the population in the same way to ideniifigividuals for the second

nondominated front. These nondominated points laga assigned a new dummy
fitness value that is kept smaller than the minimsimared dummy fitness of the
previous front. This process is continued until &#méire population is classified into
several fronts. The population is then reproducecbm@ing to the dummy fitness

values.

Procedure:

Step 1: Determine all nondominated individualdr®m the current population, and

assign a large dummy fitness value to them.

Step 2: Calculate each individual's niche coupt m

m, :Zsh(djk)

KOP,

a'share

2
where sh(d,,) = 1—( Jlf Ay < Ogare

0 otherwise

and d, is the phenotypic distance between two individuahd k in the current

nondominated solution set aral, . is the maximum phenotypic distance allowed

between any two individuals to become membersrotiae.

Step 3: Calculate the shared fitness value of @adikidual by dividing its dummy

fitness value by its niche count.
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Step 4: Ignore all sorted nondominated individugls,to step 1 and continue the
process until the entire population is all sorted.

As to the selection, only the roulette wheel sébects adopted. Because the other
dummy fitness value for the following sorted nondieated individuals is just kept

smaller than the minimum shared dummy fithess efglevious nondominated set,
the individuals in the first nondominated set havare chance to be selected in the
next generation than those in the rest of nondot®ihaet. This is intended to search

for the whole nondominated regions or Pareto optfroatier.

Validation of Multi Criteria GA Algorithm

Hypothetical maps of 3 x 3 vertices below are @eédb represent the distribution of
two objective functions between each vertex. Thecfion value of 10000 for a
vertex pair index ij indicates that vertex i andrg not neighbors and so it is not

possible to select a path from i to j.

Table 4.1 Objective map #1

[ Gy 7 S B i R
1| 1opoo| 7.4238| 10000 7.2637 5.8294) 10000, 10000 10000 10000
2l 7.4239) 10000] 5.6489) 4.0223) 4.1966 6.6004 10000  10000]  1oo00q
3| 10000 5.6489) 10000  10000] 6.2107 4.7952 10000 10000] 10000
4 7.2637| 4.0223  10000| 10000, &.9335 10000 4.0385 7.0147 10000
5| s5.8294| 4.1966) 6.2107| 6.9335 10000 7.6798  5.471 6.9251 7.6192
6 10000) 6.6004] 4.7952) 10000 7.6798  10000) 10000 6.5272 6.1951
_1' 10000)  10000| 10000 4.0385  5.471)  10000) 10000 5.3408 10000
s 1o000| 10000,  lo0oo| 7.0147 6.9251 6.5272 5.3408|  10000| 5. 5676
o 1ooo0)  loooo|  looon|  loooo| 7.s192 6.1951)  looon| 5.5676|  loooo

Table 4.2 Objective map #2

1 z e e e 5
1 10000 71.123 10000 74.512) 73.033  10000| 10000 10000] 10000
2 71.123| loooo| 72.534 95.08|  64.87 64.659)  loooo|  loooo|  loooo
3 10000 72.534 10000 10000| 95.143 70.004) 10000 10000| 10000
4 74.512 9s5.08) o000 10000  8l.z6 10000 68.794 70.993 L0000

5 73.035 6d.37 99.149 gl.26 loooop  §9.694f 92,236 g§l.04 59.685
| loooof 84,4659 70.004 looool §9.694 loooo lo0oo 78.46) 61.721
7 loooo lao0oo looo0of 65.794) 92,236 loooo loooof 96,579 loooo

g 10000 lo00a laoon) 70,993 8l.04 T8.46) 95,579 looon) 82,777

a 10000 10000 looon loo00) 59.695) 6l.7E21 lo00o) 52,777 o000
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Using these objective maps, two-criterion optimmatis performed with multi-
criteria GA approach. Obtained population of optied solutions is plotted with
objective points of numerous random selected pfaththe 3 x 3 map as shown in
Figure 4.12. As seen in the Figure 4.12, optimizsdution points are non-
dominated solutions and determine the pareto fowfi the objective space. In two-
criterion problem, the objective space is 2D andlases a specific area; and the

pareto frontier becomes a curve at the boundatlgeobbjective space.

Objective Space for Multi-Criteria Optimization
EB T T T T T T

Gl

g4

g2

g0 |

far

Objective 2

7B

-

725

70

EB 1 | 1 |
40 42 44 46 45 50 52 54

Chbjective 1

Figure 4.12 Predicted pareto points in the objecspace

4.3.3.2Varying Objective Weighting Algorithm

A common solution to the problem is to simplify ripille objectives into a single
objective because network optimization algorithmshsas MST or MCTS are only
effective with single objective by using objectiweighting method. But only one
single-point solution in the sense Pareto optimatdn be obtained. However, the

decision maker in practice may prefer one Paretwngp point over the others on the
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situation. So, it is useful to calculate all possiPareto optimal solutions, and the
optimization routine should be repeated by changbgective weighting several

times.

Optimizing each objective seperately:

minz,(x) :iwli X

i=1

m
minz,(X) =) Wy X,
i=1

m
minz, (X) :Zl"wpi X,

There are respectively p optimal solutiotfs each for one single objective; and p
optimal cost values for the objectives, one of eaohution minimizes a single
objective, each of them lies on the pareto frontitwwever, each of them conflicts
with another, each cost value should be evaluat#d avweighting to determine a
total cost value, which means that how much the dsgsire to get close to the

optimal cost of each objective. The total cost fiorccould be written as below:

p
minz(x)=) A,z(x) where xOX

k=1

If each optimal solution in equation is put inte tiotal cost equation:

p m p m
minz(x) = > A > W% =D > (AW;)% wherexdX
k=1 =1 k=1 i=1
So, it is concluded that weighting of single optimast of each objective could be

maintained by weighting,, , the cost values of each objective at each edile Ay,

the corresponding weighting value for the objective

Validation of Objective Weigthing Algorithm

Hypothetical maps of 3 x 3 vertices below are @edb represent the distribution of
two objective functions between each vertex. Thection value of 10000 for a
vertex pair index ij indicates that vertex i andrg not neighbors and so it is not

possible to select a path from i to j.
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Table 4.3 Objective map #1

1 2 3 4 3 f 7 8 9
looool  S5.766 10000 89.286) 56,393 loooo loooo loooo loooo
g0. 539 loooa)p e3.4585)  74.946)  95.143] 59,247 loooo loooo looaoo

1

o

3 loooo]  5&2.07%4)

4  £4.077 Bl.135| 10000 loogo)  55.0585 looool  6&.307 61.4035 loaoao
3 B2.47a) T9.111] 63.4068 BD.T4TI looool  93.635 98,732 97.535] 82,427
f

7

i

9

loaoa loooa)  56.707% 54,172 loaooo looao looaoa

loooo a0.59) 95.444 looogl  95.01a loooo loooo|  Th.265) 88,507

10000 10000 looo0 93.33 56.831 10000 loooo)  82.974 10000
10000 looao looool  59.055)  o4.187 740385 5Z.284 loooo)  §g8.952

looao looaa loaa0a loooal ed.6%a] 9&2.635 looao 93.844; looaao

Table 4.4 Objective map #2

1 2 3 4 5 [} T g 9
loooo)  5.2979 loooo) 4.1654)  5.9453 looao looa0o lo0ao 10000

5.2979 loooof  4.4711) 4.8038) 6.95la| 4.9157 loooo lo0oo looaoao

loooo) 4.4711 loooo lo0oo)  4.7068)  4.5223 o000 lo0oo lo0oon
4,1654 4.3039 10000 loooo) 7.1285 loooal  7.008% 5.411a6 100aa
5.9453) 6.951a] 4.7068 T.1Z85 loooo)  5.3423  7.0113 6.5423  5.3699
}DDDD 4,93157 %.5223 lgE?D 5.3423 lQQDD lDDDq 5.5649 ?.3023

loaoa lo0aa loooa)p  7.008%)  7.0113 lo0aa 10000)  6.9975) l00aa
10000 looaa loooa) 5.411a) 6.5423  5.5649%) 6.9973 lEIEIEIEIE f.6956
10000 10000 10000 lo000)  5.369%)  7.9023 10000)  6.69384 10000

L [ T B S ' R % T

Using these objective maps, two-criterion optimmatis performed with varying
objective weighting approach. Obtained populatibomiimized solutions is plotted
with objective points of numerous random selectaithp for the 3 x 3 map as shown
in Figure 4.13. As seen in the figure, optimizetl8on points are non-dominated
solutions and determine the pareto frontier of dbgctive space. In two-criterion
problem, the objective space is 2D and enclosepeaifsc area; and the pareto

frontier becomes a curve at the boundary of theailye space.
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Objective Space for Multi-Criteria Optimization
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Figure 4.13 Predicted pareto points in the objectpace

4.3.4 Discussion

Both GA approach and varying objective weighting ttoes determines
successfully the nondominated solutions of the nojgtion problems; however
varying objective weighting method supersedes Gpra@gch when compared the
computation times. Computation of GA approachaliyedepends on the number
of the genes of a chromosome which is determinembrding to the both the
number of vertices in the network and the encodimedhod used to represent the

chromosome.

With Prufer number encoding, number of genes inctimemosome is equal to n-2,
where n is the number of vertices in the netwodwéver Prifer number encoding
has a low heritability which also increases the vemgence time for the
optimization. On the other hand, for .... encoditlyg heritability is high and
convergence is better where each gene in a chranosepresents the encoded
weighting of possibility of a specific edge to ocau the tool path. In that sense, the

number of genes equals to the number of all passithyes in the mesh. Foran n x n



Chapter 4 : Multicriteria Toolpath Optimization 88

mesh, number of genes equals’-88n + 4; so when the number of vertices
increases linearly, the number of genes and therefomputation time increase

quadratically.

On the other hand, computation time of varying otiye weighting equals to the
multiplication of computation time of preferred gle-objective optimization routine
for a weighted objective and the number of useinéef objective points on the
pareto front obtained by changing the weightingshaef objectives. In that sense,
using a fast MST algorithm and varying the weiggsiof the objectives from 0% to
100% with a reasonable incremental percentage waelslit much faster
computation for the non dominated solutions. Ineortb increase compatibility of
GA approach, encoding method could be changedderdo increase the heritability

or to decrease the number of genes to represaridodl solutions as chromosomes.

4.4. Cutting Force-Cycle Time-Scallop Height Optimization Using Varying
Objective Weighting Approach

4.4.1. Investigation of the Physical Relations between ctihg force, cycle time

and scallop height

To implement the multi-criteria tool path optimimat algorithm for free form
surface machining, varying objective weighting a@wh is preferred where
objectives are mean cutting force, mean scalloghteand total cycle time. In order
to investigate the physical relations of the obyest for multi-criteria free form
surface tool path optimization, a hypothetical &rescallop height and cycle time
map is selected and numerous tool path solutioesogtimized using varying
objective weighting with 1% sensitivity where welghof each criterion (mean
cutting force, mean scallop height, total cycleg)rohanged from 0% to 100%. After
that, all obtained nondominated solutions are etbto obtain the pareto surface as
shown in Figure 4.14. On the black curve, weight méan scallop height
minimization (wS) is 0%. In other words, scallopidgie is not included into the
optimization. Also on the arrow direction on thadk curve, weight of mean cutting
force minimization (wF) is increasing from 0% to020 where weight of total cycle
time minimization (wT) is decreasing from 100% & .0Similar explanations could
be easily made for the red and blue curves wheeroing the figure. When the

figure is observed, it could also be realized thatobjectives are conflicting in most
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regions as expected where minimizing one of theahje values, other objective
values tend to increase. So, there could be detedyseveral criteria by the user for

multi-criteria tool path optimization.

Pareto Surface for Multi-Criteria Objective Space

- | PO WT:WéightofTimeopt |
WS?,O ; .o WF : weight of Force opt |
wS : weight of Scallop opt\
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Figure 4.14 Pareto surface for hypothetical crt@naps

When the pareto surface is investigated, it isgated that there are accumulation
of solutions on the top and the bottom regions. Mperegion is the solutions with
lowest total cycle time which could be achieveddsgaping from diagonal edges
since they have longer distance to travel. Sinegahal edges have longer distance
to travel and higher scallop heights to removepraberring diagonal edges increases
both cycle time and cutting force, but decreasimg mean of the remained scallop
height. So, the bottom region contains tool pathutems with mostly diagonal
edges, where total cycle times are high, but meatiop heights and mean cutting

forces are low.
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4.4.2. Validation Tests for Multi-Criteria Free Form Surfa ce Tool Path
Optimization

For validation tests, three different free formfaoes are selected and two different
criterions are implemented for each surface. FEipgimization criterion is selecting
all objective weights equal (WF = wT = wS33%). Second optimization criterion
includes two maximum threshold values for two objes and one objective
minimization (Mean Cutting Force < 260 N, Mean &g Height < 100um,

Minimize Cycle Time).

So, totally 6 multi-criteria tool path optimizatierare performed where estimated
pareto surfaces, scallop model validations and raxgatal cutting force and cycle
time validations are represented. All experimenerevperformed with spindle

speed of 600 rpm and feedrate of 48 mm/min.

4.4.2.1 SAMPLE 1: Free Form Surface #1 (40 mm x 40 mm x 6 m)

Free Form Surface #1 obtained from modified MATLABpeak function with
dimensions 40 mm x 40 mm x 6 mm is illustratedrigure 4.15 where the equation

of the surface is also explicitly shown.

MATLAB Peaks Function

40 o yimm]

X[mm]

Figure 4.15 3D CAD model for sample 1
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For the first step, the CL points are determinecigushe Collision detection based
algorithm. The screen-shoot of the movie for CLed®atination routine is shown in
Figure 4.16.

Determination of Uniform Grid CL & CC Points for Cutting of Peaks Surface

- Tooltip
[0 Tool

Chiter I Peaks Surface
Location #14 Il Cutter Contact

15

0 0 Yy inmm

X inmm

Figure 4.16 Screen shoot of CL point determinatairtine for sample 1

Then, the force, scallop and cycle time maps ataiodd using the force and scallop
height models. Cycle time map is easily obtaineatddgulating cycle times for each
edge by division of the distance traveled betwe®n relevant CL points to the
constant feed rate of 48 mm/min. Analyticalljedenined scallop points used to
calculate scallop heights are plotted in Figur&4alon the cut surface exported from
UG NX6 to visually validate the pattern of the pgoteld scallops; furthermore the
errors are calculated from the distance betweercthesurface exported from UG
NX6 in STL format with 0.001 mm edge tolerance #melscallop points analytically
determined with scallop models in 2D and 3D. Inuf&4.17-b, the error histogram

of the scallops is shown. The errors are low aagaopable.
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Figure 4.17 (a) lllustration of predicted scallagirgs on the reference cut surface

(b) Error histogram of predicted scallop heights
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Optimization Criterion 1: wF = wT = wS = 33%

Varying objective weighting algorithm is used witho sensitivity where weights of
each criterion (mean cutting force, mean scallojghtgtotal cycle time) changed
from 0% to 100%. After that, all obtained nondont@th solutions are plotted to
obtain the pareto surface as shown in Figure 4 i&evalso the single point of wF =
wT = wS is depicted with pink point. Theoreticalhis nondominating solution point

is the closest point to the ideal point of the obye space.

Pareto Surface for Multi-Criteria Objective Space
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Figure 4.18 Pareto surface and solution poinbfaimization criterion 1 (sample 1)

All tool path solutions represented in pareto stefaith their objective values are
stored once the optimization routine is completal. for wF = wS = wT only the
corresponding point is picked from the solutioneeTobjective costs of this point
are 245N, 1118 s and 125.

The optimized tool path satisfying the criteriordarepresented with pink point in

the pareto surface are shown in Figure 4.19 below.
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Multi-Criteria Optimized Path
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Figure 4.19 Tool path for optimization criterior{shmple 1)

As seen in the figure, there are no diagonal edgkscted in the tool path, because
the weight of total cycle time minimization is reasbly high (WT = 33%) and the

optimization routine tends to escape from diageaigles with a weighting of 33%.

In order to validate mean cutting force and totgtle time, the total cutting

operation is firstly simulated and compared with tbjective costs, then compared
with the experimental cutting forces. Since thecéomap is formed using slot
cutting simulations, it is expected that forcestloé simulated tool path would

remain below the graph obtained from the force miaghat sense, the simulated
mean cutting force needs to be below the objeatvs. Also, simulated cutting

forces needs to match quite well with experimeataiing forces.
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Figure 4.20 Comparing simulated and experimentalyasured resultant forces for
the optimized tool path.
In Figure 4.20, the experimental and simulatedimyttorces and their envelopes are
shown. They are matching quite well. Further theamef the simulated cutting
forces and total cycle time are 136 N and 1145speetively. Total cycle time is
close to the objective cost of total cycle timetba pareto point. Mean cutting force

is also below from the objective cost of mean agtfiorce as expected.

Optimization Criterion 2: Mean Cutting Force < 260N, Mean Scallop Height <
100um, Minimize Cycle Time

The nondominating solutions and pareto surfaceimddaabove is used to determine
the point to satisfy the optimization criterion B Figure 4.21, nondominated
solutions are plotted to obtain the pareto surfabere also the limiting thresholds
are depicted with two planes, the allowable regmmork with pink points and the

cycle time minimized point with big red point.
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Pareto Surface for Multi-Criteria Objective Space

014
0431
£o012-
< o1
=000
5 =
®0.08 .

007

—"1200
1400

300

280 260 240 299 1600

cycle time [s]
mean force [N]

Figure 4.21 Pareto surface and solution point fdimaization criterion 2 (sample 1)

All tool path solutions represented in pareto stefavith their objective values are
stored once the optimization routine is completal. for the specified criterion, the
relevant point is only picked from the set of smns. The objective costs of this
point are 259 N and 1309 s and 9.

Multi-Criteria Optimized Path
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Figure 4.22 Tool path for optimization criterior{sample 1)
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The optimized tool path satisfying the criteriordaepresented with red point in the
pareto surface are shown in Figure 4.22. As seehanfigure, there are diagonal
edges selected in the tool path, since firstly fibree and scallop limitations are
determined and so the weight of total cycle timaimization is decreased to wT =
12% where wF =46% and wS=42%. The optimized satugoint is outside of the
top region which means that diagonal edges areauketedsatisfy specified criterion.

In order to validate mean cutting force and tatgtle time, the total cutting
operation is firstly simulated and compared with tbjective costs, then compared
with the experimental cutting forces. Since theéomap is formed using slot cutting
simulations, it is expected that forces of the dated tool path would remain below
the graph obtained from the force map. In that setize simulated mean cutting
force needs to be below the objective cost. Alsoukated cutting forces needs to

match quite well with experimental cutting forces.

Experimental Cutting Forces Simulated Cutting Forces

J 0 I L
0 600 1200 0 600 1200
time [s] time [s]

Cutting Force Envelopes
ﬁ_‘ Exp
—Sim

Force [N]
N
o
o

0 300 600 900 1200
time [s]
Figure 4.23 Comparing simulated and experimentalyasured resultant forces for

the optimized tool path.

In Figure 4.23, the experimental and simulatedimgitfiorces and their envelopes are
shown. They are matching quite well. Further theamef the simulated cutting
forces and total cycle time are 142 N and 1325speetively. Total cycle time is
close to the objective cost of total cycle timetba pareto point. Mean cutting force

is also below from the objective cost of mean agtfiorce as expected.
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Comparison with Standard Toolpaths

Mean force, cycle time and mean scallop costs fatéhdard zig toolpaths are
obtained from corresponding maps and compared with costs of optimized
toolpaths. Furthermore, experimental cutting openst are performed for these
standard toolpaths and experimental mean cuttingefoare plotted versus cycle

times with their envelopes as shown in Figure belbw.
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Figure 4.24 Experimental Cutting Force and Enveddpe Standard Toolpaths

Cutting force envelopes are further compared inufeg4.25, where it is clearly
shown that cutting force envelopes for diagonalpatis (direction 5 to 8) remain
under the cutting forc envelopes for vertical/hontal toolpaths (direction 1 to 4).

However, diagonal toolpaths have longer cycle times
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Experimental Cutting Force Envelopes for 8 Directions
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Figure 4.25 Comparison of Cutting Force EnvelopesStandard Toolpaths

Map and experimental costs are compared in theeTdlb below. Optimized
toolpath 1 has the lowest mean cutting force amultebt cycle time when compared
to standard toolpaths, and a mean scallop costtdbwels of vertical/horizontal
toolpaths. On the other hand, optimized toolpatia® a reasonably low mean cutting
force and scallop height about levels of diagowalgaths, but has approximately

20% shorter cycle time than diagonal toolpaths.

Table 4.5 Experimental & Map Objective Costs fompée #1

Fmap Tmap Smap Fexp Texp

Direction 1 274 1215 138 163 1260
Direction 2 271 1215 138 167 1253
Direction 3 265 1231 128 165 1261
Direction 4 266 1231 128 169 1260
Direction 5 262 1590 87 144 1604
Direction 6 253 1593 87 140 1610
Direction 7 260 1595 87 149 1626
Direction 8 257 1595 87 154 1610
Opt1l 245 1118 125 136 1145
Opt 2 259 1309 99 142 1325

So, even the objectives are conflicting, there paeeto optimal solutions which
dominate standard solutions lying in the objectpace. As shown in Figure 4.26,
objective points of standard toolpaths lie aboweghreto surface, which assures that

standard toolpaths are dominated by optimized iswisit
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Pareto Surface for Multi-Criteria Objective Space

@ Standard
@ Optimized

0.16

o [=]
—x o
N A

o
-

scallop height [mm]

0.08

1600

250 1500

1400

1300
300 1100 1200

mean force [N] cycle time [s]

Figure 4.26 Pareto Surface with Objective PointStaihdard and Optimized
Toolpaths

4.4.2.2 SAMPLE 2: Free Form Surface #2 (40 mm x 40 mm x 6 m)

Free Form Surface #2 with dimensions 40 mm x 40 xnéhmm is illustrated in

Figure 4.27 where the equation of the surfacesis ekplicitly shown below.

Function: 2,5.cosx.cosy.elSaMx2+2V84) 4y ypix24y?)

x[mm]

Figure 4.27 3D CAD model for sample 2
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For the first step, the CL points are determinecigushe Collision detection based
algorithm. The screen-shoot of the movie for CLed®atination routine is shown in
Figure 4.28.

Determination of Uniform Grid CL & CC Points for Cutting of Peaks Surface

Tooltip
0 Tool
Eaitien I Peaks Surface
Location #265 Il Cutter Contact

Zin mm

40 0 yin mm

Xinmm
Figure 4.28 Screen shoot of CL point determinatartine for sample 2

Then, the force, scallop and cycle time maps ataiodd using the force and scallop
height models. Cycle time map is easily obtainead&lgulating cycle times for each

edge by division of the distance traveled betwdsn relevant CL points to the

constant feed rate of 48 mm/min. Analyticallytetenined scallop points used to
calculate scallop heights are plotted in Figur®4an the cut surface exported from
UG NX6 to visually validate the pattern of the poded scallops; furthermore the

errors are calculated from the distance betweercthesurface exported from UG

NX6 in STL format with 0.001 mm edge tolerance #melscallop points analytically

determined with scallop models in 2D and 3D. Inuf&g4.29-b, the error histogram
of the scallops is shown. The errors are low aagorable.



Chapter 4 : Multicriteria Toolpath Optimization 021

40 0 y[mm]
x[mm]
(a)
Histogram for Scallop Height Error
1000 T T T T T T T T T T

900 - =

800 - 4

700 4
£ 600 .
(o]
o
o
S 500 =
(]
o
5]
5 o
o 400

300 =

200 4

100 4

0 L L L
0 5 10 15 20 25 30 35 40 45 50
% Error
(b)

Figure 4.29 (a) lllustration of predicted scallagirgs on the reference cut surface

(b) Error histogram of predicted scallop heights
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Optimization Criterion 1: wF = wT = wS = 33%

Varying objective weighting algorithm is used witho sensitivity where weights of
each criterion (mean cutting force, mean scallojghtgtotal cycle time) changed
from 0% to 100%. After that, all obtained nondont@th solutions are plotted to
obtain the pareto surface as shown in Figure 413€rgvalso the single point of wF =
wT = wS is depicted with pink point. Theoreticalhis nondominating solution point

is the closest point to the ideal point of the obye space.

Pareto Surface for Multi-Criteria Objective Space

—1any 1500 1600

< 1400
1300
1100 1200

mean force [N] cycle time [s]

Figure 4.30 Pareto surface and solution point faimaization criterion 1 (sample 2)

All tool path solutions represented in pareto stefavith their objective values are
stored once the optimization routine is completed, for wF = wS = wT only the
corresponding point is picked from the solutionse Dbjective costs of this point are
295 N, 1120 s and 140n.



Chapter 4 : Multicriteria Toolpath Optimization 04

Multi-Criteria Optimized Path
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Figure 4.31 Tool path for optimization criterior{shmple 2)

The optimized tool path satisfying the criteriordaepresented with pink point in the
pareto surface are shown in Figure 4.31. As seeherfigure, there are no diagonal
edges selected in the tool path, because the weigbtal cycle time minimization is

reasonably high (WwT = 33%) and the optimizationtireal tends to escape from

diagonal edges with a weighting of 33%.

In order to validate mean cutting force and totgtle time, the total cutting

operation is firstly simulated and compared with tbjective costs, then compared
with the experimental cutting forces. Since theéomap is formed using slot cutting
simulations, it is expected that forces of the datad tool path would remain below
the graph obtained from the force map. In that setise simulated mean cutting
force needs to be below the objective cost. Alsoukated cutting forces needs to

match quite well with experimental cutting forces.
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Figure 4.32 Comparing simulated and experimentalyasured resultant forces for

the optimized tool path.

In Figure 4.32, the experimental and simulatedimyittorces and their envelopes are
shown. They are matching quite well. Further theamef the simulated cutting
forces and total cycle times are 137 N and 114&spactively. Total cycle time is
close to the objective cost of total cycle timetba pareto point. Mean cutting force

is also below from the objective cost of mean agtfiorce as expected.

Optimization Criterion 2: Mean Cutting Force < 260N, Mean Scallop Height <
100pm, Minimize Cycle Time

The nondominating solutions and pareto surfaceimédaabove is used to determine
the point to satisfy the optimization criterion B Figure 4.33, nondominated
solutions are plotted to obtain the pareto surfabere also the limiting thresholds
are depicted with two planes, the allowable regmmork with pink points and the

cycle time minimized point with big red point.
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Pareto Surface for Multi-Criteria Objective Space
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Figure 4.33 Pareto surface and solution point fdimaization criterion 2 (sample 2)

All tool path solutions represented in pareto stefavith their objective values are
stored once the optimization routine is completal. for the specified criterion, the
relevant point is only picked from the set of smns. The objective costs of this
point are 258 N, 1321 s and 10.

Multi-Criteria Optimized Path
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Figure 4.34 Tool path for optimization criterior{sample 2)
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The optimized tool path satisfying the criteriordaepresented with red point in the
pareto surface are shown in Figure 4.34. As seehanfigure, there are diagonal
edges selected in the tool path, since firstly fibree and scallop limitations are
determined and so the weight of total cycle timaimization is decreased to wT =
4% where wF is 85% and wS is 11%. The optimizedtsm point is outside of the

top region which means that diagonal edges areauketedsatisfy specified criterion.

In order to validate mean cutting force and totgtle time, the total cutting

operation is firstly simulated and compared with tbjective costs, then compared
with the experimental cutting forces. Since theéomap is formed using slot cutting
simulations, it is expected that forces of the dated tool path would remain below
the graph obtained from the force map. In that setize simulated mean cutting
force needs to be below the objective cost. Alsoukated cutting forces needs to

match quite well with experimental cutting forces.

Experimental Cutting Forces Simulated Cutting Forces

Force [N]

0 |5 | ¢
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2 300 1
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0 1 L 1 L
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Figure 4.35 Comparing simulated and experimentalasured resultant forces for

the optimized tool path.

In Figure 4.35, the experimental and simulatedimgitfiorces and their envelopes are
shown. They are matching quite well. Further theamef the simulated cutting

forces and total cycle times are 130 N and 135@speactively. Total cycle time is
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close to the objective cost of total cycle timetba pareto point. Mean cutting force
is also below from the objective cost of mean agtfiorce as expected.

Comparison with Standard Toolpaths

Mean force, cycle time and mean scallop costs fataéhdard zig toolpaths are
obtained from corresponding maps and compared with costs of optimized
toolpaths. Furthermore, experimental cutting openst are performed for these
standard toolpaths and experimental mean cuttingefoare plotted versus cycle

times with their envelopes as shown in Figure 4.36 below.
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Figure 4.36 Experimental Cutting Force and Enve$ofor Standard Toolpaths

Cutting force envelopes are further compared inufegd.37, where it is clearly
shown that cutting force envelopes for diagonalgatis (direction 5 to 8) remain
under the cutting force envelopes for vertical/hontal toolpaths (direction 1 to 4).

However, diagonal toolpaths have longer cycle times
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Figure 4.37 Comparison of Cutting Force Enveldpestandard Toolpaths

Map and experimental costs are compared in Tablagtbelow. Optimized toolpath
1 has the shortest cycle time when compared todatdntoolpaths, and a mean
cutting force about levels of vertical/horizontablpaths and a mean scallop cost
below levels of vertical/horizontal toolpaths. O ther hand, optimized toolpath 2
has lowest mean cutting force and a scallop heigbtt levels of diagonal toolpaths,

but has approximately 20% shorter cycle time thagahal toolpaths.

Table 4.6 Experimental & Map Objective Costs fompée #2

Fmap Tmap Smap Fexp Texp
Zig 1 294 1229 127 183 1253
Zig 2 284 1229 127 179 1265
Zig 3 286 1228 128 192 1255
Zig 4 289 1228 128 198 1248
Zig 5 266 1600 86 132 1631
Zig 6 269 1600 86 134 1638
Zig7 272 1595 88 149 1628
Zig 8 275 1595 88 157 1611
Opt1l 295 1120 110 176 1148
Opt 2 258 1321 100 130 1352

So, even the objectives are conflicting, there paeeto optimal solutions which
dominate standard solutions lying in the objectpace. As shown in Figure 4.38,
objective points of standard toolpaths lie aboweghreto surface, which assures that
standard toolpaths are dominated by optimized solsit
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Pareto Surface for Multi-Criteria Objective Space
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Figure 4.38 Pareto Surface with Objective PoifitStandard and Optimized
Toolpaths
4.4.2.3 SAMPLE 3: Free Form Surface #3 (40 mm x 40 mm x 6 m)

Free Form Surface #3 with dimensions 40 mm x 40 xn6mm is illustrated in

Figure 4.39 where the equation of the surfacess ekplicitly shown below.
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Function: 2x3yl(x4+y2)

x[mm]

Figure 4.39 3D CAD model for sample 2

For the first step, the CL points are determinedigushe Collision detection based
algorithm. The screen-shoot of the movie for CLed®atination routine is shown in
Figure 4.40.

Determination of Uniform Grid CL & CC Points for Cutting of Peaks Surface

[ Tooltip
I Tool

Cliter I reaks Surface
Location #269 - Cutter Contact

15

zinmm

Xinmm

Figure 4.40 Screen shoot of CL point determinatautine for sample 3
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Then, the force, scallop and cycle time maps htaived using the force and scallop
height models. Cycle time map is easily obtainead&lgulating cycle times for each

edge by division of the distance traveled betwe®n relevant CL points to the

constant feed rate of 48 mm/min. Analyticallyetenined scallop points used to
calculate scallop heights are plotted in Figurel4asn the cut surface exported from
UG NX6 to visually validate the pattern of the poded scallops; furthermore the

errors are calculated from the distance betweercthesurface exported from UG

NX6 in STL format with 0.001 mm edge tolerance #melscallop points analytically

determined with scallop models in 2D and 3D. Inuf&g4.41-b, the error histogram
of the scallops is shown. The errors are low aagorable.

¥[mm]
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Figure 4.41 (a) lllustration of predicted scalfpgnts on the reference cut surface

(b) Error histogram of predicted scallop heights

Optimization Criterion 1. wF = wT = wS = 33%

Varying objective weighting algorithm is used witPo sensitivity where weights of
each criterion (mean cutting force, mean scallojghtg total cycle time) changed
from 0% to 100%. After that, all obtained nondontéth solutions are plotted to
obtain the pareto surface as shown in Figure 4 4&evalso the single point of wF =
wT = wS is depicted with pink point. Theoreticalhis nondominating solution point

is the closest point to the ideal point of the obye space.
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Pareto Surface for Multi-Criteria Objective Space
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Figure 4.42 Pareto surface and solution poinbfiimization criterion 1 (sample 3)

All tool path solutions represented in pareto stefavith their objective values are
stored once the optimization routine is completed, for wF = wS = wT only the
corresponding point is picked from the solutionse Dbjective costs of this point are
273 N, 1116 s and 130m.

Multi-Criteria Optimized Path
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Figure 4.43 Tool path for optimization criterior{shmple 3)
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The optimized tool path satisfying the criteriordaepresented with pink point in the
pareto surface are shown in Figure 4.43. As seeherfigure, there are no diagonal
edges selected in the tool path, because the weidbtal cycle time minimization is

reasonably high (wT = 33%) and the optimizationtireel tends to escape from

diagonal edges with a weighting of 33%.

In order to validate mean cutting force and totgtle time, the total cutting

operation is firstly simulated and compared with tbjective costs, then compared
with the experimental cutting forces. Since theéomap is formed using slot cutting
simulations, it is expected that forces of the dated tool path would remain below
the graph obtained from the force map. In that settse simulated mean cutting
force needs to be below the objective cost. Alsoukated cutting forces needs to

match quite well with experimental cutting forces.
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Figure 4.44 Comparing simulated and experimentalyasured resultant forces for

the optimized tool path.

In Figure 4.44, the experimental and simulatedimyittorces and their envelopes are
shown. They are matching quite well. Further theamef the simulated cutting

forces and total cycle times are 147 N and 113@spactively. Total cycle time is
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close to the objective cost of total cycle timetba pareto point. Mean cutting force
is also below from the objective cost of mean agtfiorce as expected.

Optimization Criterion 2: Mean Cutting Force < 260N, Mean Scallop Height <
100pum, Minimize Cycle Time

The nondominating solutions and pareto surfaceiddaabove is used to determine
the point to satisfy the optimization criterion Bx Figure 4.45, nondominated
solutions are plotted to obtain the pareto surfabere also the limiting thresholds
are depicted with two planes, the allowable redmmwork with pink points and the

cycle time minimized point with big red point.
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Figure 4.45 Pareto surface and solution poinbfaimization criterion 2 (sample 3)

All tool path solutions represented in pareto stefavith their objective values are
stored once the optimization routine is completal. for the specified criterion, the
relevant point is only picked from the set of smos. The objective costs of this
point are 258 N, 1334 s and finh.
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Multi-Criteria Optlmlzed Path
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Figure 4.46 Tool path for optimization criterior{sample 3)

The optimized tool path satisfying the criteriordaepresented with red point in the
pareto surface are shown in Figure 4.46. As seeharfigure, there are diagonal
edges selected in the tool path, since firstly fitree and scallop limitations are
determined and so the weight of total cycle timaimization is decreased to wT =
5% where wF = 75% and wS = 20%. The optimized swiypoint is outside of the

top region which means that diagonal edges areetetedsatisfy specified criterion.

In order to validate mean cutting force and totgtle time, the total cutting

operation is firstly simulated and compared with tbjective costs, then compared
with the experimental cutting forces. Since theéomap is formed using slot cutting
simulations, it is expected that forces of the datad tool path would remain below
the graph obtained from the force map. In that settse simulated mean cutting
force needs to be below the objective cost. Alsoukated cutting forces needs to

match quite well with experimental cutting forces.
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Figure 4.47 Comparing simulated and experimentatyasured resultant forces for

the optimized tool path.

In Figure 4.47, the experimental and simulatedimyttorces and their envelopes are
shown. They are matching quite well. Further theamef the simulated cutting
forces and total cycle times are 136 N and 134éspactively. Total cycle time is
close to the objective cost of total cycle timetba pareto point. Mean cutting force

is also below from the objective cost of mean agtfiorce as expected.

Comparison with Standard Toolpaths

Mean force, cycle time and mean scallop costs fatéhdard zig toolpaths are
obtained from corresponding maps and compared with costs of optimized
toolpaths. Furthermore, experimental cutting opensat are performed for these
standard toolpaths and experimental mean cuttingefoare plotted versus cycle

times with their envelopes as shown in Figure 4di@w.
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Figure 4.48 Experimental Cutting Force and Enve$ofor Standard Toolpaths

Cutting force envelopes are further compared inufeg4.49, where it is clearly
shown that cutting force envelopes for diagonalpatis (direction 5 to 8) remain
under the cutting forc envelopes for vertical/hontal toolpaths (direction 1 to 4).

However, diagonal toolpaths have longer cycle times
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Experimental Cutting Force Envelopes for 8 Directions
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Figure 4.49 Comparison of Cutting Force Enveldpestandard Toolpaths

Map and experimental costs are compared in TaBlagtbelow. Optimized toolpath
1 has the shortest cycle time when compared todatdntoolpaths, and a mean
cutting force about Ilevels of diagonal toolpathsd amelow levels of
vertical/horizontal toolpaths, and a mean scallopstc about levels of
vertical/horizontal toolpaths. On the other hangtimized toolpath 2 has lowest
mean cutting force and a scallop height about &wéldiagonal toolpaths, but has

approximately 20% shorter cycle time than diagaoalpaths.

Table 4.7 Experimental & Map Objective Costs fompée #3

Fmap Tmap Smap Fexp Texp
Zig1l 285 1234 128 184 1256
Zig 2 284 1234 128 186 1258
Zig 3 285 1217 133 186 1255
Zig 4 284 1216 133 182 1265
Zig5 264 1595 87 140 1621
Zig 6 265 1595 87 139 1627
Zig7 277 1595 88 143 1614
Zig 8 276 1595 88 147 1625
Opt1 273 1116 120 147 1130
Opt 2 258 1334 97 136 1346
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So, even the objectives are conflicting, there paeeto optimal solutions which
dominate standard solutions lying in the objectspace. As shown in Figure 4.50,
objective points of standard toolpaths lie aboweghreto surface, which assures that

standard toolpaths are dominated by optimized iswisit

Pareto Surface for Multi-Criteria Objective Space
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Figure 4.50 Pareto Surface with Objective PoiftStandard and Optimized
Toolpaths
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Chapter 5

Conclusions

The aim of this study has been to develop an atztoal path optimization method
based on cutting operation and part surface pammstich as cutting forces, scallop
height and cycle time to improve the productivitpdapart quality. Free-form
sculptured surfaces are very popular in many inmdasstand in machining of dies,
molds, automobile and aerospace parts. Therefaa, path optimization via
accurate prediction of cutting forces, scallop h&gand cycle times during
machining allows improving productivity by minimimg cutting forces, scallop
heights and cycle time according to the applied deéined objectives regarding to
the demanded and desired tool life, operation meé surface quality. As a result,
knowledge gained from this thesis can be used lextsappropriate tool paths and

cutting conditions which result in better part dtyaih a shorter cycle time.

The geometry of the ball-end mill used in this stwdas defined according to the
previous studies of Guzel and Lazoglu [1], and &r¢2]. Solid based approach to
the tool-workpiece engagement region and mechandiiting force model was
defined according to the previous studies of Kayengd6] and used for 3D complex
sculptured free-form surfaces with ball-end millifgy simulating and validating
force predictions. Measured forces, force pattengd simulations for these parts

showed very good agreement.

As stated before, as the demand for free-form esasfain industry increases,
CAD/CAM software companies develop different toatip strategies for machining
of complex sculptured surfaces. However, since ethare different tool paths

available to carry out the same process, a queatieas that which tool path strategy
is the best choice for a specific free-form surfake it can be predicted, each tool
path strategy offers different cutting time, cuftiforce magnitude and surface
quality.

In this study, a new methodology is introduced étedmnine the optimum tool paths
for free form surfaces. Unlike only geometric corgtional analysis of commercial

CAM systems, the newly developed optimization psscecludes the mechanics of
milling process for the tool path generations. The@ path optimization algorithm

presented is a force-scallop height-cycle time-maliapproach. In other words, the
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objective of the optimization process is to finc ttool path for minimizing the
average cutting forces, scallop heights and cyiohe with the user defined preset

maximum values or objective weightings.

A 3D scallop model is introduced where initial mefiece scallop points and scallop
heights are estimated to use for scallop heightpimgp Reference scallop points are
validated with the comparison of the referencestuface obtained from CAD/CAM
software. Cutting force, scallop height and cyaheet maps are formed and used
further in tool path optimization algorithms. Two uli-criteria tool path
optimization routines are offered in this studystiy a GA based multi-criteria tool
path optimization routine is developed upon thesioes studies of Zhou and Gen et
al. [14] on multi-criteria GA network optimizatiorsecondly a varying objective
weighting algorithm based on single-criteria netwoptimization is offered. For the
single-criteria network optimization, MCC-transfaeth path is developed and
compared with known network optimization algorithresch as minimum cost

traveling salesman (MCTS) and minimum spanning (k48T).

In the demonstrated free form surfaces, with theufation and experimental results,
it is shown that optimal paths can be achievedrse form surfaces with the novel
approach. Results showed that tool path selecooddbe optimized depending on
the aim of the user, since there is a trade-ofécan between cutting forces, scallop
heights and cycle times; for example, lower cuttfogces result in longer cycle

times.
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