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ABSTRACT 

 

Data mining is an important tool employed in many bioinformatics domains including 

genomics, proteomics, evolution, systems biology, and microarray analysis. A recently 

developed classifier, hyper-box enclosure (HBE) algorithm is an efficient method for 

classification problems, and it does not require parameter optimization depending on data type 

for higher prediction accuracy. The goal of this thesis is to understand, improve HBE 

algorithm, and apply it for microarray analysis which is an important bioinformatics problem.  

The most important use of data obtained from microarray measurements is the 

classification of tumor types with respect to specific genes that are either up or down 

regulated in specific cancer types. However, almost all classification algorithms used in 

microarray analysis usually require optimization to obtain accurate results depending on the 

data type. Additionally, it is highly critical to find an optimal set of markers among those up 

or down regulated genes that can be clinically utilized to build assays for the diagnosis or to 

follow progression of specific cancer types. On the base of these necessities, we employ a 

mixed integer programming based classification algorithm named hyper-box enclosure 

method (HBE) for the classification of some cancer types with a minimal set of predictor 

genes. This method, a user friendly and efficient classifier, may also allow the clinicians to 

diagnose and follow progression of certain cancer types. 
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ÖZETÇE 

 

Veri madenciliği genetik, protein bilimi, evrim, sistem biyolojisi ve mikrodizi gibi birçok 

biyobilişim alanında kullanılmaktadır. Son zamanlarda geliştirilen çok boyutlu kutu kapsama 

metodu sınıflandırma problemleri için oldukça etkili bir yöntemdir ve veri tipine göre 

parametre eniyileştirmesi gerektirmez. Bu tezin amacı çok boyutlu kutu kapsama yönteminin 

anlaşılması, geliştirilmesi ve önemli bir biyobilişim problemi olan mikrodizi analizi için 

kullanılmasıdır. 

Mikrodizi ölçümlerinden elde edilen verinin en önemli uygulaması tümör tiplerinin belirli 

genlere (bu genler farklı kanser tipleri için az ya da çok ifade edilebilir) göre 

sınıflandırılmasıdır. Ancak mikrodizi analizi için kullanılan algoritmaların birçoğu veri tipine 

göre daha yüksek doğruluk için eniyileştirme gerektirir. Ayrıca bu az ya da çok ifade edilmiş 

genler arasından optimum seti bulmak da kanser tiplerinin tespiti ve gelişimini takip etmek 

için kritiktir. Bu gereklilikler bağlamında, asgari sayıda gen kullanılarak bazı kanser tiplerinin 

sınıflandırılması tamsayı karışık programlamaya dayalı çok boyutlu kutu kapsama yöntemi ile 

yapılmıştır. Kullanıcı dostu ve etkili bu yöntem klinik araştırmacılara bazı kanser tiplerinin 

gidişatını izlemesi için de yardımcı olabilir. 
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Chapter 1 

 

INTRODUCTION 

 

Machine learning, which is the investigation and extraction of patterns from data to 

make intelligent decisions, is highly used in computer vision, object recognition, speech 

recognition, natural language procession, search engines, machine perception, robot 

locomotion, software engineering, medical diagnosis, credit card fraud detection, stock 

market analysis, bioinformatics, and cheminformatics. Especially the latter ones, 

bioinformatics and cheminformatics are emerging disciplines and generate large amount of 

data that require more sophisticated algorithms.  

There are different algorithm classes in machine learning based on the type of input and 

desired outcome such as supervised learning, unsupervised learning, semi-supervised 

learning, reinforcement learning, and transduction. In this thesis, a supervised learning 

class of algorithm, data classification is investigated in detail. In Chapter 2, an overview of 

data classification methods including k-Nearest Neighbor classifier, decision trees, neural 

networks, Bayesian classifiers, logistic regression, support vector machines and their 

applications to bioinformatics in literature are provided. Genomics is one of the fields in 

which classification algorithms are highly employed. Various problems in genomics 

including coding region identification, alternative splicing, splice site prediction, gene 

function prediction, RNA structure prediction, motif identification tremendously benefit 

from various classification algorithms. Another application domain, proteomics include 

protein structure and function prediction, protein location prediction and protein-protein 

interaction problems. Systems biology areas such as signaling networks, metabolic 

pathways and genetic networks are the topics getting more popular in terms of usage of 

classification algorithms. Additionally image analysis, microarray analysis, text mining 
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problems and mass spectrometry data analysis are the topics in which data classification 

algorithms are being used. 

Chapter 3 provides the theory and details of mixed integer programming based hyper-

box enclosure classifier. This algorithm builds hyper-boxes for defining class boundaries 

that enclose all or some of the points in the training set. The well construction of 

boundaries of each class using hyper-boxes makes the prediction performance of this 

algorithm reasonably high. This algorithm can be used in both binary and multi-class 

problems and does not require any modifications or parameter optimization. Also the 

model built by hyper-boxes is simple and understandable.  

The first application of hyper-box enclosure algorithm is given in Chapter 4. In this part, 

the performance of hyper-box enclosure method is tested on microarray cancer datasets. 

Specifically, the phenotype of a cell, cancer or normal, is predicted using gene profiles 

from microarray data. Furthermore, this prediction or classification of cells is performed 

using minimum number of genes that can be considered as best feature subset. Moreover, 

the biological roles of selected significant genes on specific cancer types are discussed in 

this chapter. 

This thesis ends with Chapter 5 which includes conclusions, recommendations, and 

future directions of the study.  
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Chapter 2 

 

LITERATURE REVIEW 

 

2.1  Data Classification Methods 

 

2.1.1  k-Nearest Neighbor Classifier 

The kNN classifier [1-2] which is a simple method that uses the only continuity 

assumption of the feature variables. kNN algorithm does not use model fitting but storing the 

training dataset with all vector prototypes of each class instead. An instance is classified by 

majority voting of its neighbors and k=b means that the instance is assigned to the class of its 

b nearest neighbor(s). When the instance x* is to be classified, the first step is the calculation 

of the distance between x* and all other instances in the training set. Euclidian distance is the 

most popular among the distance metrics: 

 

 

 ���, ��� �  	∑ ��� � ���

���       (2.1) 

 

 

Though kNN is a simple, understandable, and fast algorithm, it requires large amount of 

memory and it is sensitive to irrelevant or redundant features. Nearest neighbor classification 

requires Np operations to find the neighbors per query point with N observations and p 

predictors. Also, the choice of k is a major drawback in kNN algorithm. Generally, trial and 

error approach is used to define the optimum k value to have the maximum accuracy on test 

set. 
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2.1.2  Neural Networks 

The neural network term was firstly used for biological neuron circuits which are the 

collection of interconnected neurons. Messages electrochemically pass along these 

connections and synaptic connections between neurons involve in learning. In pattern 

recognition, neural networks are usually referred as artificial neural networks [3] in which 

artificial neurons are represented as nodes organized in layers. When unit connections do not 

constitute a directed cycle then it is called feed-forward neural network in which information 

moves from the input nodes through the hidden nodes to the output nodes. There are K units 

at the top with the kth unit modeling the probability of class k in K-class classification (Figure 

2.1). 

 

Figure 2.1 Single hidden layer, feed forward neural network 
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Zm are the derived features (hidden units) obtained from the linear combinations of the 

inputs and then target Yk is modeled from the linear combinations of Zm [4].  

 

�� �  ����� � ��
� ��, � � 1, … , �                          (2.2) 

 

�� � ���  � ��
�� , � � 1, … ,                                (2.3) 

 

!���� � "����, � � 1, … ,                                        (2.4) 

 

where � is activation function, Z = (Z1,Z2,…,ZM), and T = (T1,T2,…,TK). 

 

 � can be sigmoid ��#� � 1/�1 � %&'�, as well as it can be a radial basis function. The 

simplest feedforward neural network is called perceptron [5] which is a binary linear 

classifier. It maps the input, a real valued vector x, to an output value f(x) which is a binary 

value. A more complex feed forward artificial neural network is the multilayer perceptron [6], 

designed as by connecting perceptrons, which uses three or more layers of nodes with 

nonlinear activation functions. Each node in one layer is connected to every node in the 

following layer with a weight wij. The weight values of all nodes is determined by 

backpropagation algorithm [7] which is the abbreviation of backwards propagation of errors. 

There are some constraints that limit the performance of backpropagation algorithm: the 

convergence from the backpropagation is slow and not guaranteed and can result with local 

minimum [8-9]. 

 

 

 

2.1.3  Decision Trees 

Decision tree [10] is a popular classification method which is trained by the selection of 

individual features iteratively. The input X is split into descendant subsets starting with X 

itself. The most significant feature is selected as the top split node. In decision trees, the nodes 

represent features, whereas branches represent values in decision trees (Figure 2.2). Top-

down induction at decision trees is as follows: 1) Let A is best decision attribute for the next 
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node. 2) Assign A as decision attribute to node. 3) Create a new descendant of node for each 

value of A. 4) Sort training examples to leaf nodes. 5) Stop if training examples are perfectly 

classified, otherwise iterate over leaf nodes [11]. 

 

 

 

 

Figure 2.2 A decision tree representation 

 

 

 

Random forest is a decision tree based classifier which was firstly developed by Leo 

Breiman [12]. It is a fast and effective algorithm since it can handle thousands of input 

variables, it can predict the significance of variables, and its accuracy is not affected by 

missing data. However this classifier has also some disadvantages that it cannot handle large 

number of irrelevant features and it has a tendency for overfitting. 

Overall, decision tree classification is a simple and robust method to understand, interpret 

and it requires little data preparation. This method can also handle both numerical and 

categorical data. However there are some limitations for the usage of decision tree 

classification. Decision tree learning algorithms uses heuristics such as greedy algorithm in 

which locally optimal decisions are made at each node and cannot guarantee the global 

optimal decision tree [13]. Also decision trees have a tendency to create overly complex trees 
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which cause an overfitting problem. Another disadvantage of decision trees is some 

information can be lost when discretizing continuous variables. 

 

2.1.4  Bayesian Classifiers 

Bayesian classifier is a simple probabilistic algorithm based on Bayes’ theorem with 

independent feature model [11]. Bayesian classifiers minimize total misclassification using 

(��� � )*" �+,� ∑ -./0��, -�1�-|��. �4 … … �
�5�
6�� , where cost(k,c) is the cost for 

misclassification [14]. This classifier assigns the most probable a posteriori class to a given 

object using (��� � )*" �)�61�-|��. �4 … �
� � )*" �)�61�-�1���. �4 … �
|-�. In Naive 

Bayes classification, which is the simplest Bayesian classifier, existence of an attribute to a 

particular feature of a class is unrelated to existence of any other feature. 

 

!7��� � ∏ !7�����9
���                                              (2.5) 

 

where features are represented as Xk with a  given class G=j. 

The Naive Bayes uses the most probable, maximum a posteriori decision rule with the 

Bayes independent rule and calculate the most probable a posteriori assignment as: 

 

-� � )*" �)�61�-|��. �4 … �
� � )*" �)�61�-� ∏ 1����|-�

���      (2.6) 

 

Bayesian Network, directed acyclic graphical model, is a probabilistic graph that models a 

set of random variables and their conditional independencies. Nodes represent random 

variables and edges capture the direct dependencies between variables. 

 

2.1.5  Logistic Regression 

Logistic regression [15] aims to model the posterior probabilities of the K classes with 

linear functions in x. The model also guarantees that probabilities sum to one (Equation 2.8) 

and remain in [0,1].  

 

1�: � �|� � �� � ;<= �>?@A>?
BC�

�A∑ ;<= �>D@A>D
BC�EFG

DHG
, k=1…,K-1                 (2.7) 
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1�: �  |� � �� � �
�A∑ ;<= �>D@A>D

BC�EFG
DHG

                          (2.8) 

 

Logistic regression models are generally fit by maximum likelihood. The log-likelihood for N 

observations can be shown as: 

 

I�J� � ∑ log 1NO���; J�Q
���                                                (2.9) 

 

where J �  R���, ��
� , … , ��S&���, �S&�

�   and 1����; J� = 1�: � �|� � �; J�. 

In the case of binary class problem, the log-likelihood can be written as: 

 

                     I��� � ∑ RT� log 1���; �� � �1 � T�� log�1 � 1���; ���U Q
���           

                                �  ∑ RT����� � log�1 � %>BCO�Q
���                                               (2.10) 

 

Taking the derivative and setting to zero maximizes the log-likelihood. Then this equation can 

be solved using Newton-Raphson algorithm and can be seen as solving weighted least squares 

problem [4]. 

Logistic regression is useful when the dependent variable is either binomial or multinomial 

values. Binomial logistic regression is used when the dependent variable is a dichotomy and 

the independents are continuous and/or categorical. Multinomial logistic regression exists to 

handle the case of dependent variables with more than two classes. 

 

 

2.1.6  Support Vector Machines 

Support vector machine (SVM) [16] is one of the popular and useful techniques for data 

classification, especially for two-class problems. Considering a two class problem in Figure 

2.3, the task is to find the best decision boundary separating samples of different classes. 

SVM achieves this boundary problem by finding the decision boundary that achieves 

maximum margin between the two classes. 
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Figure 2.3 Support vector machines class boundaries 

 

The distance between a planar decision surface that separates two classes and the closest 

training samples to decision surface is defined as the margin. SVM finds an optimal 

hyperplane ��� � � � 0, where w is the p-dimensional vector perpendicular to the 

hyperplane and b is the bias. The labeled training dataset is denoted as 

�x
, xy

, … , �x�� , xy��� , where �� � �� ��� �� � ��1, �1�.  

               

    min#



$
%|�|%

$
�  ' ∑ )�

*+
�,
     (2.11) 

                                           subject to 

                                           ������
� � �� � 1 � )� - 0, .�                     (2.12) 

 

The objective function is given Equation 2.11 that is to find w and b such that hyperplane 

maximizes the margin 1/||�||$. C > 0 is the penalty parameter of the error and )� represents 

the slack variables.  
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SVM can also be used for nonlinear separation by using kernel transformation in which 

every matrix product (����) is replaced by nonlinear kernel function K(���). In other words, 

original input space X is transformed into high dimensional feature space; hence transformed 

feature space can be linearly separable. Also, new decision boundaries are nonlinear in the 

original input space and linear in new high dimensional space. The most well known kernels 

are polynomial K(x,z) = (xz
T
 + 1)

d
 and radial basis function (RBF) K(x,z) = exp(-γ||x-z||

2
). 

However the choice of kernel function and the parameter values directly affect the 

performance of SVM.  

 

2.2  Applications of data classification in bioinformatics 

The field of bioinformatics has been enormously evolving, due to the rapid growth of 

biological information. This evolution continues with the two ways: 1) The development of 

the efficient management and storage of data. 2) The extraction of significant information 

from these data. Therefore, many machine learning techniques have been applied to 

computational biology and bioinformatics for the analysis, prediction and interpretation of 

biological phenomena.  
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Figure 2.4 Machine learning applications in bioinformatics [14]. 

 

Figure 2.4 shows the bioinformatics disciplines such as genomics, proteomics, systems 

biology, evolution, microarray analysis and text mining that benefited from machine 

learning algorithms. Additionally, cheminformatics and drug design are the other topics 

taking the advantage of machine learning techniques. 
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2.2.1  Genomics  

Genomics, the study of genomes of organisms, is an important application field of 

bioinformatics. The number of sequences submitted to GenBank has been exponentially 

increasing. As of 2007, the traditional GenBank contain over 20 billion nucleotide bases 

from more than 76 million individual sequences and 15 million new sequences were added 

in 2006. The number of nucleotide bases reach 190 billion bases with the contribution of 

Whole genome Shotgun (WGS) project [17]. There are approximately 106,533,156,756 

bases in 108,431,692 sequence records in the traditional GenBank divisions and 

148,165,117,763 bases in 48,443,067 sequence records in the WGS division as of August 

2009 [18]. As a result of this huge incoming, more effort is required to process these data.  

As an important application of genomics, gene finding is the study to identify the 

biologically functional sequences. This includes coding gene identification, RNA gene 

finding, and splice site prediction. There are many gene prediction programs available; 

however these programs cannot answer all questions due to the complexity of transcription 

and translational processes [19].  

In the study of Salzberg [20], protein coding regions in human DNA is searched using 

classification trees. Castelo and Guigo [21] uses Bayesian classifier for the splice site 

prediction problem. There are also optimization based approaches for the feature subset 

selection in the splice site prediction problem [22-23]. In the study of Carter et al. [24] 

support vector machines and neural networks are used for the identification of functional 

RNA genes. Lopez-Bigas and Ouzounias [25], classification trees are used in the genome-

wide identification of genes responsible for genetic diseases. In the study Bao and Cui [26], 

support vector machines and random forests are compared in the prediction of the 

phenotypic effects of nonsynonmous single nucleotide polymorphisms. In another paper 

tree-based techniques were used for recovering the relationship between motifs and gene 

expression levels [27]. 



 

 

Chapter 2: Literature Review    13 

2.2.2  Proteomics 

Protein secondary structure prediction is one of the applications of proteomics. Proteins 

consist of thousands of atoms and bounds making them very complex structures; therefore 

protein structure prediction problem is a very complicated combinatorial problem. Selbig et 

al. [28] uses classification tree  in a consensus method for the protein secondary structure. 

In another work, support vector machines is employed for the classifications of protein 

functional families [29]. 

PHD is the first method giving higher than 70% accuracy for secondary structure 

prediction [30]. Two-level neural network was used in PHD. Another method, GORV is a 

secondary structure prediction method based on Bayesian statistics [31]. Yang et al. [32] 

uses the combination of support vector machines and Bayesian classifier to predict the hot 

spot residues that play an important role in protein-protein interactions. An optimization 

based method, functional correlation optimization method (FCOM) is used for the 

identification of protein function using protein-protein interaction data [33]. In another 

study, different classification methods were evaluated for protein interaction prediction 

[34]. Mohammed et al. uses random forest for human protein-protein interaction prediction 

[35].  

Another application of proteomics, subcellular location of a protein from its amino acid 

sequence is predicted using k-nearest neighbor [36]. 

 

 

2.2.3  Systems Biology 

Systems biology is a field of examination of the structure and dynamics of cellular and 

organism functions with an integration approach rather than an isolated part of a cell or an 

organism (reductionist approach). This approach can be helpful to study of the interactions 

between components of biological systems and the effect of these interactions on the 
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behavior of the system. Therefore the applications explained in this thesis are also 

disciplines considered the domains of systems biology.  

Metabolic pathway prediction is one of the main focus in computational systems 

biology. Dale et al. [37] evaluated naïve Bayes, k-nearest neighbors, decision trees, and 

logistic regression methods for metabolic pathway prediction. A semi-supervised learning 

approach is proposed to predict synthetic genetic interactions using functional and 

topological features of functional gene network [38]. In another study, new drug targets are 

identified using support vector machines by distinguishing essential and non-essential 

enzymes [39].  

 

2.2.4  Evolution  

A phylogenetic tree or evolutionary tree is a schematic representation of evolutionary 

relationships among organisms. Construction of phylogenetic trees notably makes use of 

machine learning algorithms. In a study, phylogenetic tree is used to extract correlations 

between orthologous proteins and support vector machines is used for the prediction of 

protein-protein interaction [40]. 

 

2.2.5  Microarrays  

DNA microarray is multiplex technology and utilized to measure changes in gene 

expressions, to detect single nucleotide polymorphisms and to resequence mutant genomes. 

Microarray data is pretty important to understand the fundamental questions of diseases. 

The most important application of microarray data is the classification of disease types 

using gene expression data. Also the selection of significant genes that play role in specific 

diseases is another important consideration in microarray analysis. There are many 

machine learning methods performed to analyze microarray data such as  k-nearest-
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neighbors [28], artificial neural networks [30], support vector machines [32, 33], maximal 

margin linear programming [34], random forest [35], bagging and adaboost [41].  

 

2.2.6  Cheminformatics and Drug Design 

The early prediction of activities of drug candidates is one of the main efforts in drug 

design world. Quantitative structure activity relation (QSAR) is very useful and accurate in 

lead optimization studies when the molecules are structurally very similar. QSAR 

correlates structure and function within a series of molecules in terms of physicochemical 

parameters and steric properties. 3D QSAR methods consider three-dimensional structures 

and a binding form of the ligands on the target protein [42]. This draws the attention that 

drug activities on specific targets (outputs) can be modeled by using a wide range of 

molecular descriptors (inputs). Yap et al. [43] predicted the cytochrome P450 3A4, 2D6, 

and 2C9 inhibitors and substrates with a high accuracy by using Support Vector Machines 

(SVM) with 6 common molecular descriptors. Classification of 1,4-dihydropyridine 

calcium antagonists were performed by using the Least-Square Support Vector Machines 

(LSSVM) method to obtain a seven descriptor model [44]. Neugebauer uses decision trees 

for the prediction of protein-protein interaction inhibitors [45]. 
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Chapter 3 

 

HYPER-BOX ENCLOSURE CLASSIFIER 

 

The data classification problem consists of two parts: training and testing. In the training 

part, characteristics of objects belonging to a defined label are determined and instances 

belonging to different classes are differentiated using a model. These model can be an 

instance based model (nearest-neighbor), a probabilistic model (bayesian, logistic 

regression), a linear model (perceptron, support vector machine), a decision model 

(decision tree, random forest). Generally, training part is also divided into two parts for the 

optimization of parameters. In the first part parameter values are estimated and in the 

second part (validation) hyperparameters are tuned and final model is built. In the testing 

part, the classes of test objects are predicted and the prediction accuracy of the classifier is 

evaluated. Hyper-box enclosure (HBE) classifier is a mixed integer linear programming 

based model and it does not require a parameter optimization part. This algorithm uses 

hyper-boxes for the definition of set boundaries that include all or some of the training 

objects. Depending on the complexity of data, HBE can use more than one hyper-box to 

cover all instances having the same label (class). A very important consideration in using 

hyper-boxes is the number of boxes used to define a class. If the total number of hyper-

boxes is equal to the number of classes, then the data classification is very efficient. On the 

other hand; if there are as many hyper-boxes of a class as the number of instances in a 

class, then the algorithm is considered that it overfits the training data. 

Figure 3.1 summarizes the steps of hyper-box enclosure algorithm. First the 

‘problematic’ distances are determined as a preprocessing step and representative samples 

from these problematic instances are determined using integer programming (IP). The main 
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model, the initial boundaries of hyper- boxes are built using mixed integer linear 

programming in the next step. If boxes intersect, the intersections are eliminated by 

redefining the box boundaries iteratively. 

 
Figure 3.1 Steps of hyper-box enclosure algorithm 
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3.1  Preprocessing 

First, rescaling (standardization) is performed to all datasets to make the attribute values 

between 0 and 1. Samples with corresponding attribute values were randomized for the 

prevention of unbiased data. Also, attributes having missing values are removed from the 

datasets. The maximum and the minimum attribute values are calculated for each class. 

Then, the boundaries of the classes are compared to identify overlapping ones. The 

instances enclosed by boxes belonging to other classes are identified, if the boundaries of 

the classes overlap. These instances, nonseperable from the instances of the other classes 

with a single hyper-box, are called as 'problematic' instances. When the number of 

'problematic' instances is large, the same procedure is repeated to reduce the total number 

of problematic instances. In some cases, applying one or two times the same procedure do 

not reduce the number of problematic instances as desired; hence we use integer 

programming based seed finding algorithm to reduce this computational complexity.  

 

3.2  Seed Finding 

This step is to improve the computational efficiency by determining representative 

instances (seeds) for each class without changing the optimal solution. In seed finding part, 

an instance for each class is selected and assigned to corresponding class. The following 

criteria is considered for the finding of seeds: the seeds for each class must be chosen to 

ensure that seeds are separated well from each other as well as being a good example of the 

group of instances in the same class. For this purpose, a pure integer programming 

formulation is developed. Instances are represented by the parameter aim that denotes the 

value of attribute m for the instances i. The class k of instance i belongs to is given by the 

set Dik. Moreover, PPii’ represents the distance between two instances i and i'. This distance 

is calculated using Euclidean distance in m dimensional space as given in Equation 3.1.  
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       ����’ � �� � ��	 
 �� ′	��	                              (3.1) 

 

min � � ∑ ∑ ∑ ����’����′������ 
  � �
���������� � ∑ ∑ ∑ ����’����′������       (3.2) 

 

 ∑ ������  = 1              (3.3) 

 

Equation 3.2 gives the objective of function which is for the minimization of the 

distances from each seed to instance of its group (in-class distances) and for the 

maximization of the average distances from each seed to the instances that belong to other 

classes (out-class distances). Equation 3.3 states that every class must have exactly one 

seed. 

 

3.3  Construction of boxes with seeds 

The objective of the mixed integer linear programming model is the minimization of the 

misclassified instances in the data set with the minimum number of hyper-boxes. Equation 

3.4 is the objective function: 

 min � � ∑ ∑ ������   ∑ �!"�                        (3.4) 

 

where ���� indicates the misclassification of instance i to class k and the existence of 

hyper-box l is represented by binary variable�!" . 

 

The lower and upper bounds of the hyper-boxes are determined by the instances that are 

enclosed within the hyper-boxes. Hence, lower and upper bounds of hyper-boxes are 
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calculated. The bounds of hyper-boxes exist if and only if this hyper-box is assigned to a 

class. Every data point must be assigned to a single box and single class.  

 

3.4  Intersection elimination 

After the building of the model on problematic instances, the ‘non-problematic 

instances’ are assigned to hyper-boxes in a straight forward way. For each class, k hyper-

boxes are defined and we assign a ‘non-problematic instance’ to corresponding newly 

defined hyper-box. Each ‘non-problematic instance’ is assigned to a hyper-box until no 

instance left outside of a hyper-box. Finally, the bounds of these new hyper-boxes are 

determined by considering the maximum and minimum attribute values of all instances in 

these hyper-boxes. It is also possible that these hyper-boxes can overlap, and then instances 

are separated from the original hyper-box until all intersections are eliminated.  

 

3.5  Testing 

In the testing part, the values of test instances are considered and determined which 

boxes include test instances to predict their classes. There are three possible cases for a test 

instance when we determine its class. It can be  

1. within the boundaries of a single hyper-box 

2. within the boundaries of more than one hyper-boxes  

3. not enclosed any of the hyper-box 

 

In the first case, test instance is directly assigned to a class which represented by hyper-box 

whose boundaries enclose the test instance. If the test instance is within the boundaries of 

more than one hyper-box, in the second case, the test instance is assigned to the classes of 

these hyper-boxes. As an example, if a data point belonging to class is enclosed by two 

different hyper-boxes whose have different classes, then this data point is assumed to be 
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classified with 50% accuracy and the number 0.5 is added to the number of correctly 

classified test samples. In the third case, the shortest distance between the test point and the 

hyperplanes defining the hyper-box. The number of hyper-planes is 2(M-1) where M is the 

total number of attributes. If the test instance is between the bounds of smaller or equal to 

M-2 attributes, then shortest distance between the test instance and edges of the hyper-box. 

The number of edges in a hyper-box is equal to M2
M-1

; therefore ML2
M-1 

distances are 

calculated for each test instance where L is the number of hyper-boxes. Then minimum of 

calculated distances is selected. In the case that the text instance is not within the lower  

and upper bounds of any attributes, the shortest distance between the test instance and 

extreme points are calculated. The number of extreme points in a hyper-box is 2
M

; thus 2
M

L 

distances are calculated for each test point. Then the minimum of calculated distances is 

selected.  

For the performance evaluation of the classifier, we use some terms derived from the 

confusion matrix. There are four possible outcomes in binary class problem and the 

outcomes are labeled as positive (p) or negative (n) class. True positive (TP) is the case if 

the outcome (p) from the prediction is equal to the actual value that is also p. If the actual 

value is n, then it is called false positive (FP). If both the predicted value and the actual 

value are n, then, it is called true negative (TN). False negative (FN) is the case where the 

actual value is p and the predicted value is n. True positive rate (TPR) is obtained by the 

division of TP to P. False positive rate (FPR) is the rate of FPs to all negatives. Finally, 

accuracy (ACC) is the rate of all correctly predicted outcomes (TP+TN) to all samples in 

the test set (TP+TN+FP+FN). 
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Chapter 4 

 

CANCER CLASSIFICATION and GENE SELECTION 

 

4.1  Introduction 

Cancer is a class of a disease where cells start to divide in an uncontrollable way. 

Cancerous cells, depending on their types, display different gene expression patterns which 

may be used for early diagnostics. Different approaches have been investigated to detect 

global gene expression in cancerous cells including the microarray technology. 

Classification of tumor types with respect to gene expression levels in specific cancer types 

is an important use of microarray data. Also, it is quite critical to find an optimal set of 

markers among those up or down regulated genes that can be clinically utilized to build 

assays for the diagnosis or to follow progression of specific cancer types. In this 

investigation, we use our algorithm, hyper-box enclosure method, for the classification of 

some cancer types with a minimal set of predictor genes. This method, a user friendly and 

efficient classifier may also allow the clinicians to diagnose and follow progression of 

certain cancer types. 

Microarray technology provides wealth information of expression level of thousand 

genes simultaneously and it has been used for diagnostic and prognostic purposes for 

various types of diseases. The data obtained from microarray measurements will 

significantly lead to understanding of the fundamental questions of diseases both in biology 

and clinical medicine. Cancer is the most deadly genetic disease, and it is caused by either 

acquired mutations or epigenetic changes lead to altered gene expressions profile of 

cancerous cell. Consequently, microarray can be employed to identify up or down 

regulated genes that play a role on the specific cancers, activation of oncogenic pathways, 
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and to discover novel biomarkers for the clinical diagnosis [46]. However, such a technique 

would be an expensive and time-consuming process in terms of clinical application. 

Building a small set of marker genes can provide us to make antibody assays for the 

diagnosis of specific types of cancer or to find specific marker genes enable to assess the 

cancer.  

The number of genes (features) considered in the analysis of microarray data is very 

critical. A very small number of genes usually cannot be optimal, whereas huge number of 

genes decreases the information criterion by adding noise [47]. Therefore, it is necessary to 

find an optimal set of genes as predictors that help to classify different labeled cells with 

high prediction accuracy. The number of genes per sample is relatively high compared to 

number of samples in microarray data. This high dimensionality increases the 

computational complexity while usually decreasing the accuracy of the classification. This 

fact brings the necessity of feature selection by ranking or feature reduction for the high 

dimensional gene space. The relevance of genes in cancer occurrence can be categorized 

into three classes: Strongly relevant, weakly relevant and irrelevant genes [48]. Strongly 

relevant genes are the ones that have been shown in cancer cell formation and always 

needed in the optimal set, whereas the weak relevant genes are necessary for the optimal 

set at some conditions. To summarize, the purpose of gene selection is 1) making the 

classification easier by revealing only the relevant genes 2) improving the classification 

accuracy 3) reducing the dimensionality of the data set [49]. In the effort to choose the 

optimal subset of predictor genes, different methods such as neighborhood analysis[50], 

gene shaving [51], principle component analysis [52], genetic evolution of subsets of 

expressed sequences named GESSES [53] are employed.   

The effectiveness of the selected gene subset is measured by their prediction accuracy 

or error rate in classification. Classification is a crucial question in microarray experiments 

for the prediction of outcome or phenotype of cells. Different machine learning approaches 
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have been performed to analyze microarray data under many conditions including k-

nearest-neighbors [50], artificial neural networks [52], support vector machines [54-55], 

maximal margin linear programming [56], random forest [57]. As an alternative 

classification approach, it has been proved that mixed integer programming based 

classification is highly effective in different applications such as protein fold type 

prediction [58] and drug classification [59-61]. 

In this application, mixed integer linear programming based hyper-box enclosure 

approach is employed for the classification of cancer types. We first introduce and establish 

a consistent classification method for different types of microarray data. Second we provide 

an optimal set of genes as cancer best diagnostic indicators that gives the highest accuracy 

in classification. For the feature selection, information gain attribute evaluator, relief 

attribute evaluator and correlation-based feature selection (CFS) methods are used. We 

conduct experiments using six well known cancer data sets including leukemia data set 

[50], two prostate cancer data sets [62], lymphoma [63], diffuse large B-cell lymphoma 

(DLBCL) [64], small round blue cell tumors (SRBCT) [52]. Moreover, biological 

interpretation of selected genes is presented with the explanation of their relationship to the 

related cancer types. 

 

4.2  Data sets 

Microarray data sets were obtained from Keng Ridge Bio-Medical (http://datam.i2r.a 

star.edu.sg/datasets/krbd/) and Artificial Intelligence Laboratory (http://www.ailab.si/supp/ 

bi-cancer/projections/index.htm) databases. The data set structure is given in Table 4.1. 

Information gain attribute evaluator, relief attribute evaluator and correlation-based feature 

selection methods are employed for the feature selection. We have selected the most 

popular data sets in the literature for the evaluation of our algorithm.  
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  Table 4.1 Details of cancer microarray data sets 

Data Set Instances Genes Classes Reference 

Leukemia 72 7129 2 [50] 

Prostate cancer 102 12600 2 [62] 

Prostate outcome 21 12600 2 [62] 

DLBCL 77 7129 2 [64] 

Lymphoma 47 4026 2 [63] 

SRBCT 83 2308 4 [52] 

 

 

4.3  Preprocessing and Gene Selection 

We performed rescaling to all data sets by using the expression of (A(i) - minA) / (maxA-

minA) where A(i) is the gene expression value of ith sample. Additionally, in cross 

validation runs, the samples with their gene expression values and classes are randomly 

reordered before dividing the data into k-fold. 

There are generally three types of approaches in feature selection: Filters, wrappers and 

feature weighting. Filter methods eliminate irrelevant features according to some prior 

knowledge. Wrapper approaches use machine learning algorithms to evaluate the feature 

subsets; however they have high computational complexity when they combined with 

classification algorithms. Feature weighting methods simply weight features instead of 

selecting a subset of features that is a combinatorial problem. We employed information 

gain attribute evaluator, relief attribute evaluator and correlation-based feature selection 

(CFS) from Weka machine learning package [65] for the gene selection. Information gain 

evaluates a feature by measuring the information gain with respect to the class: 

H�Y� �  
 ∑ p�y� log� p�y�     (4.1) 

 

where Y and X are the features, p(y) is the marginal probability density function for random 

variable Y. 
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Equation 4.1 provides the entropy of Y. Entropy is a measure of uncertainty in information 

theory. There is a relationship between feature X and Y when following cases are ensured: 

i) expression values of feature Y in the training set are partitioned in due to the expression 

values of second feature X ii) the entropy of Y prior to partitioning is higher than the 

entropy of Y with respect to the partitions induced by X. The entropy of Y after observing X 

is given in Equation 4.2. 

H�Y|X�  �  
 ∑ p�x� ∑ p�y|x� log� p�y|x�    (4.2) 

 

InfoGain �  H�Y�–  H�Y|X�       (4.3) 

 

where p(y|x) is the conditional probability of y given x. Information Gain (Equation 4.3) is 

a measure of additional information about Y provided by X representing the amount by 

which the entropy of Y decreases. 

Relief attribute evaluator is an evaluating algorithm that rates features due to these facts: 

(1) how well their values distinguish among instances of different classes (2) how well they 

cluster instances of the same class [66]. 

Correlation-based feature selection (CFS) is a fast algorithm that reveals a good feature 

subset that contains features highly correlated with the class, yet uncorrelated with each 

other [67].  

                                  2345 �  ��678
��9���:���688

                         (4.4) 

where CFSS is the score of a feature subset S containing k features, ;6�<  is the average 

feature to class correlation (= � 4) , and ;6<< is the average feature to feature correlation. 

The numerator of Equation 4.4 indicates how predictive of the class a group of features are 

and the denominator is a measure of redundancy among that group of features. 
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4.4  Optimal Gene Set Finding 

After the initial gene ranking, the optimal gene set is searched by using F cumulative 

distribution function (FCDF) and the classification iteratively. FCDF is computed at each 

values in X using the corresponding parameters in v1 and v1. FCDF is: 

 

        � � 3�>|?�, ?�� � A BC�DEFDG�
G H

B�DE
G �B�DG

G � �IE
IG

�IE/� K�DELG�/G
M�9�DE

DG�KN�DEFDG�/G OP            (4.5) 

 

where p is the probability that single observation from an F distribution with parameters v1 

and v2. In our case, v1 is the number of samples and v2 is number of samples at each class. 

X is the division of the variances of each gene of all samples to the variances of each gene 

of each sample. As a result p value for one class is calculated 1- FCDF. While defining the 

relatively irrelevant genes (the weakest genes) to leave the model within the optimal gene 

subset the gene with the maximum p value for one of the classes is selected. In this way, 

the weakest gene is replaced by the strongest one. The strongest gene is described as the 

attribute whose maximum p value for high or low classes is the minimum among other 

genes. As the weakest and the strongest genes were calculated by FCDF, the weakest genes 

are replaced by the strongest ones, and hyper-box enclosure method is used at each 

iteration. The set giving the highest classification accuracy is reported as the optimal gene 

set. Also, the genes whose ranking scores are the highest are checked whether there is a 

redundancy among them by considering the pair correlation-coefficients. As a result, this 

approach selects the most relevant genes to the target classes and minimizes the 

redundancy among the selected genes to define an optimal gene set which provides the 

highest classification accuracy. 
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4.5  Classification results and discussions 

4.5.1  Leukemia 

This data [50] consist of two types of leukemia, acute lymphoblastic leukemia (ALL), 

and acute myeloid leukemia (AML). Each sample obtained from bone marrow samples was 

analyzed using Affymetrix microarrays with 7129 genes. The training data consists of 38 

samples (27 ALL and 11 AML), and the test data consists of 34 samples (20 ALL and 14 

AML).  

Table 4.2 reports the classification accuracies of different classification algorithms on 

leukemia data set. The hyper-box enclosure method classifies all test samples perfectly, and 

gives also the best leave-one-out (LOOCV) result (98.61%) together with the logistic 

regression classifier. RBF Network and hyper-box method gives 97.22% accuracy with ten-

fold cross validation (10-CV). As an additional evaluation, hyper-box enclosure algorithm 

also perfectly classifies all test samples using 4 genes proposed by Golub et al. [50] and 

gives a classification accuracy of 98.57% using ten-fold cross validation. For the 

comparison of our results with different algorithms in the literature, we selected the papers 

including the highest classification accuracies. Tan and Gilbert [41] report 91.18% (10-CV) 

with 1038 genes using Bagging and AdaBoost methods. Dettling and Buhlmann [68] 

obtained the accuracy of 98.61% (LOOCV) with 3 gene clusters using aggregated trees 

method, where gene clusters are reported as a minimum number of 1 and maximum 

number of 23. Nguyen and Rocke [69] correctly classifies 33 out of 34 with 50 genes using 

partial least squares (PLS) and Logistic Discrimination (LD) classification. Lee et al. [70] 

misclassifies one sample in test using 5 genes. Deutsch [53] uses an iteration algorithm to 

obtain high classification accuracy with a minimum number of genes. In this work, test 

samples are classified after an average dimension of about 9. 
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   Table 4.2 Classification results of leukemia data set 

Classifier Test Set 10-CV LOOCV 

Hyper-box enclosure 100 97.22 98.61 

Bayes Net 94.12 95.83 95.83 

LibSVM 58.82 91.67 91.67 

SMO 97.06 93.06 94.44 

Logistic Regression 91.18 94.44 98.61 

RBF Network 97.06 97.22 97.22 

IBk 97.06 95.83 95.83 

J48 94.12 91.67 90.28 

Random Forest 94.12 91.67 90.2 

 

 

Antonov et al. [56] could achieve to predict all samples in test set and obtained the 

accuracy of 98% (LOOCV) using 132 genes. Chen et al. [71], perfect test set accuracy with 

minimum 7 genes is obtained. Consideration of all these results shows that hyper-box 

enclosure method is the most accurate classifier on leukemia data set considering all 

validation methods including test set validation, ten-fold cross validation and leave-one-out 

validation. The prediction accuracies at each fold is given in Table 4.3. 

 

All the genes that have been selected in our studies are also selected by Lee et al. in their 

significant gene pool which consists of 27 genes. However there are redundant genes in this 

significant gene set. Table 4.4 gives the genes overlapping with the selected genes by other 

groups. Although 4 genes proposed as optimal gene set is reported by other groups that 

usually report a large number of gene set. 
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Table 4.3 Performance evaluation of HBE  

with 10-CV for leukemia data set 

Fold TP FP FN TN TPR FPR ACC 

1 4 0 0 3 1 0 1 

2 5 0 0 2 1 0 1 

3 6 1 0 0 1 1 0.86 

4 4 0 0 3 1 0 1 

5 3 1 0 3 1 0.25 0.86 

6 4 0 0 3 1 0 1 

7 5 0 0 2 1 0 1 

8 6 0 0 1 1 0 1 

9 4 0 0 3 1 0 1 

10 4 0 0 3 1 0 1 

 

The highest accuracy is obtained with an optimal gene set including 4 genes: 

Myeloperoxidase (M19507_at), DF D component of complement factor, adipsin 

(M84526_at), CD33 antigen, differentiation antigen (M23197_at), TCF3 transcription 

factor 3, E2A immunoglobulin enhancer binding factors E12/E47 (M31523_at). 

Myeloperoxidase is a peroxidase enzyme that produces hypochlorous acid from hydrogen 

peroxide and chloride anion. In recent years, myeloperoxidase staining is used in the 

diagnosis of acute myeloid leukemia to show that the leukemic cells were obtained from 

the myeloid lineage [69, 72]. Our result is agreement with Chen et al. [71] where they also 

selected myeloperoxidase in their classification method. The membrane antigen CD33 is a 

sialic acid-dependent cell adhesion molecule is a membrane protein. CD33 is highly 

expressed on the surface of leukemic blasts. About 85-90 of acute AML cases are 

considered to be CD33 positive [73]. CD33 is constitutively expressed in haematopoietic 

progenitors, but at significantly lower membrane density than in leukemia cells [74]. 

Therefore, CD33 represents an interesting target for antibody-based anti-leukemic 
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therapies. This gene is also selected as an important gene in significant gene subset studies 

conducted by other researchers [75-76].  

 

       Table 4.4 Selected leukemia genes overlapping  

            with genes selected by other groups 

Gene Reference 

Myeloperoxide [56, 70-71, 77] 

Cd33 [49-50, 70, 75, 77-

78] 

T3F3 [70, 77-79] 

Adipsin [70, 77-79] 

 

Transcription factor 3 (TCF3) plays an important role with tissue-specific basic helix-

loop-helix (bHLH) in embryogenesis [80]. The TCF3-HLF fusion transcription factor 

generated by t(17;19)(q22;p13) translocation is found in a small subset of pro-B cell acute 

ALLs and promotes leukemogenesis by substituting for the antiapoptotic function of 

cytokines [81]. Also it has been shown in ALLs patients TCF3 level is up-regulated due to 

this translocation. Additionally, this protein is the cause of forms of pre-B-cell acute 

lymphoblastic leukemia [82]. Although adipsine is a serine protease homolog which is 

synthesized and secreted by adipose cells and is found in the bloodstream it has been 

shown to plays a role in myeloid cell differentiation [83]. Study carried out by Sakhinia et 

al. [84] indicated that gene expression is up-regulated in acute AML patients by real time 

PCR. All the genes that have been selected in our study are also selected by Lee et al. [70] 

in their significant gene pool. 
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4.5.2  Prostate Cancer 

The prostate cancer data consists of 102 tissue samples (52 prostate tumor and 50 

normal tissues) with 12600 genes. Considering the results given in Table 4.5, hyper-box 

enclosure method is again the most accurate classifier among others with LOOCV and it is 

the second most accurate classifier with 95.10% accuracy using ten-fold cross validation. 

Both support vector machines LibSVM and SMO report 96.08% accuracy.  

 

    Table 4.5 Classification results of prostate  

    cancer data set 

Classifier 10-CV LOOCV 

Hyper-box enclosure 95.10 96.08 

Bayes Net 94.12 95.10 

LibSVM 96.08 95.10 

SMO 96.08 95.10 

Logistic Regression 91.18 92.16 

RBF Network 94.12 93.14 

IBk 92.16 93.14 

J48 85.29 90.20 

Random Forest 93.14 94.12 

 

Tan and Gilbert [41] have 75.53% (10-CV) with 2071 genes using Bagging method. 

Hewett and Kijsanayothin [76] obtain the accuracy of 91.18% (10-CV) with 6 genes using 

SVM on prostate cancer data set. Statnikov et al. [54] obtain 92% (10-CV) accuracy 

without any gene selection. Dettling and Buhlmann [85] report 95.10% (LOOCV) with 3 

gene clusters (clusters consist of minimum 1 gene and maximum 17 genes) using nearest 

neighbor method. Similarly, Fort and Lambert-Lacroix [86] get 95.1% (LOOCV) with 

1000 genes using Ridge PLS method. Xiong and Chen [87] choose Nf most discriminatory 

genes where Nf takes values between 10 and 2000, repeated the experiment 100 times for 
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each Nf value and obtained an average value of 94.78% using uncorrelated linear 

discriminant analysis. Finally, Zhang and Deng [88] reach the accuracy of 96.08% 

(LOOCV) using SVM with 13 genes.  

 

        Table 4.6 Performance evaluation of HBE with  

        10-CV for prostate cancer data set 

Fold TP FP FN TN TPR FPR ACC 

1 5 0 1 4 0.83 0 0.9 

2 5 0 1 4 0.83 0 0.9 

3 5 0 1 4 0.83 0 0.9 

4 4 1 0 5 1 0.16 0.9 

5 6 0 0 4 1 0 1 

6 4 0 0 6 1 0 1 

7 3 1 1 5 0.75 0.16 0.8 

8 6 0 0 4 1 0 1 

9 7 0 0 3 1 0 1 

10 6 0 0 4 1 0 1 

 

The selected genes are serine protease hepsin (X07732), nel-related protein 2 (D83018), 

ao89h09.x1 (AI207842), Cdk-inhibitor p57KIP2 (U22398), DKFZp564I1663-r1 

(AL036744), adipsin/complement factor D (M84526), glutathione transferase 4 (GSTM4) 

(M96233), DKFZp586K1220 (AL050152), aldose reductase (X15414), ADP/ATP 

translocase (J03592). In fact many of the genes that we have selected in this study have 

shown that their expression patterns are changed in the prostate cancer tissues. For example 

hepsin, a cell surface serine protease, is significantly up-regulated in human prostate cancer 

and it promotes prostate cancer progression and metastasis [89]. Also, the expression of 

p57Kip2 is dramatically decreased in human prostate cancer and the overexpression of 

p57Kip highly suppresses the cell proliferation [90]. Furthermore, another selected gene 
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glutathione transferase mediates the proliferation of androgen-independent prostate cancer 

cells [91]. Aldose reductase gene is responsible in carbohydrate metabolism that converts 

glucose to sorbitol [92]. The genes that were selected in this study have also been reported 

by others in prostate cancer as markers [76, 93]. 

 

4.5.3  Prostate Cancer Outcome 

This data contains 8 patients having relapsed and 13 patients having non-relapse and 

there are 12600 genes in the data set. Table 4.7 is the summary of classification results of 

prostate cancer outcome data set. Since there are only 21 samples in the data, we have only 

performed leave-one-out-validation. As it is seen in Table 4.7, hyper-box enclosure method 

is one of the top classifiers (BayesNet and RBF Network) with the accuracy of 95.24% 

compared with other methods. There are not many studies that employed this data set in the 

literature. Tan and Gilbert [41] get 85.71% with ten-fold-cross validation using Bagging 

method with 208 genes. Comparing to the results of Tan and Gilbert [41], hyper-box 

enclosure approach gives an the accuracy of 90% with ten-fold cross validation using only 

three genes.    

   Table 4.7 Classification results  

   of prostate outcome data set 

Classifier LOOCV 

Hyper-box enclosure 95.24 

Bayes Net 95.24 

LibSVM 61.90 

SMO  57.14 

Logistic Regression 47.62 

RBF Network 95.24 

IBk 80.95 

J48 85.71 

Random Forest 90.48 
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Three genes were selected to be important as prostate cancer outcome. The genes are 

human cofactor A protein (AF038952), farnesyl-protein transferase beta-subunit 

(HUMFPTB), glutamine-fructose-6-phosphate amidotransferase (GFAT) (M90516). The 

function of heterodimeric enzyme farnesyl: protein transferase (FPTase) 3 is to transfer of a 

15-carbon isoprenoid moiety to a C-terminal cysteine of many cellular proteins. The 

inhibition of farnesyl protein transferase has effect for the prevention of proper functioning 

of the Ras protein that leads to oncogenesis or cancer. In fact when prostate cancer cell line 

treated with farnesyl-protein transferase inhibitor, elimination of cancer were increased 

[94]. Glutamine:fructose-6-phosphate amidotransferase (GFA), the first and rate-limiting 

enzyme in the hexosamine biosynthetic pathway, transfers the amide group from glutamine 

to fructose-6-phosphate to form glucosamine-6-phosphate (GlcN-6-P), a precursor of 

uridine diphosphate-N-acetyl-glucosamine. It has been demonstrated that overexpression of 

GFA in Rat-1 fibroblasts causes insulin resistance [95]. 

 

4.5.4  DLBCL 

The diffuse large B-cell lymphoma (DLBCL) data set contains 58 samples from DLBCL 

patients and 19 samples from follicular lymphoma. The gene expression profiles were 

analyzed using Affymetrix human 6800 oligonucleotide arrays. In the DLBCL data set, the 

hyper-box enclosure method is again the most accurate classifier among other classifiers 

with leave-one-out validation (Table 4.8). However, in ten-fold-cross validation, hyper-box 

enclosure method gives worse results than RBF network and logistic regression with an 

accuracy of 91.25%. GESSES method predicts all samples correctly with different random 

numbers of starting top genes (from 77 to 130) [53]. The final predictors ranged in number 

of genes, from four to twelve. Statnikov et al. [54] reaches the accuracy of 97.50 (10-CV) 

with many methods without gene selection. Zhang and Deng [88] report a classification 

accuracy of 92.71% (LOOCV) using kNN (k=5) with 8 genes. 
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               Table 4.8 Classification results of DLBCL  

   data set 

Classifier 10-CV LOOCV 

Hyper-box enclosure 91.25 96.10 

Bayes Net 89.61 89.61 

LibSVM 84.42 84.42 

SMO 90. 91 89.61 

Logistic Regression 92.21 89.61 

RBF Network 94.81 93.51 

IBk 89.61 88.31 

J48 90.91 89.61 

Random Forest 89.61 89.61 

 

We have reached the maximum classification accuracy with 6 genes which are DNA 

replication licensing factor CDC47 homolog (D55716_at), gamma-interferon-inducible 

protein IP-30 precursor (J03909_at), LDHA lactate dehydrogenase A (X02152_at), CD69 

antigen (Z30426_at), SLC (AB002409_at), Rad2 (HG4074-HT4344_at). When the 

function of proteins and their relation with DLBCL were searched, proteins plays 

significant role in the progression of DLBCL. DNA replication licensing factor CDC47 is a 

factor that helps the DNA to undergo a single round of replication per cell cycle. CDC47 is 

not only necessary for DNA replication and cell proliferation, but also for S-phase 

checkpoint activation upon UV-induced damage [96]. The function of LDHA lactate 

dehydrogenase is to catalyze the conversion of L-lactate and NAD to pyruvate and NADH 

in the last step of anaerobic glycolysis. It is proved that mutations in lactate dehydrogenase 

A gene causes the exertional myoglobinuria [97]. CD69, known as early T cell activation 

antigen, is expressed on a variety of immune cells, including T- and B- lymphocytes, NK 

cells, monocytes/macrophages, and granulocytes [98]. Secondary lymphoid-tissue 

chemokine (SLC) is a cytokine belonging to the CC chemokine family and it is 
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constitutively expressed in a variety of lymphoid tissues. This gene is a potent and specific 

chemoattractant for lymphocytes [99]. Rad 2 (Flap endonuclease 1) is a member of the 

XPG/RAD2 endonuclease family and is involved in DNA repair [100]. 

 

        Table 4.9 Performance evaluation of HBE with  

             10-CV for DLBCL data set 

Fold TP FP FN TN TPR FPR ACC 

1 6 1 0 1 0 0.5 0.88 

2 6 1 0 1 1 0 0.88 

3 5 0 1 2 0.83 0 0.88 

4 6 0 0 2 1 0 1 

5 5 0 1 2 0 0 0.88 

6 6 1 0 1 1 0.5 0.88 

7 7 0 0 1 0 0 1 

8 7 0 0 1 0 0 1 

9 6 0 0 2 0 0 1 

10 5 0 0 3 1 0 1 

 

 

4.5.5  Lymphoma 

There are 47 samples, 24 of them are referred to as germinal center B-like group and 23 

are activated B-like group. This gene expression data contains 4026 genes. In the 

lymphoma data set, hyper-box enclosure method is the most accurate classifier using both 

ten-fold-cross-validation and leave-one-out cross validation with the accuracy of 96.29% 

and 97.87%, respectively (Table 4.10). Also, prediction accuracies of HBE at each fold is 

given in Table 4.11. Support vector machine algorithm SMO is the second classifier with 

the accuracy of 95.75% in both validation methods. Hewett and Kijsanayothin [76] have 

obtained a classification accuracy of 97.87% (10-CV) with SVM and Bayesian network 
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methods. Dettling and Buhlmann [85] reach the accuracy of 100% (LOOCV) with 10 gene 

clusters (min: 1 and max: 16 of genes) using nearest neighbor method.  

 

               Table 4.10 Classification results of lymphoma  

   data set 

Classifier 10-CV LOOCV 

Hyper-box enclosure 96.29 97.87 

Bayes Net 95.75 93.62 

LibSVM 93.62 93.62 

SMO 95.75 95.75 

Logistic Regression 95.75 91.49 

RBF Network 95.75 95.75 

IBk 93.62 95.75 

J48 82.98 87.23 

Random Forest 89.36 89.36 

 

As the best result in the literature including this presented paper, Zhang and Deng [88] 

again report 100% accuracy (LOOCV) using SVM with 3 genes. However, these three 

genes are not reported in their study.  

Our algorithm gives the following genes: Deoxycytidylate deaminase (19408), 

lymphoid-restricted membrane protein (JAW1) (16886), PKU-beta=KIAA0137=protein 

kinase (20423), T-cell protein-tyrosine phosphatase (17140), TTG-2 Rhombotin-2 (19238), 

stress-activated protein kinase (JNK3) (19384), and unknown labeled genes with ids 19288, 

19274, 13394. The following gene expressions are currently being used as markers for 

lymphoma in clinical diagnosis. Deoxycytidylate deaminase (dCMPase) hydrolyzes dCMP 

into dUMP, and it is suggested that this gene is a marker of the aggression of human 

lymphoid malignancies [101]. Jaw1, also known as lymphoid-restricted membrane protein 

(LRMP), is an endoplasmic reticulum-associated protein. It is known that the expression of 
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Jaw1/LRMP mRNA is high in germinal centre B-cells and in diffuse large B-cell 

lymphomas of 'germinal centre' subtype [102].  

 

        Table 4.11 Performance evaluation of HBE with  

             10-CV for lymphoma data set 

Fold TP FP FN TN TPR FPR ACC 

1 2 0 0 3 0 0 1 

2 2 0 0 3 1 0 1 

3 4 0 0 1 1 0 1 

4 1 0 0 4 1 0 1 

5 2 0 0 3 0 0 1 

6 4 0 0 1 1 0 1 

7 3 0 0 2 0 0 1 

8 1 0 0 4 0 0 1 

9 5 0 0 0 0 0 1 

10 3 0 0 2 1 0 1 

 

In addition, following genes were selected and their expression pattern was reported to 

be greatly changed in lymphoma. Among these genes, PKU-beta, a serine/threonine protein 

kinase, has role in chromatin remodeling, DNA replication and mitosis [103]. T-cell protein 

tyrosine phosphatases, phospho tyrosine-specific protein phosphatase, nuclear 

dephosphorylation of phospho-STAT6 (pSTAT6) was observed in activated-B-cell (ABC)-

like tumors. Their expression profile was quite different [104]. Moreover, TTG-2 

Rhombotin-2 is a cysteine rich protein with LIM motif and immunohistologic analysis 

show that LMO2 protein is expressed as a nuclear marker in normal germinal-center (GC) 

B cells and GC-derived B-cell lines and in a subset of GC-derived B-cell lymphomas [105]. 

Finally, stress-activated protein Jun N-terminal kinase (JNK3) is a member of mitogen-

activated protein kinase (MAPK) superfamily and it plays an important role in signaling 
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pathways of critical physiological processes, including apoptosis, differentiation and 

proliferation. It is known that the activation of JNK leads to the interferon-alpha-induced 

apoptosis in B-cell lymphoma [106]. 

 

 

 

Figure 4.1 The comparison of results among all classifiers for leukemia, prostate cancer, 

and prostate cancer outcome data sets.  
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4.5.6 Small round blue cell tumors 

Small round blue cell tumors (SRBCT) of childhood are diagnosed using single layer 

neural network [52]. In this work, they reduced the gene number to 96 to predict the classes 

of the test data perfectly. There are four different SRBCT in the data set: Ewing family 

tumor (EWS), Burkitt lymphoma (BL), neuroblastoma (NB) and rhabdomysarcoma 

(RMS). The training set contains 63 samples and the test set contains 20 samples. The 

cDNA microarrays comprise 2308 genes.  

 

  Table 4.12 Classification results of SRBCT data set 

Classifier Test Set 10-CV LOOCV 

Hyper-box enclosure 100 98.33 96.39 

Bayes Net 85 91.57 95.18 

LibSVM 90 84.34 84.34 

SMO 95 92.77 93.98 

Logistic Regression 80 92.77 91.57 

RBF Network 90 91.57 93.98 

IBk 90 91.57 92.77 

J48 90 84.34 91.57 

Random Forest 95 86.75 92.77 

 

Table 4.12 reports that hyper-box enclosure method overperforms other classifiers using 

all validation methods. It gives perfect classification on test set with 5 genes. Moreover it 

has 98.33% using ten-fold-cross validation and 96.39% with leave-one-out-cross 

validation. Comparing to other studies in the literature, Dettling and Buhlmann [21] has 

obtained 100% (LOOCV) with 1 gene cluster (minimum: 1 gene maximum: 14 genes) 

using nearest neighbor method. Deutsch [8] predicts all test samples when 100 predictors 

were used, where the average number of genes in a predictor was 12.7. Statnikov et al. [54] 

obtain 100 accuracy using ten-fold-cross validation with many methods without gene 
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selection. Finally, Shen et al. [100] perfectly classifies all samples in test using 10 genes 

with SVM and kernel Fisher discriminant analysis. Considering these studies, hyper-box 

enclosure method is the most robust method, since it has highest accuracy with the least 

number of genes on not only test set but also using other types of validations including ten-

fold and leave-one-out cross validation.  

 

Table 4.13 Selected SRBCT genes overlapping  

with genes selected by other groups 

Gene Reference 

FCGRT [56, 70-71, 77-

78] 

Transmembrane protein [78] 

Fibroblast growth factor receptor [71] 

ESTs [70, 77-79] 

Recoverin [78] 

 

The selected genes with their gene ids in SRBCT classification are Fc fragment of IgG, 

receptor, transporter, alpha (FCGRT) (70394), transmembrane protein (812105), fibroblast 

growth factor receptor 4 (784224), ESTs (295985), recoverin (383188). FCGRT encodes a 

receptor binding the Fc region of monomeric immunoglobulin G. This protein both helps to 

transfer of immunoglobulin G antibodies from mother to fetus across the placenta, and 

binds to immunoglobulin G to prevent the antibody degradation [107]. Growth factor 

receptors (FGFRs) bind fibroblast growth factors which play key roles in proliferation and 

differentiation of different type of cells and tissues [108]. Recoverin is neuronal calcium-

binding protein that plays a role in the inhibition of rhodopsinosopsin kinase which is a 

regulator in the phosphorylation of rhodopsin [109]. Zhoua et al. [78] also select FCGRT, 

transmembrane protein, ESTs, recoverin in their significant gene pool (Table 4.13). Chen et 

al. [71] selects FCGRT and fibroblast growth factor receptor. 
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Figure 4.2 The comparison of results among all classifiers for DLBCL, lymphoma, and 

SRBCT data sets.  
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Chapter 5 

 

CONCLUSIONS 

 

 Machine learning, especially classification is one the main tools in computational 

biology and bioinformatics that employ rapidly increasing biological data for the analysis 

and prediction purposes. A large number of data classification methods have been 

developed, however the majority of these algorithms, especially efficient ones require 

optimizations to obtain more accurate results depending on data type. Therefore, in this 

thesis, a recently developed optimization based classification algorithm hyper box 

enclosure (HBE) method is investigated.   

HBE starts with the identification of problematic samples between classes. Then pure 

integer programming based algorithm, seed finding is used to find representative samples 

from each class. The objective in seed finding part is that the seeds for each class must be 

chosen to ensure that seeds are separated well from each other as well as being a good 

example of the group of instances in the same class. Next, hyper-boxes are constructed 

using these seeds by following the aim of enclosing all problematic instances. Depending 

on the complexity of data, more than one hyper-box can be built. If there are intersections 

among the boxes, these are eliminated using intersection elimination algorithm. Finally test 

samples are assigned to predefined classes built in the training part and the performance of 

the classification is evaluated. 

One of the most important features of HBE is that this mixed-integer programming 

based classification method allows the use of hyper-boxes for defining boundaries of the 

classes that enclose all or some of the points in that set.  HBE can be used for both binary 

and multi-class cases without any modifications. Hence, the same mathematical model can 
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be employed for data classification problems without any change. HBE does not require 

parameter optimization during the training of the model. 

The main objective of this thesis is to apply HBE method for tumor classification and 

gene selection. The contributions of this application are two-fold. The first contribution is 

that we implement an effective optimization based classifier that gives very high 

performance and valuable insight into different type of cancer data sets. HBE approach 

does not require parameters to optimize in order to obtain high classification accuracies. 

This method can be used for any type of data without any modification or addition. The 

second contribution is finding of optimal predictor genes that give the highest accuracy in 

classification. This effort can provide to develop antibody assays for the diagnosis of 

specific types of cancer and to provide accurate diagnostics by only measuring expression 

of few genes. We have applied our algorithm on publicly available data sets including 

leukemia data set, two prostate cancer data sets, two lymphoma data sets and SRBCT data 

set. In conclusion, mixed-integer programming based hyper-box enclosure approach is 

robust and effective method for microarray analysis. 

 As a recommendation and future work, HBE method should be developed to reduce the 

computational complexity which causes a time problem in large data sets. Sophisticated 

preprocessing algorithms such as clustering can be developed before the building model by 

hyper-boxes. Additionally, HBE algorithm was successfully employed for protein folding 

problem and drug classification before. Therefore, we are planning to use HBE method in 

some other important applications including virtual screening, prediction of protein-protein 

interactions. 
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