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ABSTRACT

Single photons are considered to be typical carriers of quantum information and

hence are the main constituents of quantum communication protocols. The generation

of single photons is a great interest for future quantum information applications.

Ideally, the creation of single photon means providing exactly one photon while it

is required for quantum optical systems such as quantum computing and quantum

cryptography.

Here we propose a full quantum optical analysis of a certain single molecule as a

single photon source based on the transition of the states inside a cavity. To calculate

the dynamics of this open quantum system we use stochastic methods, especially

density matrix formalism and the master equation. Characterization of the source

will be examined by theoretical analysis of interferometric setups such as Hanbury

Brown-Twiss interferometer, by calculating second order coherence functions using

quantum trajectory methods. Quantum correlations in the system and their coherent

control by external fields, such as microwaves, shall be considered for improvement

of the single photon source qualities. From fundamental point of view, we shall

also address the relation among identical particles, quantum entanglement and single

photon generation and quantum measurements.
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ÖZETÇE

Tek fotonlar kuantum bilgi iletimi konusunda önemli bir taşıyıcı olarak düşünülmekte

ve iletişim protokolleri için temel öǵelerden biri olarak nitelendirilmektedirler. Kuan-

tum bilgi teknolojileri uygulamaları için tek fotonların üretimi ise ilgi çekmektedir.́Ideal

olarak, tek foton üretilmesi, kuantum kriptoloji ve kuantum hesaplama gibi sistem-

lerin bir gereǵi olarak her defasında kesin bir doǵrulukta tek foton üretilmesi demektir.

Bu yüksek lisans tezi kapsamında, bir kovuk içinde bulunan tek molekülün seviyeleri

arasındaki geçişlerin kuantum optiksel analizi yapılarak tek foton kaynaǵı olarak kul-

lanılabileceǵi incelenmektedir. Bu şekildeki bir kuantum sisteminin dinamiǵi ise,

yoǵunluk matrisi formalizmi ve ana denklemin yazılması gibi stokastik metotlar kul-

lanılarak yapılmaktadır. Sonuç olarak nerilen tek foton kaynaǵı ise Hanbury-Brown-

Twiss interferometresi gibi kaynakların teorik analizi ile birinci ve ikinci korelasyon

fonksiyonlarının hesaplanmasıyla yapılacaktır. Sistemdeki kuantum korelasyonlar ve

uygulanan mikrodalga benzeri dış alanlarla tek foton kaynaǵının kalitesinin artırılabilmesi

tartışılacak ve ayrıca benzer parçacıklar, kuantum dolanıklık, kuantum ölçüm teorisi

ve tek foton yaratımı arasında ilişkiler de incelenecektir.
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Chapter 1

INTRODUCTION

The development of efficient single photon sources is a main requirement for quan-

tum information processing in the forms of quantum cryptography [1][2], quantum

computing [3], quantum teleportation[4][5]. Quantum cryptography is based on the

no cloning theorem [6], which states that a quantum state can not be copied exactly.

Hence, any attempt of eavesdropping can be detected by the two communicating

parties through the fact that a measurement changes the quantum state. The funda-

mental prerequisite in these protocols is therefore that information is coded in single

qubits only. This makes single-photon sources an essential ingredient for quantum

communication. Single photon sources have been produced by using two level rubid-

ium atoms [7], pumping individual quantum dots [8][9], nitrogen vacancy color centers

[10] and single molecules [11][12][13].

In principle, atom-cavity systems can generate single photons deterministically

into a well defined mode which is easy to detect, making them much more efficient

than other sources. The time evolution of the system is given by the master equation,

which is of the type of a Fokker-Planck equation, is used to derive the equation of

motion for the mean values of various atomic operators characterizing the physical

properties of the system [14].

In order to identify rapidly single photon emission, a standard HBT setup is

usually used to split the beam and detect single photons with two identical single

photon detectors. Therefore, a HBT measurement proves that only single photons

emerge from the cavity. This can be done by calculating the second order correlation

function. To calculate the second-order correlation function for optical pumping, we
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use numerical techniques based on a quantum trajectory approach[15][16][17] which

presents the master equation approach in the interaction picture to study evolution

of a certain single molecule. In addition, we report photon correlation measurements

on a single molecule show antibunching behaviour as a requirement of the efficient

single photon sources.

Besides single photon sources, sources of pairs of photons are also important,

due to useful properties of indistinguishable photons and entanglement.[18][19] Many

quantum information processing applications of a single-photon source require indis-

tinguishable photons. To test for the indistinguishability of the produced photons

a two-photon interference experiment has to be performed. According to Hong-Ou-

Mandel effect, two photons that simultaneously enter different entrance ports of a

50:50 beam splitter will always leave through the same output port if they are indis-

tinguishable.

This thesis presents the modelling of single photon sources using an atom-photon

interface based on an atom-cavity system with the ability to generate single photons.

In Chapter 1 the principle of the single photon source is introduced, significant ex-

periments and properties of single photon sources are described. Chapter 2 reports

using master equation and some stochastics methods under the key approximations.

General discussion of the fluctuation-dissipation theorem and applications of these

stochastic methods to the three level system in a cavity given in the Chapter 3. Us-

ing single molecule inside a cavity as a single photon source and signatureus of single

photon sources like second order correlation function and Mandel Q parameter given

in chapter 4.
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Chapter 2

FUNDAMANTEL PROPERTIES OF SINGLE PHOTON

SOURCES

Photons are the elementary constituents of light. They can be viewed in some

sense as energy wave-packets and moving at the speed of light. A single photon is a

quantum system in which quantum information can be encoded in various ways and

transported over long distances safely. It is a non-classical state of light, in the sense

that it cannot be described in term of a classical electric and magnetic field.

The generation of single photons is a great interest for future quantum informa-

tion applications. Ideally, the creation of single photon means providing exactly one

photon while it is required for quantum opticals systems such as quantum comput-

ing and quantum cryptography. An efficient single photon source has to fulfill some

criterias such as indistinguishability and a high collection efficiency.

2.1 Signatures of Single Photon Sources

The quantum properties of light have been put to practical use in recent years in

various forms of quantum information processing. The basic idea here is to use the

laws of quantum mechanics to enhance the capabilities of transferring or manipulating

data. We begin discussion by considering quantum cryptography which is a key

distribution system that attempts to link the security of the system to the correctness

of the uncertainty principle of quantum. Uncertainty is a major constituent in all

quantum mechanics, and basically states the indeterminism of the universe around

us. This indeterminism gives rise to certain mechanisms that can be put to great use

in cryptography.

The best-known application of quantum cryptography is quantum key distribution
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(QKD). QKD describes the process of using quantum communication to establish a

shared key between two parties (usually called Alice and Bob) without a third party

(Eve) learning anything about that key [21]. This is achieved by letting Alice encode

the bits of the key as quantum data before sending them to Bob; if Eve tries to learn

these bits, the messages will be disturbed and Alice and Bob will notice. Experi-

mental quantum key distribution was demonstrated for the rst time in 1989 and it

was published only in 1992 [20]. Today, several groups have shown that quantum

key distribution is possible, even outside the laboratory. In principle, any two-level

quantum system could be used to implement Quantum Cryptography. In practice,

optical quantum cryptography is based on the use of single photon Fock state. The

reason is that their interaction with the environment can be controlled and moder-

ated. The ideal single photon source is a device that when one pulls the trigger,

and only then, emits one and only one photon. Although photon antibunching has

been demonstrated already years ago, a practical and handy device is still needs to

be improved. A single two-level quantum system that can obviously not emit two

photons at a time. The manipulation of single trapped atoms or ions requires a much

too involved technical eort. Single single molecules are easier to handle but only offer

limited stability at room temperature. The uorescence of single molecule exhibits

strong photon antibunching.

It is the main purpose of the present chapter to investigate the signatures of ideal

single photon sources by introducing the quantum coherence functions, indistinguisha-

bility and photon antibunching properties of single photons.

2.1.1 Photon Detection and Quantum Coherence Functions

In this section we discuss the photon detection and quantum coherence functions. Let

us begin with the separation of field operator E(r, t) into the two parts

E(r, t) = E(+)(r, t) + E(−)(r, t) (2.1)
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Here E+(r, t) and E−(r, t) are

E(+) =
∑

k

εkεkake
−iνkt+i

−→
k ·−→r (2.2)

E(−) = {E(+)}† (2.3)

Evidently, E+(r, t) is the positive frequency component part of the field, which con-

tains the annihilation operators only and E−(r, t) is the negatice frequency component

part, which is associated with the creation operators only. The photoelectrons pro-

duced by photoionization are then observed [22]. In such absorbtive detectors, the

measurements are destructive. Therefore only the annihilation operator E(+)(r, t)

contributes to the process. Schematically an atom is placed in the radiational field

at position r in its ground state. When we consider the atomic transition between

the ground state | g〉 and an excited state | e〉 which associates with a transtion of

a radiation field from initial state | i〉 to a final state | f〉. In this case, the photon

counting rate of the detector can be written as

w1(r, t) = |〈f |E(+)(r, t)|i〉|2 (2.4)

where |i〉 is the initial state and |f〉 is the final state. The final state of the field is

never measured. Hence summing over the final states yields

w1(r, t) =
∑

f

|〈f |E(+)(r, t)|i〉|2 (2.5)

=
∑

f

〈i|E(−)(r, t)|f〉〈f |E(+)(r, t)|i〉 (2.6)

= 〈i|E(−)(r, t)E(+)(r, t)|i〉 (2.7)

where we used the completeness relation∑
f

|f〉〈f | = 1. (2.8)

We write the photon counting rate w1 with averaging over all the possible realizations

of the initial fields

w1(r, t) =
∑
Pi

〈i|E(−)(r, t)E(+)(r, t)|i〉. (2.9)
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Introducing the density operator

ρ =
∑

i

|i〉〈i|, (2.10)

the photocounting rate can be written as

w1(r, t) =
∑

i

ρ〈i|E(−)(r, t)E(+)(r, t)|i〉 (2.11)

= Tr[ρE(−)(r, t)E(+)(r, t)]. (2.12)

Now we define first order correlation function

G(1)(r1, r2; t1, t2) = Tr[ρE−(r1, t1)E
+(r2, t2)]

= 〈E−(r1, t1)E
+(r2, t2)〉.

In terms of the time difference τ = t2 − t1, we can write the first order correlation

function

G(1)(r1, r2; t1, t2) ≡ G(1)(r1, r2; τ). (2.13)

We now consider two photodetectors and calculate joint counting rate of one pho-

toionization at point r2 between t2 and t2 + dt2 and another one at point r1 between

t1 and t1 + dt1 with t1 ≤ t2. In this case photocounting rate can be written as

w2(r1, t1; r2, t2) = |〈f |E−(r2, t2)E
+(r1, t1)|i〉|

2
. (2.14)

Summing over the all final states and average over the all initial states as previous

discussions, yields

G(2)(r1, r2, r3, r4; t1, t2, t3, t4) = Tr[ρE−(r1,t1)E−(r2,t2)E+(r3,t3)E+(r4,t4)]

= 〈E−(r1, t1)E
−(r2, t2)E

+(r3, t3)E
+(r4, t4)〉.

We can now define the normalized quantum mechanical first and second order corre-

lation function at the position r

g(1)(r; τ) =
〈E−(r, t)E+(r, t+ τ)〉√

〈E−(r, t)E+(r, t+ τ)〉〈E−(r, t)E+(r, t+ τ)〉
, (2.15)
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Figure 2.1: HBT experiment scheme where S is a light source; BS is beam splitter;
PD1 and PD2, photodetectors; A1 and A2, amplifiers; TD, delay-time control; C,
correlator.[23]

g(2)(r; τ) =
〈E−(r, t)E−(r, t+ τ)E+(r, t)E+(r, t+ τ)〉√
〈E−(r, t)E+(r, t)〉〈E−(r, t+ τ)E+(r, t+ τ)〉

. (2.16)

In the definition of g(2)(r; τ), we have chosen not only normal ordering of the field

operators but also certain time ordering due to fact that t2 ≥ t1. Using the mode

expansions of E(+) and E(−) as

E(+) =
∑

k

εkεkake
−iνkt+i

−→
k ·−→r , (2.17)

E(−) =
∑

k

εkεka
†
ke

iνkt−i
−→
k ·−→r (2.18)

with cancelling most factors in these expressions, we finally write normalized first and

second order correlation functions in the following way

g(1)(τ) =
〈a†(t)a(t+ τ)〉

〈a†a〉
, (2.19)

g(2)(τ) =
〈a†(t)a†(t+ τ)a(t+ τ)a(t)〉

〈a†a〉2
. (2.20)
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2.1.2 Hanbury Brown and Twiss Experiment

In the previous section we have studied how light beams can be detected by photode-

tectors and we saw that correlation functions may be seen as a clear signature of the

quantum nature of the light. We will also discuss that antibunched light is only pos-

sible in photon interpretation and quantified according to second-order correlation

function. To understand the non-classical nature of light we present the Hanbury

Brown-Twiss (HBT) experiment which was first investigated by R. Hanbury Brown

and R. Q. Twiss in 1950’s [24]. The principle behind the HBT experiment is that

the intensity fluctuations of a beam of light is related to its coherence. For the HBT

experiment shown in Figure 2.1, if the distance between the photodetectors PD1 and

PD2 and the 50 : 50 beam splitters are adjusted to be equal and the intensity of the

incident field I(z, t),

I1(z, t) = I2(z, t) =
I(z, t)

2
(2.21)

their average values during the time T

I1 = I2 =
I

2
(2.22)

Then the output of the correlator C gives

C = 〈(I1(z, t) − I1)(I2(z, t) − I2)〉 (2.23)

=
1

4
[〈I2(z, t) − I

2〉] ≥ 0. (2.24)

Therefore, normalized output of C is

〈I2(z, t) − I
2〉

I
2 = g(2) − 1 ≥ 1. (2.25)

In the classical description of the HBT experiment results are always positive and

zero only when the instantaneous intensities are equal.

Historically HBT experiment caused great controversy. In 1963 R. Glauber wrote

his paper [25] to explain HBT using the quantum theory of photon counting. His

major contribution to discussion was considering quantum expressions of measuring

quantities. We now turn to study the coherence properties of light in the quantum
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theory. Our main goal here is to characterize the phenomena which are not described

by classical statistical properties. Assuming the lenghts between the experimental

tools do not vary, photons impinge on the detectors and incomming light consists of

a stream of photons output pulses recorded by the electronic counter. In this case

photons will be detected by the two detectors with equal probability, so generation of

a start pulse at the first detector and trigger the electronic counter means that there

is zero probability of a generation of stop pulse from other detector of this photon.

It means that if photon goes to the detector 1 then nothing happens and we have

to wait for the next photon to have a chance of having a stop pulse. The process

proceeds until a stop pulse eventually achieved. We therefore have a situation where

we expect no events at delay time between two photons, τ = 0, but some events for

larger values of τ . This is clearly controversial with classical discussions above.

2.1.2.1 Photon Antibunching

As disscussed above, R. Hanbury Brown and R. Q. Twiss investigated temporal cor-

relations of the intensity fluctuations in a light beam emitted by a thermal source.

According to their explanations photons in the light beam tend to arrive in bunches,

rather than strictly at random; this phenomenon is called photon bunching. Nonethe-

less, their observations can also be explained classically as a wave behaviour of the

electromagnetic field.

Due to Glauber’s explanation of the quantum theory of optical coherences, in

contrast to photon bunching, photons can also tend to arrive more evenly spread out

than strictly at random. This phenomenon is called photon antibunching, and ex-

perimentally observed by Kimble et al. in 1977 [26]. Antibunching is understandable

only in the quantum mechanical description of light. The fact that it has no classical

explanation can be seen as a direct evidence for the existence of photons.
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2.1.3 Hong-Ou-Mandel Experiment

Hong-Ou-Mandel effect is a quantum interference effect that occurs when two indis-

tinguishable photons impinge onto a symmetric beam splitter [27]. Indistinguishable

photons arrive simultaneously at a 50:50 beamsplitter’s two input parts. We expect

that both photons exit together from beamsplitter’s output parts. With perfect over-

lap and a perfect 50:50 beamsplitter, the probability that a single photon exits from

each of the two output parts are exactly zero. As an example with operator trans-

formations, let us consider the incident state a†b†|0, 0〉ab = |1, 1〉ab where a, a†, b, b†

are the annihilation and creation operators of two optical modes and |1〉 is a single

photon state. When two modes are mixed in a 50:50 beam splitter, using the unitary

transformation, they turn into new modes c and d a

b

 → 1√
2

 1 1

1 −1

 c

d

 . (2.26)

Then

a† → c† + d†√
2

b† → c† − d†√
2

.

When two photons enter a beamsplitter, the state of the two modes becomes

|1, 1〉ab = a†b†|0, 0〉ab →
1

2
(c† + d†)(c† − d†)|0, 0〉cd (2.27)

=
1

2
(c†

2 − d†
2
)|0, 0〉cd

=
|2, 0〉cd − |0, 2〉cd√

2

where we labeled the output modes c and d in accordance with the original paper of

Hong, Ou and Mandel.

The Hong-Ou-Mandel effect can be used to test the degree of indistinguishablity

of the two incoming photons which is very important to model single photon source.

For example, the Hong-Ou-Mandel interferometer was used, in 2002, to demonstrate

the purity of a solid state single photon source by feeding two successive photons from

a single photon source into a 50:50 beam splitter [28].
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Chapter 3

OPEN QUANTUM SYSTEMS

An open quantum system, S, is a quantum mechanical system that interacts with

an external quantum system. Since we assume here the environment is infinitely

large, we refer it as the reservoir R. The open quantum system, S, thus represents a

subsytem of the combined total system S⊗R. The state of the subsytem S, changes

as a concequence of its internal dynamics and interaction with its surroundings.

Due to dissipative nature of the open quantum systems, we generally do not have

complete knowledge of the system state. In many cases it is usefull to formulate, the

dynamics of an open system by means of an appropriate equation of motion for its

density matrix, a quantum master equation. The advantage of the master equation is

that it allows the derivation simpler, solvable equations using only a few assumptions

and approximations for both the interaction between S and R, and the properties of

R which is in the content of the following section.

3.1 Born and Markov Approximations

Here we discuss the derivation of the Born and Markov approximations as commonly

used in optics. We derive the where these approximations come from and where they

used in quantum optics. Particularly, deriving a quantum optical master equations

make good understanding of these approximations. Born and Markov approximations

involves assuming that the reservoir correlations decay rapidly compared to the system

damping time and that the reservoir does not change significantly wih time due to

the effect of the system. Besides, its mathematical benefits in derivations, these

approximations are not valid in many regimes.
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3.1.1 Born Approximation

In this section, we propose to show that, how one can demonstrate the Born approx-

imation in quantum mechanics with introducing the integral scattering equation for

stationary states. [29, 30] We can writte the eigenvalue equation of H,

Hφ(r) = Eφ(r) (3.1)

where

H =
p2

2m
+
h̄2

2m
U(r) (3.2)

and

E =
h̄2k2

2m
(3.3)

can be put into the form

(∇2 + k2)φ(r) = U(r)φ(r). (3.4)

The solution to this equation may be written in the form

Φ(r) = Φ0(r) +

∫
G(r − r′)U(r′)Φ(r′)d3r′ (3.5)

where Φ0(r) is the solution of the homogeneous equation and G(r) is the “Green’s

function“ which satisfies the relation.

(
∇2 + k2

)
G(r) = δ(r) (3.6)

For a stationary scattering state we might choose Φ0(r) = e(ikr) and G(r) = G†(r),

and we get

Φk(r) = eikr +

∫
G†(r − r′)U(r′)Φk(r

′)d3r′ (3.7)

A simple change of notation, r → r′ and r′ → r′′ and applying same procedure again

and a permits us to write

Φk(r) = eikr +

∫
G†(r − r′)U(r′)Φk(r

′)d3r′

+

∫
d3r′

∫
G†(r − r′)U(r′)Φk(r

′)G†(r′ − r′′)U(r′′)Φk(r
′′)d3r′′
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where the first two terms are known; the unknown function Φk(r) has been pushed

back into the fourth term.

Thus we can construct, step by step, what is called the Born expansion. If the

potential is weak, each successive term is smaller than the preceeding one. If we push

the expansion far enough, we neglect the last terms in the right hand side and thus

we called ”Born Approximation” is the first term in the Born expansion.

3.1.2 Markov Process and Markov Approximation

We can describe stochastic processes using the system which evolve probabilistically

in time or systems in which a certain time-dependent random variable X(t) exist [31].

We can measure values x1, x2, x3... etc of X(t) at times t1, t2, t3... and we can also

define conditional probability densities as

Pn,k (xk+n, tk+n; ...; xk+1, tk+1|xk, tk; ..., x1, t1) (3.8)

= Pn,1 (xk+n, tk+n; ...; xk+1, tk+1|xk, tk) (3.9)

for (t1 ≤ t2 ≤ t3 ≤ ...)

Here we can see that only the most recent past governs the time evolution of the

process. We can express this by saying that the future of x(t) is influenced by the

present, but not by its earlier history. such Process is known as a ”‘Markov Process.”

The concept of a Markov Process is a very powerful and surprisingly general tool in

the study of classical irreversible phenomena. Classically, the essence of the Markov

idea is that we need only know the probability distribution at time t in order to

predict for all future times. At the deepest level in classical physics this is exactly

true: Hamilton’s equations of motion are first order in time, so that the knowledge

of the canonical quadratures at one time determines them for all futures. But even

classically, Markov property must be regarded as an approximation. [32]

In classical or quantum mechanical sense, damping of a macroscopic system comes

from the transfer of energy to microscopic degrees of freedom, which, in the macro-

scopic description, give rise to noise terms, in the macroscopic equations of motion.
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The next section develops the theory of quantum stochastic differantial equations

using Born and Markov approximations giving theorethical discussion of the quantum

optical master equation.

3.2 The Master Equation Approach

In this section we derive the master equation of an open quantum system using some

approximations. As we introduced in the previous sections, Born-Markov approxima-

tion involves assuming that reservoir correlations decay rapidly compared with the

system damping time. In that case, reservoir does not change significantly with time

due to the effect of the system.

We consider the system which is described by the Hamiltonians for the system,

heat bath, and the interaction respectively.

H = HS +HR +Hint (3.10)

The total density operator for the system and reservoir, ρtot(t), in the Schrödinger

picture, satisfies the Liouville Equation

ρ̇tot = − i

h̄
[HS +HR +Hint, ρtot] (3.11)

We now eliminate the field operators and get the system operators, by using the

reduced density operator

ρ̂(t) = TrR {ρtot} (3.12)

and it is most convenient to transfrom into the interaction picture, then setting ρint(t),

density operator

ρint(t) = exp[
i

h̄
(Hsys +HR)t]ρtot(t)exp[−

i

h̄
(Hsys +HR)t] (3.13)

obeys the interaction picture equation of motion

ρ̇I(t) = − i

h̄
[Hint, ρI(t)] (3.14)
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where we also transformed the Hamiltonian as

Hint(t) = exp[
i

h̄
(Hsys +HR)t]Hintexp[−

i

h̄
(Hsys +HR)t] (3.15)

As an initial codition, we assume that the system and the bath are initially indepen-

dent, so that the total density operator factorizes into a direct product

ρtot(0) = ρ̂(0) ⊗ ρR (3.16)

And we can also say that reservoir is so large that its statistical properties are unaf-

fected by the weak coupling to the system.

We now return the equation of motion and integrate from 0 to t∫ t

0

dtρ̇I(t) = −
∫ t

0

dt
i

h̄
[Hint, ρI(t)] (3.17)

subject to initial conditions we write

ρI(t) = ρI(0) − i

h̄

∫ t

0

dt′[Hint(t), ρI(0)] (3.18)

and iterating as taking derivative with respect to t and replacing d
dt

→ [HInt(t), ]

yields

ρ̇I(t) =
i

h̄
[Hint(t), ρI(0)] (3.19)

− 1

h̄2

∫ t

0

dt′TrB {[Hint(t), [Hint(t
′), ρI(t

′)]}

Next step is defining reduced density operator in the interaction picture

ρ̂I(t) = exp[− i

h̄
Hsyst]ρ(t)exp[

i

h̄
Hsyst] (3.20)

where we can obtain

ρ(t) ≡ TrR {ρI} (3.21)

using this expression yields

ρ̇I(t) = − 1

h̄2

∫ t

0

dt′TrR {[HInt(t), [HInt(t
′), ρI(t

′)]} (3.22)
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where we assumed with considering initial condition

TrR {Hint(t)ρI} = 0 (3.23)

and

ρI(0) = ρtot(0) = ρ̂(0) ⊗ ρ̂B (3.24)

Born Approximation, we now consider the weak coupling case via assuming that Hint

is very much less than either HR or Hsys, and the reservoir density operator is not

significantly affected by the interaction. In this case, we may write

ρI(t
′) ≈ ρ(t′) ⊗ ρR (3.25)

and it is straightforward to see that, the bath density operator is not significantly

changed by the interaction. However we have alloved that the system density oper-

ator to change sgnificantly, and we also know that system is much smaller than the

reservoir, hence the fractional effect of the interaction is much bigger on the system.

Using the weak coupling assumption, we can reduce the (23) to an equation

ρ̇(t) = − 1

h̄2

∫ t

0

dt′TrR {[Hint(t), [Hint(t
′), ρI(t

′) ⊗ ρR]} . (3.26)

Markov Approximation, since the interaction is assumed weak, the rate of change

of the interaction picture system density operator will be quite slow compared to that

of the bath operators, which will var on a time scale determined by HR. In fact, bath

correlation functions are generally determined by the choice of ρR which are much

shorter than the typical time constant expected from ρ(t). In this case, we can say

that ρ(t′) changes insignificantly over the time and setting ρ(t′) → ρ(t) and due to fact

that t �thermal correlation time, we can let the lower limit of the time integral go

to −∞. Finally we get the master equation:

ρ̇I(t) = − 1

h̄2

∫ t

0

dt′TrR {[Hint(t), [Hint(t− τ), ρI(t) ⊗ ρR]} (3.27)

The approximation, ρ(t′) → ρ(t) is called the Markov approximation and this means

that the knowledge of ρ(t) at one point in time t = t0 is sufficient to determine ρ(t) for
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all t > t0. The Markov property is a highly desirable property from the mathematical

point of view, because whole structure of measurement theory can be built around it

in a compact way.

3.2.1 The Master Equation for Two-Level Systems

In this subsection, we introduce the master equation for two level system. Master

equation approach allows us to take the effect of the applied field (the Rabi oscilla-

tions) and the effect of spontaneous emission. Master equations are the main quantum

optical tool to predict the time evolution of electromagnetically driven systems un-

dergoing spontaneous emission. They are especially suited to calculate expectation

values, whose calculation would otherwise require an averaging over all the possible

trajectories of the system. However, before we can write down the master equations

for two level system, we have to introduce the density matrix operator ρ. The main

motivation for the introduction of this operator is, that it allows us to calculate the

probability to find the atom at a time t in the excited state or the probability density

for a photon emission at a time t without having to know anything else. As an simple

example for master equation aprocah we now discuss simple two level atom in a free

space. Such a system has two stationary energy levels, denoted by Ea = h̄ωa (upper

level) and Eb = h̄ωb (lower level). the wave functions of these two levels are denoted

by the state vectors | a〉 (upper state) and | b〉 (lower state). These state vectors are

normalized as

〈a | a〉 = 〈b | b〉 = 1 (3.28)

〈a | b〉 = 〈b | a〉 = 0

and the completeness of the basis requires

〈a | a〉 + 〈b | b〉 (3.29)

In general, any state vector, wave function, of the two level system can be written in

the form,

| ψ〉 = Ca | a〉 + Cb | b〉 (3.30)
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Here Ca and Cb are the probability amplitudes of finding the system in states, | a〉

and | b〉, respectively. The total Hamiltonian is,

H = H0 +Hint (3.31)

where H0 is the free part and given by

H0 = h̄ωa〈a | a〉 + h̄ωb〈b | b〉 (3.32)

In this case, we consider a particular case where two level system is free, Hint = 0.

In this case the Schrödinger equation is,

ih̄
d

dt
|ψ〉 = H0 | ψ〉 (3.33)

= (h̄ωa〈a | a〉 + h̄ωb〈b | b〉)|ψ〉

which has a solution like

| ψ〉 = Ca(t) | a〉 + Cb(t) | b〉 (3.34)

= e−iωatCa(0) | a〉 + e−iωbtCb(0) | b〉

then we introduce the density operator

ρ =| ψ〉〈ψ | (3.35)

and we derive the evolution equation for the density operator ρ

d

dt
ρ =

d

dt
| ψ〉〈ψ | (3.36)

= (
d

dt
| ψ〉)〈ψ|+ | ψ〉( d

dt
〈ψ |)

=
1

ih̄
H | ψ〉〈ψ | − 1

ih̄
| ψ〉〈ψ | H

=
1

ih̄
[H, ρ]

which is a master equation for a two level atom in a free space where Hint = 0. In

case of two-level atom in a cavity we use the general form of the master equation to
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evaluate the time evolution of the density matrices. Interaction Hamiltonian is now

given

Hint = h̄g(âσ̂+ + â†σ̂−) (3.37)

= h̄g

 0 â

â† 0


and the initial state

ρ̂af (t) = ρ̂f ⊗

 ρaa 0

0 ρbb


=

 ρaaρ̂f 0

0 ρbbρ̂f


Iterative solution of the master equation can be written as

ρ̂f (t+ τ) = ρ̂f (t) +
τ

ih̄
T ratom[Hint, ρ̂af (t)] (3.38)

+
τ 2

2(ih̄)2
Tratom[Hint, [Hintiρ̂af (t)]]

and according to the Born-Markov approximation second term does not change during

a time interval τ and using the matrix representation, third term can be calculated

as

Tratom[Hint, [Hintρ̂af (t)]] = (h̄g)2(aa†ρaaρ̂f − aρbbρ̂fa
† + a†aρbbρ̂f − a†ρbbρ̂fa)

− (h̄g)2(aρbbρ̂fa
† − ρaaρ̂faa

† + a†ρaaρ̂fa− ρbbρ̂fa
†a)

and using the expression we find that

ρ̂f (t+ τ)] = ρ̂f (t) +
1

2
(gτ)2[(aa†ρf − 2a†ρfa+ ρfaa

†)ρaa (3.39)

+ (a†aρf − 2aρfa
† + ρfa

†a)ρbb]

If r atoms injected per second, the change in ρ̂f (t) should be multiplied by rτ . Then

d

dt
ρ =

rτ [ρ̂f (t+ τ) − ρ̂f (t)]

τ
(3.40)

= −1

2
Ra[aa

†ρf − 2a†ρfa+ ρfaa
†] − 1

2
Rb[a

†aρf − 2aρfa
† + ρfa

†a]



Chapter 3: Open Quantum Systems 20

where Ra = rρaa(gτ)
2 is the photon emission rate per second and Rb = rρbb(gτ)

2 is

the photon absorbtion rate per second and the equation called the master equation

for the two level atom in a cavity. There are many examples, where a more detailed

analysis of the time evolution of a system, using the master equations. In general, the

description of any quantum optical system with more than two levels or involving a

more complex, time dependent Hamiltonian requires a solution of the corresponding

master equations.

3.3 Quantum Regression Theorem and Fluctuation-Dissipation Theo-

rem

We discuss here the evolution of the quantum regression theorem and the fluctuation-

dissipation theorem with considering the both classical and quantum mechanical point

of view and provide examples to show the power of these theorems. Then we discuss

the two-level system density matrices using the both quantum regression theorem

and the fluctuation-dissipation theorem and relate with the quantum optics with

discussing the second-order corellation function and the concept of the photon anti-

bunching.

3.3.1 Quantum Regression Theorem

Linear systems are always particular interest in physics due to their simplicity. It

is often the case that the equations of motion for the means of certain operators

are linear. It was shown by Lax [33] that it is often possible to express multi-time

correlation functions of certain quantum mechanical operators in terms of single time

expectations. The result is known as the regression theorem [34].

We consider the quantum system, S, which is coupled with the reservoir, R, and

suppose that the system has a complete orthonormal set of eigenstates |Φi〉... i =

1, 2, 3... as a basis. Whether these eigenstates are discrete or continuous, we will here

treat as discrete for the simplicity. The density operator picture spans the Hilbert
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space of S and R and reduced density operators ρ̂S and ρ̂R can be derived as

ρ̂S(t) = TrRρ̂(t) (3.41)

ρ̂R(t) = TrS ρ̂(t) (3.42)

In particular, ρ̂S(t) can be given in terms of the basis |Φi〉 in the form

ρ̂S(t) =
∑
ij

ρij(t)|Φi〉〈Φj| (3.43)

where

ρij(t) = Tr[ρ̂(t)|Φj〉〈Φi|] (3.44)

= 〈Φi|ρ̂S(t)|Φj〉

Time evolution of the density operator ρ̂(t) is governed by the unitary time evo-

lution operator Û(t, t0), such that

ρ̂(t) = Û(t, t0)ρ̂(t0)Û
†(t, t0) (t ≥ t0) (3.45)

and as an assumption we take the system and reservoir are uncoupled at the initial

time t0

ρ̂(t0) = ρ̂R(t0) × ρ̂S(t0) (3.46)

We can now determine the ρij(t) such as

ρij(t) = Tr[Û(t, t0)ρ̂(t0)Û
†(t, t0)|Φi〉〈Φj|] (3.47)

= Tr[Û(t, t0)ρ̂R(t0)ρ̂S(t0)Û
†(t, t0)|Φi〉〈Φj|]

= Tr[Û †(t, t0)|Φi〉〈Φj|Û(t, t0)ρ̂R(t0)ρ̂S(t0)]

Now, making representation of the operator Û †(t, t0)|Φi〉〈Φj|Û(t, t0) in the basis |Φp〉

yields

Û †(t, t0)|Φi〉〈Φj|Û(t, t0) =
∑
pq

Ĉ
(R)
ijpq(t, t0)|Φp〉〈Φq| (3.48)
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where the coefficients Ĉ
(R)
ijpq(t, t0) are c-numbers with respect to the Hilbert space, S,

but operators in the Hilbert space, R. By substituting this expression in the Eq. (3.47)

gives

ρji(t) = Tr
∑
pq

Ĉ
(R)
ijpq(t, t0)|Φp〉〈Φq|ρ̂R(t0)ρ̂S(t0) (3.49)

and according to the Eq. (3.43)

ρji(t) = Tr
∑
pq,lm

Ĉ
(R)
ijpq(t, t0)ρ̂R(t0)|Φp〉〈Φq|ρlm(t0)|Φl〉〈Φm| (3.50)

= Tr
∑
pq,lm

Ĉ
(R)
ijpq(t, t0)ρ̂R(t0)|Φp〉〈Φq|ρlm(t0)|Φl〉〈Φm|ρlm(t0)

= Tr
∑
pq

Ĉ
(R)
ijpq(t, t0)ρ̂R(t0)

∑
lm

〈Φm|ρlm(t0)|Φp〉〈Φq||Φl〉

= Tr
∑
pq

Ĉ
(R)
ijpq(t, t0)ρlm(t0)|Φp〉〈Φq|

= Tr
∑
pq

Ĉ
(R)
ijpq(t, t0)ρqp(t0)

= Tr
∑
pq

Gijpq(t, t0)ρqp(t0)

where we have written

Gijpq(t, t0) = TrRĈ
(R)
ijpq(t, t0)ρ̂R(t0) (3.51)

as the Green function for the time evolution of the system. As an example of the

regression theorem, we are going to use Green function G(t, t0) to calculate the single

time expectation value of any dynamical variable M̂ belonging to system S. Thus we

have

〈M̂(t)〉 = Tr[M̂ρ(t)] (3.52)

= TrS[M̂ρ̂S(t)]

= TrS[
∑

i

|Φi〉〈Φi|M̂
∑

j

|Φj〉〈Φj|ρ̂S(t)]

=
∑
ij

〈Φi|Φi〉〈Φi|M̂ |Φj〉〈Φj|ρ̂S(t)|Φi〉

=
∑
ij

M̂ij ρ̂ji(t)
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where Mij = 〈Φi|M |Φj〉 is the matrix representation of the M̂ . Let us use Eq. (3.43)

for ρ̂ji(t)

〈M̂(t)〉 =
∑
ij

∑
pq

M̂ijGijpq(t, t0)ρ̂qp(t0) (3.53)

The Green function Gijpq(t, t0) allows the expectation value of M̂ at any time t to be

determined.

To consider another example of the regression theorem, let L̂, M̂ , N̂ be the dy-

namical variables belonging to the system S and suppose we wish to evaluate the

multi time expectation values of 〈L̂(t0)M̂(t)N̂(t0)〉 with t ≥ t0 then since

M̂(t) = U †(t, t0)M̂(t0)Û(t, t0) (3.54)

we write that the equation and using the unit projectors yields

〈L̂(t0)M̂(t)N̂(t0)〉 = Tr[L̂(t0)M̂(t)N̂(t0)ρ̂(t0)] (3.55)

= Tr[
∑

ijklmn

L(t0)|Φk〉〈Φk|U †(t, t0)|Φi〉〈Φi|M(t0)

× |Φj〉〈Φj|U(t, t0)|Φl〉〈Φl|N(t0)|Φm〉〈Φm|ρ̂R(t0)ρ̂S(t0)|Φn〉〈Φn|]

= TrR

∑
ijklmn

Lnk〈Φk|U †(t, t0)|Φi〉Mij〈Φj|U(t, t0)|Φl〉Nlmρ̂R(t0)ρ̂mn(t0)

Finally, we use the expansion (3.48) for U †(t, t0)|Φi〉〈Φj|U(t, t0) and taking the trace

over R as in Eq. (3.51) leads the equation

〈L̂(t0)M̂(t)N̂(t0)〉 =
∑

ijklmnpq

Lnk〈Φk|Φp〉 (3.56)

× Gijpq(t, t0)〈Φq|Φl〉MijNlmρmn(t0)

=
∑

ijklmnpq

Gijpq(t, t0)LnkMij

× Nlmρ̂mn(t0)

which is called the Quantum Regression Theorem, implies that the fluctuations regress

in time like the macroscopic avareges. In the interaction is efficiently turned on at

time t0, or the coupled system is measured at that time, so that the states ρ̂S(t0)

and ρ̂R(t0) are known seperately. In this case the quantum regression theorem can be

applied to evaluate the correlation functions.
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3.3.2 The Fluctuation-Dissipation Theorem

It has been known by the work of Einstein on Brownian motion and molecular

diffusion[35], and the work of Nyquist on thermal noise in resistors[36], that there

exist a connectioning some physical systems between thermal fluctuations and the

energy dissipation produced by an external disturbance. This connection was gen-

eralized by Collen and Welton[37] and has become known as fluctuaton-dissipation

theorem. Another explanation of the theorem can be found in the Kubo’s paper [38].

As an example of classical linear dissipative system, let us consider a physical

system which has the equation of motion in the form

L
dI

dt
= −RI + ν(t) (3.57)

here L is the inductance, R is the resistor and the electromagnetic force (e.m.f.) ν(t)

induced by the thermal motion of charges in the resistor.

By definition, 〈ν(t)〉 = 0 and the Eq. (3.57) can be integrated directly and we

obtain

I(t) = I(0)e
−Rt

L +
1

L
e

−Rt
L

∫ t

0

e
Rt′
L ν(t′)dt′ (3.58)

If we calculate the mean of the each term, and make use of the fact that 〈ν(t)〉 = 0

we immediately find that

〈I(t)〉 = 〈I(0)〉e
−Rt

L (3.59)

The average current therefore tends to be zero and its intial value is not important

here. however, the mean squared current does not tend to zero, as we now show. Using

the fact that, the current I(0) at time t = 0 is not correlated with the fluctuating

with the e.m.f. ν(t) at a later time t, so that

〈I(0)ν(t)〉 = 〈I(0)〉〈ν(t)〉 = 0 (3.60)

if t>0, we then have

〈I2(t)〉 = 〈I2(0)〉e
−2Rt

L (3.61)

+
1

L2
e

−2Rt
L

∫ t

0

∫ t

0

e
R(t′+t′′)

L 〈ν(t′)ν(t′′)〉dt′dt′′
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Now 〈ν(t′)ν(t′′)〉 is the correlation function of the Johnson noise, which may be as-

sumed to be stationary at a given temperature, so we may write

〈ν(t′)ν(t′′)〉 = Γ(t′′ − t′). (3.62)

Then, the substituation of new variables as

1

2
(t′ + t′′) = t1,

t′′ − t′ = t2

we obtain t′ = t1 − t2
2
, t′′ = t1 + t2

2
and the limits of the new variables are

0 ≤ t1 ≤ t2 −→ −2t1 ≤ t2 ≤ 2t1
1

2
t ≤ t1 ≤ t −→ −2(t− t1) ≤ t2 ≤ 2(t− t1).

Finally we obtain the following formula

〈I2(t)〉 = 〈I2(0)〉e
−2Rt

L +
1

L2
e

−2Rt
L [

∫ t
2

0

dt1

∫ 2t1

−2t1

dt2e
2Rt1

L Γ(t2) (3.63)

+

∫ t

t
2

dt1

∫ 2(t−t1)

−2(t−t1)

dt2e
2Rt1

L Γ(t2)].

Now the correlation function Γ(t2) always has a limited range governed by the random

noise ν(t) and for the steady-state value of the 〈I2(t)〉, we assume t to be very large.

In this case, we approximated that∫ ∞

−∞
Γ(t2)dt2 = Φ(0) (3.64)

where

Φ(ω) =

∫ ∞

−∞
Γ(t2)e

iωt2dt2 (3.65)

is the spectral density of the Johnson noise. Then the equation simplifies to

〈I2(t)〉 = 〈I2(0)〉e
−2Rt

L (3.66)

+
1

L2
e

−2Rt
L

∫ t

0

e
2Rt1

L Φ(0)dt1

= 〈I2(0)〉e
−2Rt

L +
1

2RL
(1 − e

−2Rt
L )Φ(0).
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This reduces to

〈I2〉 =
1

2RL
Φ(0) (3.67)

for t → ∞. Now 1
2
〈I2〉 is the average energy stored in the inductance through the

magnetic fields, and from the equipartition law it is equal to 1
2
kBT where kB is the

Boltzman constant. Then the last equation can be written in the form

Φ(0) = 2kBTR (3.68)

which makes the connection between the magnitude of the voltage fluctuations Φ(0)

and with the dissipation in the system represented by the resistance R.

Another example of a quantum system that obeys the fluctuation dissipation the-

orem is quantum noise in the quantum Langevin processes. Let the quantum system,

S, in the form of a harmonic oscillator at frequency ω0, couple to a large number of

reservoir, R, oscillators of various frequencies ω. The reservoir is so large that its

state is not very much affected by the coupling to the system. We take the energy of

coupled system and reservoir to be

Ĥ = h̄ω0(â
†â+

1

2
) +

∑
ω

h̄ω[Â†(ω)Â(ω) +
1

2
] (3.69)

+
∑

ω

h̄[g(ω)â†Â(ω) + g∗(ω)Â†(ω)â]

in which â, Â(ω) and their conjugates are creation and annihilation operators for the

system and reservoir modes, respectively, and g(ω) is the freequency dependent cou-

pling constant. The time evolution of â(t) and Â(ω, t) is governed by the Heisenberg

equation of motion.

˙̂a = − i

h̄
[â(t), Ĥ] (3.70)

= −iω0â(t) − i
∑

ω

g(ω)Â(ω, t)

and

˙̂
A(ω, t) = − i

h̄
[Â(ω, t), Ĥ] (3.71)

= −iωÂ(ω, t) − ig∗(ω)â(t)
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integrating last equation with respect to time

˙̂
A(ω, t) =

˙̂
A(ω, 0)e−iωt − ig∗(ω)e−iωt

∫ t

o

â(t′)eiωt′dt′ (3.72)

and inserting into the Eq. (3.70) yields

˙̂a(t) = −iω0â(t) − i
∑

ω

g(ω)Â(ω, 0)e−iωt (3.73)

−
∫ t

o

∑
ω

|g(ω)|2e−iω(t′−t)â(t′)dt′

If the reservoir oscillators are densely distributed, we can approximate the sum on ω

by an integral. Then we may write the last term as

=

∫ t

0

dt′
∫ ∞

0

dωη(ω)|g(ω)|2e−iω(t′−t)â(t′) (3.74)

where η(ω)δ(ω) is the number of oscillators within the width of δ(ω) Substituting

ω = ω0 + ω′ and t− t′ = τ makes the last term∫ t

0

dτ

∫ ∞

−∞
dω′η(ω0 + ω′)|g(ω0 + ω′)|2e−iω′τa(t− τ)e−iω0τ (3.75)

and the combination a(t− τ)e−iω0τ is a slowly varying function of τ . By the Wiener-

Khintchine theorem the ω′-integral gives

1

2π

∫ ∞

−ω0

η(ω0 + ω′)|g(ω0 + ω′)|2e−iω′τdω′ = Γ(τ) (3.76)

which plays the role of a memory function for the reservoir. the memory or correlation

time is determined by the spectral width of η(ω0 + ω′)|g(ω0 + ω′)|2 and this memory

is very short if the frequency spread is great. In this case we may approximate that

Γ(τ) =
1

2π

∫ ∞

−∞
η(ω0 + ω′)|g(ω0 + ω′)|2e−iω′τdω (3.77)

≈ η(ω0)|g(ω0)|2
1

2π

∫ ∞

−∞
e−iω′τdω′

≈ η(ω0)|g(ω0)|2δ(τ)

so Γ(τ) reduces to a δ(τ) function in the sense of Markov approximation. With the

help of Eq. (3.76) we write the Eq. (3.75) as∫ t

o

∑
ω

|g(ω)|2eiωt′−tâ(t′)dt′ = 2π

∫ t

0

Γ(t)â(t− τ)e−iω0τdτ (3.78)
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in which Γ(τ) is a strongly peaked (δ(τ)− likefunction) whereas â(t− τ)e−iω0τ varies

slowly with τ so we may approximate that∫ t

o

∑
ω

|g(ω)|2eiωt′−tâ(t′)dt′ = 2πâ(t)

∫ t

0

Γ(τ)dτ (3.79)

= πâ(t)η(ω0)|g(ω0)|2

and setting

πη(ω0)|g(ω0)|2 = κ (3.80)

which has the dimension of frequency or rate, Eq. (3.75) becomes

˙̂a(t) = (−iω0 − κ)â(t) − F̂ (t) (3.81)

where

F̂ (t) = i
∑

ω

g(ω)Â(ω, 0)eiω0t (3.82)

This equation of motion for â(t) has precisely the form of Langevin equation with

damping κ and F̂ (t) describes a form of quantum noise. In this case, the spectral

density function of the quantum noise determines the damping of the system, which

is another example of the fluctuation-dissipation theorem.

3.3.3 Two-Level System With Little Dephasing

In this section, a general discussion of using quantum regression theorem and the

fluctuation-dissipation theorem is given by introducing the two-level system. We

describe the two-level system as in Figure3.1 that has spontenous emission, with the

Hamiltonian

Ĥ = h̄ωegσ̂ee + h̄ωLâ
†â+

∑
k

h̄ωkâ
†â+

∑
k

h̄gk(â
†
kσ̂ge + σ̂egâk) (3.83)

+ h̄g(â†σge + σegâk)

where â and â† are creation and annihilation operators while σ̂ge = |g〉〈e| and σ̂eg =

|e〉〈g| are atomic projector operators. gk and g correspond to the coupling between
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Figure 3.1: Two level system with little dephasing

the two-level emitter and the vacuum mode k, and the laser field, respectively. To

discuss the properties of the two-level atom, we use the Liouville equation, that we

can introduce couplings with a reservoir like the decay of the atomic levels due to

sponteneous emission. We write the Liouville equation as

˙̂ρ = −i i
h̄

[Ĥ, ρ̂] − 1

2
{Γ̂, ρ̂} (3.84)

where 〈i|Γ̂|j〉 = γiδij back to the two-level atom, we write Hamiltonian in this way,

Ĥ = H0 +H ′

where

Ĥ0 →

 Eg 0

0 Ee


and

Ĥ ′ → −
−→
deg

−→
E0

 0 1

1 0


Using this Hamiltonian for the Liouville equation, we get the time evolution ex-
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pression for the density matrix elements in the following set of equations

ρ̇gg = −γgρgg + − i

2
ΩL(ρge − ρeg) (3.85)

ρ̇ee = −γeρee + − i

2
ΩL(ρge − ρeg)

ρ̇ge = (iω0 − γg)ρgg + − i

2
ΩL(ρee − ρgg)

called Optical Bloch equations of the system. Then to consider the fluctuations

terms as a result of the dissipation induced by the spontaneous emission we use the

Hamiltonian given Eq. (3.83) and Liouville equation

˙̂σ = − i

h̄
[σ̂, Ĥ]

we found the time evolution of the density matrices of the given two-level system as

σ̂ee = σ̂ee(
∑

k

h̄gkâ
†
k + h̄a†) − (

∑
k

h̄gkâk + h̄ga)σ̂ge (3.86)

σ̂gg = σ̂ge(
∑

k

h̄gkâk + h̄ga) − σ̂gg(
∑

k

h̄gkâ
†
k + h̄a†)

σ̂eg = (
∑

k

h̄gkâk + h̄ga)(σ̂ee − σ̂g)

then f(t), g(t) and Γspon are calculated as a same procedure given in the previous

section

f(t) = −i
∑

k

gkâk(0)(σ̂gg(t) − σ̂gg(t) − σ̂gg(t))e
−i(ωk−ωl)t (3.87)

g(t) = i
∑

k

gkâ
†
k(0)σ̂ge(t)e

i(ωk−ωl)t − i
∑

k

gkσ̂eg(t)âk(0)e−i(ωk−ωl)t

Γspon

2
=

∑
k

g2
k

∫ t

−∞
dt′e−i(ωk−ωl)(t−t′)

then we write the time evolution of the system operators as

d

dt


σ̂eg(t)

σ̂ee(t) − σ̂gg(t)

σ̂ge(t)

 =


i∆ω − γtot −iΩl

2
0

−iΩl −Γspon iΩL

0 iΩl

2
−i∆ω − γtot

 (3.88)

×


σ̂eg(t)

σ̂ee(t) − σ̂gg(t)

σ̂ge(t)

 +


f †(t)

2g(t) − Γspon

f(t)
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where ∆ω = ωeg − ωL, γtot = Γspon
2

+ γdeph and h̄ΩL = 2h̄g = 2〈e−→r
−→
D〉 denote laser

detuning, coherence dephasing rate, and the Rabi frequency respectively. Eq. (3.88)

reduces to the Bloch equation when the average over the dissipative modes taken,

using 〈f(t)〉 = 〈g(t)〉 = 0 we get the Eq. (3.85).

Then the unnormalized second order correlation function G2(τ) = 〈σ̂eg(t
′)σ̂ee(t

′ +

τ)σ̂ge(t
′) can be obtained from Eq. (3.88) by multiplying with σ̂eg(t

′) from left and

σ̂ge(t
′) from right, and taking the average over all dissipative modes. Quantum re-

gression theorem reveals 〈σ̂eg(t
′)f(t)σ̂ge(t

′)〉 = 〈σ̂eg(t
′)g(t)σ̂ge(t

′)〉 = 0. Introducing

the variable τ = t− t′, the equations becomes

d

dt


Ĝeg(τ)

Ĝee(τ) − Ĝgg(τ)

Ĝge(τ)

 =


i∆ω − γtot −iΩl

2
0

−iΩl −Γspon iΩL

0 iΩl

2
−i∆ω − γtot

 (3.89)

×


Ĝeg(τ)

Ĝee(τ) − Ĝgg(τ)

Ĝge(τ)

 +


0

−Γspon〈σ̂ee(t
′)〉

0


in the above equations

Ĝeg(τ) = 〈σ̂eg(t
′)σ̂eg(t)σ̂ge(t

′)〉 (3.90)

Ĝee(τ) − Ĝgg(τ) = 〈σ̂eg(t
′)(σ̂ee(t) − σ̂gg(t))σ̂ge(t

′)〉

Ĝge(τ) = 〈σ̂eg(t
′)σ̂ge(t)σ̂ge(t

′)〉

Assuming that the correlation functions are calculated when system reached its steady

state, we can find the initial values of the equations at t = t′

Ĝeg(τ = 0) = 〈σ̂ee(t
′)〉 (3.91)

Ĝee(τ) − Ĝgg(τ) = 0

Ĝge(τ) = 0

and using the relation that

〈σ̂ee(t)〉 + 〈σ̂gg(t)〉 = 1 (3.92)

⇒ Ĝee(τ) + Ĝgg(τ) = 〈σ̂ee(t
′)〉



Chapter 3: Open Quantum Systems 32

and the solution of the Ĝee(τ) − Ĝgg(τ) second order correlation function can be

calculated as [17]

G2(τ) = Ĝee(τ) = 〈σ̂eg(t
′)σ̂ee(t

′ + τ)σ̂ge(t
′)〉 (3.93)

We now discuss the physical meaning of the correlation functions. The first-order

correlation function is required for calculating the spectrum of the field. The second-

order correlation function gives information about the photon statistics and describes

photon bunching or antibunching. For the two-level system in which the dephasing

rates much larger than the Rabi frequency, we write the Obtical Bloch equations as,

d

dt

 〈σ̂ee(t)〉

〈σ̂gg(t)〉

 =

 −Γspon − Ω2
L

γtot

Ω2
L

γtot

Γspon +
Ω2

L

γtot
− Ω2

L

γtot

 〈σ̂ee(t)〉

〈σ̂gg(t)〉

 (3.94)

Finally we get the G2(τ) as

d

dt
G2(τ) = −(Γspon +

Ω2
L

γtot

)G2(τ) + (
Ω2

L

2γtot

)〈σ̂ee(t)〉 (3.95)

substituting 〈σ̂ee(t)〉 = 〈σ̂ee(t)〉ss = Ω2
L/2γtotΓspon +

Ω2
L

γtot
solving for the initial condi-

tion G2(τ = 0) = 0 the normalized second order correlation function is found as

g2(τ) = 1 − e
−(Γspon+

Ω2
L

γtot
)τ

(3.96)

and means that a relative detection probability of a photon at time τ given that

another photon detection has occured at time 0. In this case, at τ = 0 the detection

of one photon sets the atom in its ground state, and a second photon cannot be

detected until the atom has been reexcited so we just predicted that the probability for

detecting two photons is just the probability for detecting the first photon, multiplied

by the probability for deteccting second photon at time t = τ , given that the atom

was in its ground state at t = 0.

3.4 General Lindblad form of the Master Equation

Dissipative processes imply irreversibility, which means a preferred direction in time.

Therefore, it is generally thought that a rigorous introduction of dissipation into a
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quantum system can be done using quantum dynamical semigroups and most general

form of these semigroups given by Lindblad. In quantum optics, master equation in

the Lindblad form is the most general type of Markovian master equation describing

non-unitary evolution of the density matrix ρ that is trace preserving and completely

positive for any initial condition. According to the theory of Lindblad[45], the most

general quantum Markovian master equation for the density operator ρ has the fol-

lowing form:

ρ̇ = − i

h̄
[H, ρ] +

∑
n,m

hn,m(−ρL†
mLn − L†

mLnρ+ 2LnρL
†
m) (3.97)

where H is a Hamiltonian of the system and Lm are the arbitrary operators on the

Hilbert space and hn,m are constants which determine the dynamics of the system.

Here hn,m must be positive to guarantee that the master equation is trace preserving

and positive. The terms −L†
mLnρ and −ρL†

mLn in the Lindblad form of the master

equation describe the loss of population from the current states, LnρL
†
m term describe

the gain of population. In this section we described Lindblad type of master equation

which will have essential role of quantum trajectory approach that we will discuss

later. As a preperation of next discussions it is usefull here to derive the master

equation for the reduced density operator

ρ̇ = Lρ(t) (3.98)

where L is generally called Liouvillian or superoperator.
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Chapter 4

ANALYTICAL INVESTIGATIONS OF THE MASTER

EQUATION

After analyzing two-level systems we now move on to three level systems for semi-

classical and fully quantum mechanical poin of views. Two level systems well known

in physics for spontaneous and stimulated emissions, Rabi oscillations, superradiance

etc. Three level systems become interesting for their quantum optical effects such as

electromagnetically induced transparency, coherent population traping etc. In this

section we will discuss the analytical invesitigation of the master equation under the

special case of three level atoms.

We also investigate here the generation and evolution of continuous-variable en-

tanglement for an incoherently pumped single-atom cavity electrodynamics system.

Continuous-variable entanglement is important for quantum information theory due

to the simplicity and high efficiency in the generation, manipulation and detection

of optical states. It is shown that the intensity of the driving field can influence

effectively the entanglement between two cavity modes.

4.1 Microwave-driven Λ-type Three Level Atom

We first consider a typical problem for a two level system with a small state space

to illustrate how equations of motions derived. Suppose that a three-level atom in

a lambda configuration is deriven by Microwave as shown in Figure 4.1. In order to

include the effects of spontaneous emission, a master equation for the density matrix

required.
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Figure 4.1: Schematic diagram of the three-level atomic system in a Λ configuation
trapped in a doubly resonant cavity

4.1.1 Model and the Master Equation

Single three-level atom trapped in a doubly resonant cavity and the atoms are pumped

in the upper level |3〉 by an incoherent pump at rate ra. Two non-degenerate cavity

modes, ν1 and ν2, independently interact with the dipole allowed transitions |3〉 ↔ |1〉

(with resonance frequencies ω32) and |3〉 ↔ |2〉 (with resonance frequencies ω32), re-

spectively, which are treated full quantum mechanically for the corresponding coupling

constants g1 and g2. Electric-dipole forbidden transition, |2〉 ↔ |1〉, can be induced

by applying strong external magnetic field for a magnetic-dipole allowed transition,

which can be treated semiclassically in the orders of the Rabi frequency [39][40][41].

In the Schrödinger picture, (h̄ = 1)

H0 =
∑
i=2,3

ωi|i〉〈i| (4.1)

HS
int = −(Ωme

−iωmt|2〉〈1| + h.c.) + (g1a1|3〉〈1| + g2a2|3〉〈2| + h.c)



Chapter 4: Analytical Investigations of the Master Equation 36

turning into the interaction picture yields

|2〉 = c2 = c̃2e
−iωmt

〈1| = c1 = c̃1e
iωmt

and setting ωm = ω2 − ω1, we get the first term of the interaction Hamiltonian as

Ωme
−iωmtc2c

†
1 = Ωme

−i(ω2−ω1)tc2e
iω2tc†1e

−iω1t

= Ωmc2c
†
1

= Ωm|2〉〈1|

to use the same method we now write

a1 = ã1e
−iν1t

|3〉 = c3 = c̃3e
−iω3t

〈1| = c1 = c̃1e
−iω1t

and the second term of the interaction Hamiltonian is

g1a1|3〉〈1| = g1a1e
−iν1tc3e

iω3tc†1e
−iω1t

= g1a1e
ν1+ω1−iω3)tc3c

†1

= g1a1|3〉〈1|

and the third term can be found same as the others, so

g2a2|3〉〈2| → g2a2|3〉〈2|

finally interaction Hamiltonian in the Rotating Wave Approximation takes the form

Hint = −(Ωm|2〉〈1| + h.c.) + (g1a1|3〉〈1| + g2a2|3〉〈2| + h.c.) (4.2)

where h.c. means the Hermitian conjugate. Here state |1〉 is the ground state and for

the sake of simplicity we assumed ω1 = 0. a1 and a2 are annihilation operators for

the two non-degenerate modes of the cavity field, with frequencies ν1 and ν2. g1 and
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g2 are the atom-field coupling constants for the transitions |3〉 ↔ |1〉 and |3〉 ↔ |2〉,

respectively. Ωm = |Ωm|e−iφ denotes the Rabi frequency of the classical field with the

frequency ωm = ω2 − ω1 at the resonance with the transition |2〉 ↔ |1〉. Here φ is the

phase of the applied classical field. Using the density matrix formalism, the reduced

density equations of the cavity field ρ̂f can be obtained by taking a trace over the

atom

ρ̇f = − i

h̄
T ratom[Hint, ρa−f ] (4.3)

where

Hint =


0 −Ω∗

m g1a
†
1

−Ωm 0 g2a
†
2

g1a1 g2a2 0

 (4.4)

ρa−f =


ρ11 ρ12 ρ13

ρ21 ρ22 ρ23

ρ31 ρ32 ρ33

 (4.5)

then calculating diagonal elements of the commutation relation betweenHint and ρa−f

and trace over the atom parameters yields,

[Hint, ρa−f ] =


−ρ12Ωm + ρ13g1a1 − −

− −ρ21Ω
∗
m + ρ23g2a2 −

− − ρ31g1a
†
1 + ρ32g2a

†
2

 (4.6)

= −Ω∗ρ21 + g1a
†
1ρ31 + ρ12Ωm − ρ13g1a1 − Ωmρ12 + g2a

†
2ρ32 + ρ21Ω

∗
m

− ρ23g2a2 + g1a1ρ13 + g2a2ρ23 − ρ31g1a
†
1 − ρ32g2a

†
2

= g1(a
†
1ρ31 − ρ13a1 + a1ρ13 − ρ31a

†
1) + g2(a

†
2ρ32 − ρ32a2 + a2ρ23 − ρ32a

†
2)

= g1{[a†1, ρ31] + [a1, ρ13]} + g2{[a†2, ρ32] + [a2, ρ23]}

ρ̇f = −ig1[a
†
1, ρ31] − ig1[a

†
2, ρ32] + h.c.

where ρa−f is the full atom-field density operator ρ31 = 〈3|ρa−f |1〉, ρ32 = 〈3|ρa−f |1〉.

According to the standart methods of laser theory in [22], to evaluate ρ31 and ρ32,

using the same expressions as above and the relaxation matrix 〈n|Γ|m〉 = γnδnm,
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which is

Γ =


γ1 0 0

0 γ2 0

0 0 γ3

 (4.7)

Then the Liouville equation takes the form of

ρ̇ = − i

h̄
[Hint, ρ] −

1

2
{Γ, ρ} (4.8)

where {Γ, ρ} = Γρ+ ρΓ. Finally we find the matrix elements of the [Hint, ρ] term

b11 = −Ω∗
mρ21 + g1a

†
1ρ31 + ρ12Ωm − ρ13g1a1

b12 = −Ω∗
mρ22 + g1a

†
1ρ32 + ρ11Ω

∗
m − ρ13g2a2

b13 = −Ω∗
mρ23 + g1a

†
1ρ33 + ρ11g1a

†
1 − ρ12g2a

†
2

b21 = −Ωmρ11 + g2a
†
2ρ31 + ρ22Ωm − ρ23g1a1

b22 = −Ωmρ12 + g2a
†
2ρ32 + ρ21Ω

∗
m − ρ23g2a2

b23 = −Ωmρ13 + g2a
†
2ρ33 − ρ21g1a

†
1 − ρ22g2a

†
2

b31 = g1a1ρ11 + g2a2ρ21 + ρ32Ωm − ρ33g1a1

b32 = g1a1ρ12 + g2a2ρ22 + ρ32Ω
∗
m − ρ33g2a2

b33 = g1a1ρ13 + g2a2ρ23 − ρ31g1a
†
1 − ρ32g2a

†
2

and the second term {Γ, ρ} can be calculated as

{Γ, ρ} =


2γ1ρ11 (γ1 + γ2)ρ12 γ1ρ13

(γ1 + γ2)ρ21 γ2ρ22 (γ2 + γ3)ρ23

(γ1 + γ3)ρ31 (γ2 + γ3)ρ32 2γ3ρ33

 .

Then using the Liouville equation we find the density matrices, diagonal terms

ρ̇11 = −γ1ρ11 + iΩ∗
mρ21 − ig1a

†
1ρ31 − iΩmρ12 + iρ13g1a1

ρ̇22 = −γ2ρ22 + iΩmρ12 − ig2a
†
2ρ32 − iρ21Ω

∗
m + iρ23g2a2

ρ̇33 = −γ3ρ33 − ig1a1ρ13 − ig2a2ρ23 + iρ31g1a
†
1 + iρ32g2a

†
2



Chapter 4: Analytical Investigations of the Master Equation 39

and using the ρ∗21 = ρ12, ρ
∗
32 = ρ23, and ρ∗31 = ρ13 relations we find the other terms.

Then we have the equations for density matrices in the following form

ρ̇31 = −γ3

2
ρ31 − ig1a1ρ11 − ig2a2ρ21 − iρ32Ωm + iρ33g1a1

ρ̇32 = −γ2

2
ρ32 − ig1a1ρ12 − ig2a2ρ22 − iρ32Ω

∗
m + iρ33g2a2

The terms including g1 and g2 atom-field coupling constants, relatively smaller than

the Ωm Rabi frequency terms, in this case setting the small terms as a zeroth-order

density matrices as

ρ̇31 = −γ3

2
ρ31 − ig1a1ρ

(0)
11 − ig2a2ρ

(0)
21 − iρ32Ωm + iρ

(0)
33 g1a1 (4.9)

ρ̇32 = −γ2

2
ρ32 − ig1a1ρ

(0)
12 − ig2a2ρ

(0)
22 − iρ32Ω

∗
m + iρ

(0)
33 g2a2

and the corresponding zeroth-order equations, ρ
(0)
ij ,

ρ̇
(0)
22 = −γ32ρ

(0)
33 + iΩmρ

(0)
12 − iΩ∗

mρ
(0)
21 (4.10)

ρ̇
(0)
33 = −γ3ρ

(0)
33 + raρf

ρ̇
(0)
21 = iΩmρ

(0)
11 − iρ

(0)
22 Ωm

ρ̇
(0)
11 = (γ3 − γ32)ρ

(0)
33 + iΩ∗

mρ
(0)
21 − iΩmρ

(0)
12 − raρf

This set of equations can be solved, for example, by first writing in the matrix form,

Ṙ = −MR + A (4.11)

with

ρ̇(0)
22

ρ̇(0)
33

ρ̇(0)
21

ρ̇(0)
12

ρ̇(0)
11


=



0 γ32 (iΩ)∗ (iΩ) 0

0 −γ3 0 0 0

−(iΩ) 0 0 0 (iΩ)

(iΩ)∗ 0 0 0 (−iΩ)∗

0 (γ3 − γ32) (−iΩ)∗ (−iΩ) 0





ρ(0)
22

ρ(0)
33

ρ(0)
21

ρ(0)
12

ρ(0)
11


(4.12)

and then integrating

R(t) =

∫ t

−∞
e−M(t−t′)Adt′ (4.13)

= M−1A
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yield the solution such as

0

− raρf

γ3

0

raρf iΩ∗

iΩ(−iΩ)∗+iΩiΩ∗ +
raρf (γ32((−iΩ)∗+iΩ∗)−γ3iΩ∗)

iΩγ3((−iΩ)∗+iΩ∗)

0


(4.14)

then using in the Eq. (4.9), we get two coupled equation,

ρ̇31 = −γ3

2
ρ31 − ig1a1(0) − ig2a2(0) − iρ32Ωm + i(

rag1a1ρf

γ3

)g1a1 (4.15)

ρ̇32 = −γ2

2
ρ32 − ig1a1(

−g1a1raρfγ32(Ω)∗

γ3(Ω)∗Ω

− iraρfg2a2

γ3

) − ig2a2(0) − iρ32Ω
∗
m + i(

rag1a1ρf

γ3

)g2a2 (4.16)

using the same method for the solution, as we introduced as,

M−1A =

 2ρf (a1g1(γ3ira−2iraγ32)−2iΩa2g2ira)

γ3
3+4iΩiΩ∗γ3

2ρf (iΩa2g2γ3ira+a1g1(iraγ3γ32+2iΩiraiΩ∗))

iΩγ3(γ2
3+4iΩiΩ∗)


Finally, we get the expressions for the density matrices that we need to use in Eq. (4.6)

ρ̇31 =
2iγ3raρfa1g1 − 4iraγ32ρfa1g1 + 4Ωraρfa2g2

γ2
3(γ3 − 4|Ω|2)

(4.17)

ρ̇32 =
2iγ3Ωraρfa2g2 + 2raγ3γ32ρfa1g1 + 4ira|Ω|2ρfa1g1

Ωγ3(γ2
3 − 4|Ω|2)

(4.18)

and

ρ̇13 =
−2iγ3raρfa

†
1g1 + 4iraγ32ρfa

†
1g1 + 4Ωraρfa

†
2g2

γ2
3(γ3 − 4|Ω|2)

(4.19)

ρ̇23 =
−2iγ3Ω

∗raρfa
†
2g2 + 2raγ3γ32ρfa

†
1g1 − 4ira|Ω|2ρfa

†
1g1

Ω∗γ3(γ2
3 − 4|Ω|2)

(4.20)

Finally, the equation of motion for the field density matrix ρf , master equation, can
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be written as

ρ̇f = [α11(a
†
1a1ρf − a1ρfa

†
1) + β11(a

†
1ρfa1 − ρfa1a

†
1) (4.21)

+ α22(a
†
2a2ρf − a2ρfa

†
2) + β22(a

†
2ρfa2 − ρfa2a

†
2)

+ α12(a
†
1a2ρf − a2ρfa

†
1) + α21(a

†
2a1ρf − a1ρfa

†
2)

+ β12(a
†
1ρfa2 − ρfa2a

†
1) + β21(a

†
2ρfa1 − ρfa1a

†
2) + h.c.]

− κ1(a
†
1a1ρf + ρfa

†
1a1 − 2a1ρfa

†
1)

− κ2(a
†
2a2ρf + ρfa

†
2a2 − 2a2ρfa

†
2)

The coefficients αij and βij (i, j = 1, 2) are given in the Appendix A.

4.1.2 Quantum Entanglement Analysis of the System

Before studying the entanglement property of the two field modes based on our model

[47], we recall that formally a system is entangled if it is nonseperable; i.e. the density

operator for the state ρf cannot be written as a convex combination of product states

ρf =
∑

j

pjρ
(1)
j ⊗ ρ

(2)
j (4.22)

with pj ≥ 0 and
∑

j pj = 1. ρ
(1)
j and ρ

(2)
j are the normalized states of two field

modes, respectively. Here, we use the simple inseperability criterion propeses in [46]

for continues variable states. The criterion is based on the calculation of the total

variance of a pair of Einstein-Podolsky-Rosen (EPR) type operators. A maximally

entangled continuous variable state can be expressed as a co-eigenstate of a pair of

EPR type operators, such as x̂1 + x̂2 and p̂1 − p̂2. To be more general, we consider

the following type of EPR-like operators:

û = |c|x̂1 +
1

c
x̂2 (4.23)

v̂ = |c|p̂1 −
1

c
p̂2 (4.24)

where we assume a is an arbitrary (nonzero) real number. For any seperable state, the

total variance of a pair of EPR-like operators with the commutators [x̂j, p̂j′ ] = iδjj′
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(j, j′ = 1, 2) statisfies the the inequaility

〈(∆û)2〉ρ + 〈(∆v̂)2〉ρ ≥ c2 +
1

c2
(4.25)

to proof this theorem, we can directly calculate the total variance of the û and v̂

operators using the decomposition of the density operator ρ, (ρ =
∑

i piρ
(1)
i1 ⊗ ρ

(2)
i2 ),

and finally get the following expression,

〈(∆û)2〉ρ + 〈(∆v̂)2〉ρ =
∑

i

pi(〈û2〉i + 〈v̂2〉i) − 〈û〉2ρ − 〈v̂〉2ρ (4.26)

=
∑

i

pi(c
2〈x̂2

1〉i +
1

c2
〈x̂2

2〉i + c2〈p̂2
1〉i +

1

c2
〈p̂2

2〉i)

+ 2
c

|c|
(
∑

i

pi〈x̂1〉i〈x̂2〉i −
∑

i

pi〈p̂1〉i〈p̂2〉i) − 〈û〉2ρ − 〈v̂〉2ρ

=
∑

i

pi(c
2〈(∆x̂1)

2〉i +
1

c2
〈(∆x̂2)

2〉i + c2〈(∆p̂1)
2〉i +

1

c2
〈(∆p̂2)

2〉i)

+
∑

i

pi〈û〉2i − (
∑

i

pi〈û〉i)2 +
∑

i

pi〈v̂〉2i − (
∑

i

pi〈v̂〉i)2

According to this criterion, a state of the system is entangled if the sum of the

quantum fluctuations of two Einstein-Podolsy-Rosen (EPR)-like operators û and v̂ of

the two modes satisfy the inequality

〈(∆û)2〉 + 〈(∆v̂)2〉 < 2 (4.27)

here

û = x̂1 + x̂2 (4.28)

v̂ = p̂1 − p̂2

Now we define inseperability parameter

λ = 2(c2〈a†1a1〉 + 〈a†2a2〉/c2 + sign(c)〈a1a2 + a†1a
†
2〉) − 〈u〉2 − 〈u〉2 (4.29)

where

c2 = [(〈a†2a2〉 − |〈a2〉|2)/(〈a†1a1〉 − |〈a1〉|2)]
1
2

sgn(c) = sgn[Re{〈a1a2〉} −Re{〈a1〉} −Re{〈a2〉} + Im{〈a1〉} + Im{〈a1〉}]
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with x̂j = (aj + a†j/
√

2) and p̂j = (aj − a†j/
√

2i) (j = 1, 2) are teh quadrature

operators for the two modes 1 and 2. for a general state, this is a sufficient criterion

for entanglement for two-mode continuous-variable Gaussian states. Finally we can

express the total variance of the operators û and v̂ in terms of the operators aj and

a†j and get

〈(∆û)2〉 + 〈(∆v̂)2〉 = 2[1 + 〈a†1a1〉 + 〈a†2a2〉 + 〈a†1a
†
2〉 + 〈a1a2〉 (4.30)

− 〈a1〉〈a†1〉 − 〈a2〉〈a†2〉 − 〈a1〉〈a2〉 − 〈a†1〉〈a
†
2〉]

4.1.2.1 Entanglement of the Cavity Field

Here we calculate the moments with the help of the master equation and the fact that

d
dt
〈a(t)〉 = Tr(ρ̇fa), the following sets of coupled equations for various moments are

obtained as,

d〈a1〉
dt

= (A1 − κ)〈a1〉 −D1〈a†2〉

d〈a2〉
dt

= −(B1 + κ)〈a2〉 + C1〈a†1〉

d〈a†1a1〉
dt

= 2(A1 − κ)〈a†1a1〉 −D1〈a†1a
†
2〉 −D∗

〈a1a2〉 + 2A1

d〈a†2a2〉
dt

= −2(B1 + κ)〈a†2a2〉 + C1〈a†1a
†
2〉 + C∗

〈 a1a2〉

d〈a1a2〉
dt

= C1〈a†1a1〉 −D1〈a†2a2〉 + (A1 −B1 − 2κ)〈a1a2〉 + C1

where 〈N1〉 = 〈a†1a1〉 and 〈N2〉 = 〈a†2a2〉 are average photon numbers in modes 1 and

2. The steady-state solutions of this set of equations can be found by setting d
dt

= 0.

Then we have 〈a1〉 = 〈a2〉 = 0 and the second order solutions are obtained by using

the fact that α∗
ij = −αij, β

∗
ij = −βij, α

∗
ii = −αii and β∗

ii = −βii. Other expressions
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Figure 4.2: Plot of λ versus Rabi Frequency of the classical field

for the moments can be calculated again using the same method in (4.11)

〈a†1a1〉 =
κC1D1

(−A1 +B1 + 2κ)(−A1B1 + C1D1 − κA1 + κB1 + κ2
)

+
κ(B1 + κ)

−A1 + C1D1κA1 + κB1 + κ2
− 1

〈a†2a2〉 =
κC1C1

(A1 +B1 + 2κ)(−A1B1 + C1D1 − κA1 + κB1 + κ2
)

〈a1a2〉 =
κC1(B1 + κ)

(−A1 +B1 + 2κ)(−A1B1 + C1D1 − κA1 + κB1 + κ2
)

where the coefficients given by

A1 =
3g′1

2raΩ
′2

(1 + Ω′2)(4 + Ω′2)

B1 =
g′2

2ra

(1 + Ω′2)

C1 =
ig′1

2g′2
2raΩ

′(Ω′2 − 2)e−iφ

(1 + Ω′2)(4 + Ω′2)

D1 =
ig′1

2g′2
2raΩ

′e−iφ

(1 + Ω′2)
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In Figure 4.2 we have plotted the quantitiy λ versus the dimensionless quantity Rabi

frequency, for pump phase φ = −π
2
, ra = 5 kHz, g1 = g2 = g = 43 kHz, κ1 =

κ2 = κ = 3.85 kHz, γ = 20 kHz. The parameter values used from the micromaser

experiments given in [48]. It is clear that entanglement criterion is satisfied and two

mode cavity field evolves into an entangled state. Reference [49] has showed that the

bright two-color CV entanglement can be generated in the experiment which opens

new potential applications in the quantum information science.

4.2 Numerical Method to Solve the Master Equation

The recent interest in quantum optics involving only a few photons and atoms in

cavity QED systems can be solved numerical simulations. Here we discuss numerical

method to solve equations of motion for a quantum optical systems starting from

the Hamiltonian of the system and the coupling to the reservoirs. Given the density

matrix ρ finding the expectation value of some operator a involves calculation of

〈a〉 = Tr(aρ); (4.31)

which is a linear functional acting on ρ to produce a number. Similarly, given a state

ket | ψ〉; the expectation value of a is given by

〈a〉 = Tr(a | ψ〉〈ψ |) = 〈ψ | a | ψ〉 (4.32)

Here we consider a cavity with resonant frequency ωc and cavity rate κ containing a

two-level atom with transition frequency ω0, field coupling strength g and spontaneous

emission rate λ. The cavity is driven by a coherent (classical) field E. The Hamiltonian

of the system is as given above,

H = (ω0 − ωL)σ+σ− + (ω0 − ωL)a†a+ ig(a†σ− − σ+a) + E(a† + a) (4.33)

and there are two collapse operators

C1 =
√

2κa (4.34)

C2 =
√
γσ−
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corresponding to leakage from the cavity and spontaneous emission from the atom

respectively. In this case The Liouvillian has the standard Linblad form

L = −i(Hρ− ρH) +
∑
j=1

2CjρC
†
j −

1

2
(C†

jCjρ+ ρC†
jCj) (4.35)

After writing proper Liouvillian, we seek a steady-state solution for ρ using the Lρ = 0

4.2.1 Cyclic Transition Model For Efficient Generation of Pure Single Photon Modes

The applications such as quantum cryptography require a single-photon source with

high efficiency and reduce two-photon emission events. In addition, the dynamics

should be deterministic. The emission of the photon then occurs on demand, in

response to trigger pulse. The single-photon pulses should therefore occupy a well-

defined. A large number of experimental attempts have been made to build an efficient

single-photon source. While producing antibunched light, these systems had problems

with a combination of low efficiency. To increase the collection efficiency of single

photons from single photon sources such as quantum dots and ions, microcavities

have been employed. We propose here that single molecule, strongly coupled to an

optical cavity, can be used to produce single-photon pulses with high efficiency. In

contrast to atoms, single molecules can be readily localized in the cavity on a scale

far below their resonance wavelength [54]. With single molecules, efficient and truly

continuous emission of single photons is possible, without the problems associated

with non-stationary atoms in an optical cavity.

The level structure of single molecules as well as the relevant system parameters

are different from their atomic counterparts. Here, we present a theoretical model

of single-photon generation with a single molecules, providing a realistic description

of a molecule coupled to a single-cavity mode. In our model energy is delivered to

the system by means of a pulsed pump laser on the resonance transition, which also

serves as a trigger. A single photon is created from the pump beam, yielding a photon

in the cavity mode. In this no additional photon is created in the pump cycle.

In the next section, the master equation of the driven system is solved to numer-
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Figure 4.3: Energy level scheme of the single molecule’s atomic levels coupled by the
trigger MW pulse, the cavity and possible repumping pulses

ically investigate the process of single-photon generation.

4.2.1.1 Single Molecule as a Single Photon Source in a Cavity

As fluorescence light of a single emitter is antibunched for timescale on the order of

the excited state radiative lifetime such systems can simply produce single photons

on demand [50][51][52].

In order to understand the basic principles of single photon generation by single

molecules we have to consider the role of lowest excited triplet state as in Figure (4.3).

Energy level scheme shows the singlet ground state S0, the first excited state S1 and

the lowest excited triplet state T1 During the excitation emission cycle the molecule

occcasionally crosses from the diamagnetic singlet state to the longer lived nonemssive

triplet state with total spin S = 1. Thus flourescence cycle is interrupted by dark

periods when molecule is in the triplet state. The time spent in this state depends on

which of the 2s + 1 = 3 spin sublevels is populated. To emit more than one photon

at a time, a molecule has to undergo a full excitation, emission and reexcitation cycle

within the same excitation pulse. The probability of this occurrence is extremely small

when the pulse duration is much shorter than the excited state lifetime. Following
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the experimental analysis of references [53][54] we estimate second order correlation

function to proove indistinguishability. As shown in Figure (4.3) we consider a five

level atom trapped in a doubly resonant cavity as a single photon source as discussed

as a single molecule in ref [54]. The atoms pumped in the upper level |4〉 at a pump

rate ra. The transitions between triplet states T1, say |3〉↔|3〉 induced by a strong

magnetic field with the Rabi frequency Ωm and transition between S1 and T1, |4〉 ↔ |3〉

induced by laser with Ωn, while ωl applied between S0 and T1, |3〉 ↔ |1〉.

In the Schrödinger picture, under the rotating-wave approximation, the interaction

Hamiltonian of the such a system can be written as (with the assumption of h̄ = 1)

Hint = (Ωp|4〉〈3| + Ωm|3〉〈2| + Ωl|2〉〈1| + h.c.) + (g1a1|4〉〈1| + h.c.) (4.36)

where h.c. means Hermitian conjugate and a1 and a2 are the annihilation operators for

the field modes 1 and 2, and g1 is the corresponding atom-field coupling constants.

Ωm = |Ωm|exp(−iΦ) denotes the Rabi frequency (Φ is the phase of the classical

field). When we include the effects of spontaneous emission, the master equation in

the interaction picture is

d

dt
ρ̂ = −i[Ĥ, ρ̂] +

∑
k∈{a,b,c}

(Ĉkρ̂Ĉ
†
k −

1

2
ĈkĈ

†
kρ̂− ρ̂

1

2
ĈkĈ

†
k) (4.37)

where the ’collapse operators’

Ĉ1 =
√
γ1|4〉〈3| Ĉ2 =

√
γ2|3〉〈2| Ĉ3 =

√
γ3|2〉〈1| Ĉ4 =

√
γ4|4〉〈1| (4.38)

we also introduce cavity decay rate

D̂1 =
√

2κ1a1 D̂2 =
√

2κ2a2 (4.39)

Instead of seeking steady state solution, our numerical approach, depends on iterations

of Liouville equation using the generic form of a master equation

d

dt
ρ = Lρ (4.40)

where ρ is the density matrix and the Liouvillian L is a superoperator.
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4.2.2 Quantum Trajectory Methods to Calculate Correlation Functions

The description of open quantum systems is a central issue in numerous areas in

physics. To study the stochastic dynamics of individual open quantum systems con-

ditioned on the time history of photon emission events, a quantum stochastic approach

is essential. A quantum trajectory represents a single history of the state vector of

an open quantum system conditioned on the outcomes of measurement performed on

the environment.

Einstein, in his classical paper on the A and B coefficients for spontaneous and

stimulated emission, assumed the existence of quantum jumps, which greatly stimu-

lated quantum mechanics [42]. Hovewer, quantum jumps played practically no role

in various theories coupling radiation and matter, and these types of interactions

are well described by the Schrödinger wavefunction describing the properties of an

ensemble, rather than individual systems. Now, considering the systems coupled to

reservoirs, we start from the Liouville equation for the system coupled to the reser-

voir, then we trace over the reservoir variables and after Born, Markov and Rotating

Wave Approximations, end up with a usually Lindblad form of master equation [43].

In contrast to the Optical Bloch Equation, (OBE), which provides an ensemble

descriptipon of the irreversible dynamcis of the single photon source, each quantum

trajectory generated in a simulation run can be visualized as corresponding to a single

realization of the source evolution of the spontaneously emitted photons. The average

over a large ensemble of such trajectories reproduces the reduced density matrix of

the quantum source determined from the master equation.

4.2.2.1 Two-time Correlation Functions

The density matrix of an open system evolves according to the master equation, which

can be written in the standard Lindblad form

d

dt
ρS =

1

ih̄
[H(t), ρS] +

∑
j

(−1

2
L†

jLjρS − 1

2
ρSL

†
jLj + LjρSL

†
j) (4.41)
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where H is the Hamiltonian of the system, and the Lindblad operators Lj represent

the effect of the reservoir on the system in the Markov approximation [44]. In general

an open system can be represented as a sytem S interacting with the reservoir R. We

may write the second order correlation function of the system operators A and B in

this way

C(t, t′) = 〈A(t)B(t′)〉 = TrSR[A(t)B(t′)ρ(0)] (4.42)

where A(t) and B(t) are in the Heisenberg picture and ρ(0) = ρS(0) ⊗ ρR(0) is the

initial density operator. At time t = 0 the system and the resorvior are decoupled;

A(0) = A0 ⊗ 1R and B(0) = B0 ⊗ 1R act ony on the system. Since the unitary time

evolution operator U(0,t) of the composite system S + R creates entanglement, for

t>0, A(t) and B(t) act both on the reservoir and the system considered. The reduced

dynamics of the system is given in the Schrödinger picture by

ρS(t) = T (t, 0)ρS(0) = TrR[U(t, 0)ρ(0)U †(t, 0)] (4.43)

Thus the correlation function Eq. (4.42) reads

C(t, t′) = TrSR[U †(t, 0)A(0)U(t, 0)U †(t′, 0)B(0)U(t′, 0)ρ(0)] (4.44)

= TrSR[[U(t′, t)(U(t, 0)ρ(0)U †(t, 0))A0U
†(t′, t)]B(0)]

= TrS[{T (t′, t)[(T (t, 0)ρ0)A0]}B0] (t ≤ t′)

where ρ0 = ρS(0) denotes the density operator of the system at initial time t = 0 and

we fix the time ordering to be t ≤ t′. A similar equation holds for the reverse case

〈A(t)B(t′)〉 = TrS[[T (t, t′)(B0T (t′, 0)ρ0)]A0](t ≥ t′) (4.45)

For any operator X acting on the system, one can define the operator X(t′, t) by

requiring that

Tr[X(t′, t)Y ] = Tr[XT (t′, t)Y ] (4.46)

stands for any system operator Y. Here we may now omit the index S from the trace

over the system. Since X(t′, t) is linear in X, we can define the adjoint of the time

evolution superoperator T a(t′, t) as

T a(t′, t)X = X(t′, t) (4.47)
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By substituting this definition into Eq. (4.46) we obtain that

Tr[(T a(t′, t)X)Y ] = Tr[XT (t′, t)Y ] (4.48)

The time evolution of T (t′, t) in the parameter t′ is governed by the master equation

d

dt′
T (t′, t)X =

1

ih̄
[H(t′), T (t′, t)X]+

∑
j

(−1

2
L†

jLjT (t′, t)X−1

2
T (t′, t)XL†

jLj+LjT (t′, t)XL†
j).

(4.49)

As an example of second order correlation function calculation using trajectory method,

we start with

C(t, t′) = TrSE[A(t)B(t′)C(t′)D(t)ρ0] t ≤ t′ (4.50)

= TrSE[U †(t, 0)A(0)U(t, 0)U †(t′, 0)B(0)U(t′, 0)U †(t′, 0)

× C(0)U(t′, 0)U †(t, 0)D(0)U(t, 0)ρ(0)]

= TrSE[U †(t, 0)A(0)U(t, t′)B(0)C(0)U(t, t′)D(0)U(t, 0)ρ(0)]

= TrSE[U(t, 0)ρ(0)U †(t, 0)A(0)U(t, t′)B(0)C(0)U(t′, t)D(0)]

and using resolution of identity after U(t, 0)

C(t, t′) = TrSE[U(t, 0)U †(t, 0)U(t, 0)ρ(0)U †(t, 0)A(0)U(t, t′)B(0)C(0)U(t′, t)D(0)]

= TrSE[U(t, t)U(t, 0)ρ(0)U †(t, 0)A(0)U(t, t′)B(0)C(0)U(t′, t)D(0)]

and due to fact that U †(t, 0) = U(0, t) and U(t, 0)U(0, t) = 1

C(t, t′) = TrSE[T (t, 0)ρs(0)A(0)U(t, t′)B(0)C(0)U(t′, t)D(0)]

= TrSE[T (t, 0)ρs(0)A0{T (t, t′)B0C0}D0]

where we used U(t, 0)ρ(0)U †(t, 0) = T (t, 0)ρ(0) and finally we get an expression for

the second-order correlation function

C(t, t′) = TrS[(T (t, 0)ρ0)A0(T (t, t′)B0C0)D0] t ≤ t′ (4.51)

The time evolution of T (t′, t) in the parameter t′ is governed by the master equation

given in the Eq. (4.49). We first iterated T (t, 0)ρ0 then multiplied with A0 from the
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Figure 4.4: Second order correlation function

right hand side and we used initial density matrix, ρ0, from the previous discussions.

Then we use second iteration for the T (t, t′)∗B0 ∗C0 and multiply wtih D0 from right

hand side. Finally we combine results of first and second iteration to generate second

order correlation function. In our case, for the photon mode 1,

g(2)(τ) = Tr(a†2(t)a
†
1(t

′)a1(t
′)a1(t)) (4.52)

In Figure 4.4 we show the second order correlation function of the single molecule

single photon source is g(τ = 0) = 0.1 which is ideally zero. As we can see here

antibunching implies that fluorescent photons tend to be seperated in time. In this

case, there can be no photon emission immediatley after the first photon detection

for the ideal single photon sources.

4.2.3 Mandel Q Parameter

Photon antibunching and bunching is usually connected with sub- and super-Poissonian

statistics in the probability distribution of photon numbers detected in a given time
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Figure 4.5: Mandel Q parameter

interval. The occurrence of sub-Poissonian statistics is a second criterion of a non-

classical radiation field.

Emitted single photon from the single-molecule source is also reflected in the sub-

Poissonian character of the probability density for photon number counts. The fluctu-

ation in the number of photons emitted by the single molecule single photon source is

weaker than the coherent light that follows Poissonian statistics. The sub-Poissonian

character of the photon counting distribution is usually called Mandel Q parameter

Q =
〈n2〉 − 〈n〉2

〈n〉 − 1
(4.53)

in the long measurement limit. In order to reveal quantum nature of light we check

Mandel Q parameter. For a coherent light source, we have Q = 0 and for the ideal
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single photon source while photons arrive at regularly we have Q = −1. Figure 4.5

shows the Mandel Q paraameter for certain single molecule. In the previous sections

the single event photon statistics measurement of a single photon source based on the

HBT experiment is studied. It is shown that the imperfect detectors, the imperfect

beam-splitter and the unbalanced linear propagation efficiencies will reduce the single

event Mandel Q parameter.
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Chapter 5

CONCLUSION

In this thesis we present the work related to the realisation and the statistical

characterisation of single photon sources using single molecules as single emitters.

For this purpose we have developed a model, describing the interaction between a

single molecule and an optical cavity. Using the atomic levels including all relevant

decay terms, we have calculated the master equation of the system and evaluated the

time-dependent density matrix to estimate the cavity output as a function of time.

We can therefore accurately predict the properties of the photon pulses emitted from

the cavity.

We used standard stochastic methods and a numerical solution of the master equa-

tion for a quantitative treatment in the weak-excitation regime. We first investigated

λ-type three level atomic system both analytically and numerically. We calculated

quantum entanglement criteria which is clearly less than 0 that satisifes entanglement

criterion. Thus the two-mode cavity field evolves into an entangled state.

We have realized an efficient triggered single photon source relying on the control

of a single molecule fluorescence. Single photon emission by the molecule occurs at

each excitation pulse after a random time delay related to the molecules excited state

lifetime. In our model we used MW driven single molecule in a two-mode optical

cavity to model more efficent single photon emitter.

We calculated the second order correlation function g2(τ) using quantum trajec-

tory method to estimate coincedence detection of single photons like HBT interfer-

ometry. We also investigated time-dependant Mandel parameter Q(T) which has

negative values to prove non-classical behaviours of single photons. With expected

application to quantum cryptography, more efficient of single photon sources exhibit
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advantages over the other pulse sources such as attenuated laser pulses. In recent

experiments for the fluorescence of a single emitter observed a significant increase

in efficiency of the emitted photons. All these works are promising realization of an

efficient single photon source well-suited for secure open-air quantum key distribution.
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Appendix A

COEFFICIENTS

The coefficients αij and βij (i,j=1,2) in Eq. (4.21) are given by the following:

α11 = −g2
1[

γ3

(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
+

2raγ32

γ3(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
]

β11 = g2
1

ra

(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)

α22 = −g2
2[

γ3

(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
− 2raγ32

γ3(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
]

β22 = g2
2

ra

(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)

α12 = g1g2[
2iΩ

(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
+

iγ32ra

Ω∗(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
]

α21 = g2g1[
2iΩ∗

(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
+

−iγ32ra

Ω(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
]

β21 = g1g2
−2iΩra

γ3(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)

β21 = g2g1
−2iΩ∗ra

γ3(γ3/2 + 2| Ω |2/γ3)(ra + 2γ3)
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