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ABSTRACT

Channel coding, as indicated by Claude E. Shannon, is mostly used to achieve the capacity, by
means of introducing redundancy to combat the effects of noise. In this thesis, an energy min-
imizing novel channel code (MEC) with controllable reliability is proposed for the first time.
The motivation stems from the severe energy constraints of nano communications. Due to
their tiny size, nanodevices can only supply a limited amount of energy. The need to optimize
communication techniques for minimum energy includes the development of a novel channel
code that provides reliability, while keeping the transmitter energy at minimum. We develop
minimum energy channel code (MEC), which uses the idea of increasing the frequency of the
modulation state that requires less energy. On-off keying (OOK) modulation is the simplest
of such techniques and assumed to be the underlying modulation throughout the thesis. MEC
provides the desired reliability with varying delay, when source set cardinality is less than the
inverse of symbol error probability. The proposed channel code is shown useful in nanosen-
sor networks. The performance of MEC is also evaluated considering the random interference
due to multiple uncoordinated users in the ad-hoc nanonetworks. The theoretical maximum
node density limit in an ad-hoc nanonetwork with reliable communications between the nodes
is derived. Investigating delay via varying codeword length, rate-delay-energy tradeoffs with
MEC are analyzed. Lastly, for the first time in the literature, network codes that minimize en-
ergy is developed in network coding nodes with two incoming edges. To minimize the overall
network energy in in-two networks, each node is assumed to employ MEC with OOK. There-
fore, MENC provides the best mapping between input edges and output edge of the coding
node, that minimizes the average energy at the output of the coding node, by minimizing the

average weight.
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OZET

Kanal kodlamasi, bilgi kuraminin kurucusu olan Claude E. Shannon’in isaret ettigi sekilde,
kanal kapasitesine erismek ve giivenilir haberlesme saglamak i¢in, gonderilen bilgide yedek-
lilik kullanilmasina verilen isimdir. Bu tezde, literatiirde ilk defa, oncelikli amac1 harcanan
enerjiyi en aza indirmek olan giivenilir bir kanal kodlamas1 (MEC) gelistirilmigstir. MEC,
modiilasyon yontemi olarak dur-bagla anahtarlamanin kullanildig1 varsayilarak, en az enerjiyi
saglamak icin, kod agirligini en aza indirmektedir. Arastirmadaki temel motivasyon, nano
boyutlardaki cihazlar arasindaki haberlesmeyi saglayacak, enerjiyi verimli kullanan haber-
lesme teknikleri gelistirilmesi ihtiyaci olmustur. Boyutlarindan dolay1, haberlesebilen nano
cihazlar ¢ok kii¢iik miktarlarda enerji biitcesine sahiptir. Bu da kullanilan tekniklerin en-
erjiyi en aza indirecek sekilde tasarlanmasini gerektirmektedir. Onerilen kanal kodunun,
verici diiglimdeki kaynak kiime biiyiikliigiiniin, kanalin sembol hata olasiligindan kiiciik ol-
mas1 sartiyla, gecikmesi ayarlanarak istenen giivenilirligi sagladig1 gosterilmistir. Onerilen
kanal kodunun en az enerji harcanmasini sagladigi ve giivenilir oldugu ispatlanarak, nano al-
gilayici aglarinda etkin bir sekilde kullanilabilecegi gosterilmistir. Ayrica bu kanal kodunun
daginik nano aglarda, koordinesiz diiglimlerden kaynaklanan girigsime kars1 giivenilirligi in-
celenmis, kanal kodunun destekledigi en fazla nano diigiim yogunlugu bulunmus, ve diizensiz
aglardaki veri hizi, gecikme ve enerji 6diinlesmesi incelenmistir. Son olarak, literatiirde ilk
defa, en az enerjiyi saglayan ag kodlamasi1 (MENC) gelistirilmistir. Her kanaldaki enerjiyi en
aza indirmek amaciyla diigiimlerin MEC uyguladig: kabul edilmistir. Buna gére MENC, ag
kodlamas1 yapan iki gelen ve bir giden baglantiya sahip diigtimlerde, biitiin islevler, yani ag
kodlar1, arasinda en az enerjiyi saglayan olarak secilmistir. MEC’te oldugu gibi, MENC de ag

kodlamasi yapan diigiimlerde en az kod agirligini saglayarak enerjiyi en aza indirmektedir.
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CHAPTER 1

INTRODUCTION

Nanoscale communications is a novel research area, which is mainly developing the commu-
nication techniques suitable for tiny nanomachines. We address the need for a novel channel
code suitable for energy minimization in nano communications. We also develop energy min-
imizing network codes which can be used to minimize total network energy together with
minimum enegy channel codes. We present preliminaries in this section, and then present the

research objectives and solutions.

1.1 Nanoscale Communications

As technology evolves, the devices become smaller and smaller. As we approach the limits
of the top-down device designs, nanoscale devices capable of accomplishing certain tasks are
believed to be useful in many areas ranging from medicine to sensing [3]. In order to perform
operations, these nanodevices need to be able to communicate with each other. However,
the incredibly tiny size of nanodevices impose certain limits on their capabilities. The most
important two factors to limit the performance is limited amount of energy and complexity
at the nanodevices. Therefore, communication techniques employed in these tiny machines,
such as channel coding and modulation, should maintain energy efficiency and complexity as

the main metric to minimize.

1.2 Channel Coding

Channel coding is simply defined as adding redundancy to the transmitted data to combat

the effects of noise. Block codes provide a set of n-tfuples called the channel codewords.



For block codes, a codebook is defined as any selection of fixed length codewords, mapped
to source symbols. For unique decodability, this mapping should be one-to-one. Hamming
weight is the number of non-zero entries in the codeword. As we deal with binary codes only,
weight is equivalent to the number of 1s in the codeword. Weight enumerator of a code is the
polynomial Wg(z) = ¥, ¢iz’, where ¢; is the number of codewords with weight i. Additionally,
the Hamming distance between two codewords is defined as the number of bits in which
they differ. In minimum distance decoding, which is the presumed decoding strategy, the
received n-tuple is mapped to the closest codeword in terms of Hamming distance. Codes
with distance d can correct L%J errors. Codes with larger distance are more reliable, since

more error patterns can be corrected.

1.3 Network Coding

Network coding is the processing of information flow at the relay node, before being for-
warded to the next hop. Network coding is shown to be necessary to achieve capacity in
general networks, where simply forwarding the data is not sufficient [1]. For a network cod-
ing node u, if the incoming channel symbols are u,us,...,uy, for all the outgoing edge i of

the node u, network code is the mapping between the incoming and outgoing symbols, i.e.,

fu7,~:f(u1,u2,...,uN). (11)

In the most generalized definition, there is no constraint on this mapping. However, in order
the information to be preserved, such that destinations with multiple coded flows can decode
the desired channel symbols, require certain conditions to be satisfied by these mappings. We

will describe and deal with these conditions in detail in Chapter 4.

1.4 Research Objectives and Solutions

The objectives of our research and the solution approaches are explained in this section.



1.4.1 Minimum Energy Coding for Wireless NanoSensor Networks

Nano communication is a developing research area with the goal to design novel communi-
cation techniques for future nanodevices. Wireless nanosensor networks (WNSNs), which
are collections of nanosensors with communication capabilities, can be used for sensing with
extremely high resolution and low power consumption. If successfully implemented, WNSNs
are believed to have revolutionary effects on our daily lives [2]. The development of novel
communication techniques suitable for nanodevice characteristics is essential for WNSN de-
signs. It is essential to develop energy-efficient communication techniques for WNSNSs, since

nanonodes are severely energy-constrained.

First, we propose a new OOK-based multi-carrier modulation scheme suitable for nano com-
munications. The proposed modulation uses the available frequency bands at the Terahertz
(THz) channel. Exploiting the allowable frequency bands, nanonode does not need to deal
with the severe molecular noise and path loss. With the assumption of OOK modulation, a
novel channel code (MEC), that minimizes the average codeword weight to minimize energy
is developed. As delay is not critical, codeword length is increased with increased source set
cardinality and Hamming distance. Hence, MEC minimizes the average codeword weight for
all source cardinality and Hamming distance values. It turns out that the minimum average
codeword weight does not depend on the probability distribution of the source symbols, but

only the probability of the most probable source outcome.

1.4.2 Performance of Minimum Energy Coding in Ad-Hoc Nanonetworks

Ad-hoc nanonetworks, different from the nanosensor network scenarios, are not synchronized
and uncontrollable interference degrades the system performance. Due to their flexible archi-

tecture, ad-hoc nanonetworks are important for future applications of nanodevices.

Combating noise and significant interference while satisfying the constraints imposed by
nanoscale communications, i.e., keeping the dissipated energy at minimum, in ad-hoc net-
works is a challenging task. MEC can be used for energy minimization purposes as for
WNSN:S, to provide reliability against severe interference, which depends on the nanonode
density. We investigate the maximum nanonode density that MEC supports in ad-hoc nanonet-

works. Hence, if node density is below a certain threshold, code distance, hence the delay, can



be increased to provide the desired level of reliability in ad-hoc nanonetworks. The tradeoff
between rate, delay and energy is also investigated, where delay is proportional to the mini-
mum codeword length, rate depends on the reliability of the code and energy depends on the

codeword weight and the probability of the most probable source outcome.

1.4.3 Energy Minimizing Network Codes

Although there is a vast literature on network coding, the main focus is on developing so-
lutions to achieve the network capacity. From an energy efficiency perspective, researchers
have developed algorithms to obtain minimum energy paths and solve optimization problems
of scheduling in network coding scenarios. However, network coding is not directly used as

a tool to minimize the dissipated energy.

Selecting the network code that yields the minimum energy dissipation at the coding node
with two incoming and one outgoing symbols, among all the input-output mappings is con-
ducted in this chapter for the first time in the literature, termed as MENC. Hence in certain
networks MENC can be used to capacity with minimum network energy. It turns out that the
minimum average code weight at the output of the coding node only depends on the }; piq;,
where p; and g; are the probability that the first and second incoming edge contains the sym-
bol i respectively. MEC cannot be simply extended to general nodes with N incoming and
single outgoing channel symbols, since the minimum average code weight at the relay output

depends on probability distribution of incoming symbols p;.

1.5 Thesis Outline

This thesis is organized as follows: In Chapter 2, we derive MEC and obtain its performance,
with the achievable rate in nanosensor nodes and in WNSNs. In Chapter 3, the performance
of MEC in ad-hoc nanonetwork scenarios is investigated. The maximum node density that
MEC supports is derived and tradeoffs between the performance parameters rate, delay and
energy, is presented. In Chapter 4 we derive MENC for networks composed of nodes with two
incoming edges. We also develop a low energy network code (LENC) for the general network
coding nodes with N incoming and one outgoing channel symbols. The thesis is concluded in

Chapter 5 underlining the importing points together with the discussion of future issues.



CHAPTER 2

MINIMUM ENERGY CODING FOR WIRELESS
NANOSENSOR NETWORKS

In this chapter, a new modulation and a novel minimum energy coding scheme (MEC) are
proposed to achieve energy efficiency in WNSNs. Unlike the existing studies, MEC maintains
the desired minimum Hamming distance, while minimizing energy, to provide reliability. It
is analytically shown that, with MEC, codewords can be decoded perfectly for large code
distance, if source set cardinality, M is less than inverse of symbol error probability, 1/p.
Performance evaluations show that MEC outperforms popular codes such as Hamming, Reed-

Solomon and Golay in the average codeword energy sense at the transmitter.

The remainder of this chapter is organized as follows: In Section 2.1, we present an introduc-
tion to the nanoscale communications to present the motivation behind this work. In Section
2.2, the existing work on WNSNSs is presented together with the existing minimum energy
codes, and open issues that will be addressed in this chapter. In Section 2.3, low-complexity
medium access techniques suitable for nanosensor networks, and WNSN architecture are dis-
cussed in detail. We develop MEC for the proposed system in Section 2.4.1 and derive the
analytical expressions related to MEC performance in Section 2.4.2. In Section 2.5, MEC
performance evaluations and comparison with popular block codes are presented. Addition-
ally, effects of cell radius and coverage ratio on the maximum number of source quantization

levels in a cell-based WNSN using MEC are investigated.



2.1 Motivation

Nanosensors are devices of nano dimensions with accurate sensing capabilities. One of the
most promising building blocks for future nanodevices and hence nanosensor nodes are car-
bon nanotubes (CNT). CNTs are rolled up graphene sheets with nano dimensions that can
be used as nanoantennas, nano sensing units and even nanobatteries [12], [4]. Many studies
on the antenna properties of CNTs exist in the literature [12], [27]. The resonant frequency
of CNT antennas is shown to be in the Terahertz band of the spectrum (0.1-10 THz). This
band is not utilized by macro applications and is a candidate for communications between
nanodevices [2]. The main challenge of using the THz band is the absorption of EM waves
by water vapour molecules, which make communication impractical by causing severe path

loss and molecular noise [14].

Potential nanosensors have significantly different performance metrics than the macro sensor
nodes. Even though no complete nanonode architecture has yet been implemented, it is antic-
ipated that power and energy efficiency are of the most critical measures, since nanosensors
can only provide a limited amount of energy with their extremely small size. Hence, it is

essential to develop energy-efficient communication techniques.

Employing channel coding at the nanoscale is critical to assure reliable communication be-
tween the nanodevices. The classical channel codes have various design considerations such
as the efficient use of code space, as in perfect codes, bounded decoding complexity as the
Shannon channel capacity is approached, as in Turbo or LDPC codes, or low encoding and
decoding complexity as in cyclic and convolutional codes. However, the coding scheme for
nano wireless communications should consider the energy dissipation at the transmitter as
the main metric, since nanonodes run on a strict energy budget. Therefore, classical codes
are not suitable for use in nanoscale. Different from most of the classical codes, minimum
energy coding minimizes the average codeword energy if OOK is the underlying modulation
technique [10]. However, the existing minimum energy codes are not reliable, since error

probability can not be controlled.

In order to address this need, we develop a novel minimum energy channel code (MEC),
that is reliable and suitable for nanocommunications [18, 19]. Proposed code provides the

minimum average codeword energy of all the block codes, given that OOK is used as the



modulation scheme. With OOK, average codeword energy is the symbol energy times aver-
age codeword weight; therefore, average energy is minimized by minimizing the average code
weight. For this, codeword weights and sourceword-codeword mappings are chosen such that
the expected code weight is minimized at the cost of increased codeword length, hence in-
creased delay. Lengthy codewords could increase the energy dissipation at the transmitter
due to energy dissipation of the nanosensor circuitry. To minimize the total energy dissipa-
tion at the nanosensor, code weights of MEC could be increased to allow shorter codewords.
This implies a tradeoff between the transmission and processing energies and a discrete op-
timization problem could arise. However, such an analysis is not feasible today, since it is
inaccurate to estimate the energy dissipation at the nano processing units, as no complete
nanonode architecture is yet available. The suitability of MEC for nanoscale communications

is shown by obtaining the achievable rate at the nanonode.

2.2 Related Work

WNSNs can be used for sensing and data collection with extremely high resolution and low
power consumption in various applications [2]. Current literature shows considerable research
effort on WNSNSs. In [4], the authors introduce carbon nanotube sensor networks and present
major challenges to be addressed for their realization. The authors in [2] provide a detailed
survey on the state-of-the-art in nanosensors and emphasize potential applications and design
challenges of WNSNs. In [14], the THz channel absorption and noise characteristics and
THz channel capacity are investigated. Despite these studies, channel coding in nano wireless
communications is still a barren field. Only recently, the authors in [15] propose using low-
weight channel codes with femtosecond-long OOK pulses not only to reduce energy, but also
to mitigate interference in nanonetworks. However, to the best of our knowledge, the need for
developing channel codes to achieve energy-efficient and reliable nano communications has

not been addressed so far.

The idea of using low-weight channel codes together with OOK modulation to reduce en-
ergy consumption is first proposed in [10] for sensor networks. Choosing codewords for each
source outcome such that mean codeword energy is less than any other choice of codeword
mappings is called minimum energy coding. The authors show that, for a given codebook,

sorting codewords in increasing code weight order and assigning source symbols in decreas-



ing probability order, such that the most probable source symbol is mapped to the codeword
with the smallest weight yields the optimum average code weight. Later, the authors in [29]
propose using codewords with maximum weight of 1. Such a mapping corresponds to mini-
mum energy coding, if the all-zero codeword is mapped to the most probable source outcome.
However, there is an important drawback to the existing minimum energy code. This code is
not reliable since its Hamming distance is 1, and any bit error pattern at the receiver due to
noise yields uncorrectable words. Therefore, providing reliable minimum energy codes has

been an open issue.

In this chapter, first, we present a new modulation scheme suitable for nanocommunications
in the THz band. Contrary to the existing nanocommunication schemes in which the whole
THz band is utilized, our scheme alleviates the need to deal with the performance degradation
due to molecular absorption lines and molecular noise. Later, we address the need for reliable
minimum energy codes. We develop minimum energy codes with controllable reliability. The
reliability of the code is controlled by changing its Hamming distance. Lastly, we show the
suitability of MEC for nanosensor networks by investigating the achievable information rate

of a nanosensor node and interference limited source set cardinality in WNSNs with MEC.

2.3  Wireless NanoSensor Network Architecture

Realization of WNSNs require various challenges to be addressed in a nanonode. Energy-
efficiency and suitability for the THz channel are prior concerns. Complexity of the nanosen-
sor must also be kept as low as possible. In this section, we explain the communication

techniques we develop for nanosensors and discuss a feasible extension to WNSNss.

The structure of the nanosensor node is shown in Fig. 2.1. The main block functionalities
can be found in [4]. We propose using a number of CNT antennas instead of one to utilize
the multiple available frequency windows in the THz band. Required energy can be provided
by the battery block via nano energy harvesting systems [33]. Sensing is also CNT based.
Nanosensor readings are quantized to M levels. No source coding is employed in the proposed
system so as to not increase complexity. Each source signal level is mapped to length —n
channel codewords with a combinatorial nano-circuit. Realization of such a processing is not

clear today. However, studies on CNT-based logic gate applications [13] increase hope. The
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Figure 2.1: Proposed nanosensor node architecture.

processing block is also responsible for carrier generation. Even though carrier generation
in nano domain is not clear, it is shown that, with their unique properties such as slowing
down surface EM waves, CNTs can also be used to generate THz waves much easier than the
classical techniques [17]. Applying voltage at its ends, CNTs can be used for wave generation
from THz to optical frequencies. Control block contains a separate antenna for the control
of the nanonode from a central unit. Nanonode activates and then transmits only when this
antenna is excited. This functionality is required to provide low complexity multiple access

in WNSNSs, as will be explained later.

2.3.1 Multi-carrier OOK Modulation

Motivated with the THz channel characteristics, we propose a multi-carrier modulation scheme
for nano communications. In the proposed scheme, each codeword is transmitted in parallel
over different carriers. Our frequency choice considers carriers’ suitability for transmission
in the THz channel. As previously mentioned, the THz channel consists of several frequency
windows with low absorption and low molecular noise, termed as available windows. Car-
rier frequencies are chosen among these available windows in the THz channel. Available
windows vary depending on the transmission distance and water vapour amount on the trans-
mission path [14]. CNTs are used as nanoantennas to radiate each carrier, as shown in Fig.

2.1. Each frequency window is utilized separately. Bandwidth increase is prohibited by the



molecular absorption lines. Decreasing the bandwidth results in increased energy consump-
tion per symbol, since symbol time increases. Hence, we select bandwidth as the same as the
width of the available frequency windows. Therefore, picoseconds long sinusoidal pulses are
used, which span a frequency band of 100-200 GHz, corresponding to the width of most of

the windows in the THz channel [14].

Channel codes with minimum average weight are utilized, together with OOK modulation at
each carrier to reduce the energy consumption. Proposed coding achieves the minimum code-
word energy and guarantees a minimum Hamming distance at the price of lengthy codewords.
Multi-carrier modulation mitigates delays due to lengthy codewords of MEC in WNSN node.

The number of multi-carrier signals can be chosen to satisfy a certain delay requirement.

2.3.2 WNSN Cell Architecture

In our analysis, we consider a cell-based wireless nanosensor network. In the nanocommuni-
cations literature, a cell-based WNSN has not been considered before. The proposed WNSN

architecture is also utilized to evaluate the performance of MEC in Section 2.5.

A cell is composed of a micro node, and nanosensor nodes scattered around it. In order
to reduce the interference, nanonodes are deployed within a radius of o, where r is the
cell radius and o is the coverage ratio satisfying 0 < o0 < 1. To keep the complexity of the
nanonodes low, all the control and scheduling issues are left to the micro node within the
cells. A nanonode starts transmission only when an activation signal is sent by the micro
node. As suggested in [3], kHz band can be used for this activation signal, with vibrating
CNTs. The central micro node provides not only control, but also synchronization among
the nanosensors. It is assumed that the micro node is capable of receiving the THz waves.
In the current literature, many studies exist on CNT based THz receivers and it has been
demonstrated that CNT bundles can be used for efficient THz detection at room temperature
[34]. With their employment, multi-wavelength THz receivers with micro dimensions will be

available hopefully in the near future.

Let N be the number of nodes in a WNSN cell, n the codeword length and / the number
of channels for multi-carrier modulation within the cell. Assume that all the nanonodes are

within a range to directly communicate with the micro node. There are two reliable medium
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access techniques, keeping complexity at the micro node:

Single Control Signal

Nanonodes start transmission simultaneously through different sets of channels (frequencies).
In order to keep complexity at the micro node, different sets of frequencies must be used by
each nanonode, and a common synchronization signal must be broadcast from the micro node
for signalling the transmission of the nanonodes. N/ different THz frequency windows, and
a single kHz band are allocated to a single cell. This is an FDMA-based scheme, as separate

frequency windows are allocated to each nanosensor node.

Multiple Control Signals

Nanonodes use the same set of frequencies for transmission. The micro node uses control
signals at different frequencies for each nanonode sequentially, since nanonodes utilize the
same THz channels. Allocation of [ THz and N kHz bands are needed. This is similar to the

TDMA, since all the nodes use the channel in different time intervals.

In the following, we assume that the micro node uses multiple control signals, since the num-
ber of frequency windows in the THz channel is limited. Additionally, demodulating a large

number of different THz signals significantly increases the complexity at the micro node.

2.4 Minimum Energy Coding with Hamming Distance Constraint

In this section, we develop a novel minimum energy coding scheme for energy-efficient nano
communications. We propose new channel codes with minimum average code weight. Such
codes are equivalent to the codes minimizing transmission energy for the systems employing
OOK modulation. This is because, no energy is dissipated when 0 symbol is transmitted and

no ARQ scheme is employed in nanocommunications for retransmissions.

Codewords with lower weight results in less energy dissipation, when transmission of 0 sym-
bol requires less energy than the transmission of 1 symbol. OOK is an example of such

modulation schemes in which transmission of Os require no energy. As pointed out in Sec.

11



2.2, there has been a need to develop reliable minimum energy codes. To address this issue,
we develop minimum energy channel codes with any Hamming distance d to guarantee relia-
bility in communications between nanonodes and micro node with OOK. Proposed minimum
energy coding minimizes the expected codeword weight, depending on the source probability
distribution. First, we derive the construction of MEC and obtain the minimum average code

weight, then, develop analytical results related with the performance metrics of MEC.

2.4.1 MEC and Minimum Average Code Weight

In the nanonode, each codeword has the same probability of occurrence as the source out-
comes that they are mapped to, since no source coding mechanism is employed, as previously
stated. This brings a new problem into the picture: What is the codebook selection that min-
imizes the average code weight for any input probability distribution? This problem can be
emphasized as finding the weight enumerator and mapping between codewords and source-
words such that the expected codeword weight for a given input probability mass function is
minimized. It is trivial that for no Hamming distance constraint, i.e., d = 1, assigning code-
words of maximum weight 1 yields minimum energy, as proposed in [29]. In order to obtain
an analytical solution, we modify the minimum energy code problem such that code length n
is kept unconstrained. Hence, we construct MEC by extending codeword length as much as
we need. Later, we develop the minimum required code length for different cases in Section

24.2.

Let M, d, pmax represent number of codewords, minimum Hamming distance and maximum
probability in any discrete probability distribution, respectively and x be the source random

variable. We first present some lemmas with which we will prove our main theorem.

Lemma 2.4.1 For any finite M, there exists a finite ny such that a constant weight code C of

length-ng containing the codeword c can be constructed with minimum Hamming distance d,

if weight(c) > [4]:

3C : dist(C) > d for ¢ € C if weight(c) > B-‘ :

Lemma 2.4.2 Any codebook with Hamming distance of d contains at most a single codeword

12



with weight less than [%]

Lemma 2.4.3 In a codebook with Hamming distance d, any two codeword c; and c; should

satisfy the inequality weight (c;) +weight(c;) > d.

Let C; be the code with weight enumerator

(SN
(ST

We, (2) = 2L 2 (M = 1)l 51+ @.1)

i

Therefore, the code C contains a single codeword with weight L%J — i and all the other code-
words have weight {%1 +1i. Let codeword with weight L%J — 1 be assigned to the source
symbol with maximum probability, i.e., p.a. Let Ec, represent expected code weight for

code C;.

Lemma 2.4.4

Ec.., < Eg, if Pmax > 0.5,k > 0

i+k

Proof. Let 3 represent L%J Then

Ec, = pmax(B — 1) + (1 = pmax) (d — B +1)
= Prax(2B—2i—d)+d —B+i.

= E(Ci _EC;+k = k(zpmax - 1)

Hence, since k is positive, Ec,,, < Ec; if piax > 0.5. |

i+k

Theorem 2.4.5 Let x; be distributed with p; € {p1,p2,...,pu} and pmax be max(p;). For a

desired minimum Hamming distance d, the minimum expected codeword weight, E(w) is
(1= Pmax)d,  Pmax > %7
min(E[w]) = %, Pmax < % if d even » (2.2)
[%] — Pmax; Pmax < %; lfd odd
Proof. Let ¢; be the codeword assigned to the event i with probability p;, w; represent

weight (c;), d be the minimum Hamming distance and M be the number of codewords.
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From Lemma 1, we know that, a weight — {%] code can be constructed with finite code length

for any M. Therefore, min(E(w)) < [4]. From Lemma 2, we know that we can decrease the
weight of only a single codeword below {%] Then the bound can safely be improved by
switching the code weight of the most probable outcome to L%J, since the resulted code will

still satisfy the distance condition. This leads to a bound valid for any source probability

distribution:

min(Elu]) < pos | 3] + (1~ P ] @3)
We know from Lemma 3 that, if we want to further reduce the weight of the most probable
codeword, we should increase the weight of all the other codewords to satisfy weight(c;) +
weight (c;) =d for any i, j. Lemma 4 shows that increasing 7 in (2.1), i.e., reducing the weight
of the most probable codeword results in lower expected code weight, if p,,qc > 0.5. There-
fore, minimum average weight is obtained when i = L%J for pyua > 0.5. This corresponds to
the code C, with weight enumerator of W, (z) = z° + (M — 1)z¢, giving the average weight

of

E[w] = (1= pmax)d. (2.4)
Note that by assigning the codeword of weight L%J to any source symbol other than the
most probable one, the obtained bound cannot be reached. After such a step, decreasing
the weight of the chosen codeword does not decrease the expected weight since p < pax
forces p < 0.5. Furthermore, no other weight decreasing scheme can be applied after such an
assignment. Therefore, the best bound is obtained by decreasing the weight of the codeword
with probability p,... and leads to bound given in (2.4). If p,., is less than 0.5, expected
weight cannot be decreased any further than (2.3) by Lemma 4. After simple manipulations,

(2.2) can be easily obtained. ]

A more realistic problem definition is as follows: What is the minimum expected code weight
for code distance d and maximum codeword weight k, where k represents the maximum high
symbols in a codeword that the nanonode can supply power for? If k < [d/2], there is no way

to satisfy distance constraint. Hence, we assume k > [d/2].

Theorem 2.4.6 Let x; be distributed with p; € {p1,p2,...,pm} and puay be max(p;). For a

desired minimum Hamming distance d and maximum codeword weight k, if [d /2] <k <d is
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satisfied, minimum expected codeword weight, E(w) is given by

pmax(d - 2k) +k7 pmax > %,
min(E[w]) =

(S

’ Pmax < % ifd even > (2.5)

[%] — Pmax, Pmax < %, ifd odd

Proof. It is clear that, if p, < 0.5, bound given in Theorem 1 can be achieved, since
k > [d/2]. However, if pjq > 0.5, by Lemma 4, i in (2.1) should be increased to reduce
the average code weight, and could at most be i = k — (%W due to maximum code weight

constraint. Hence, for [d/2] < k < d, it is easily seen that

min(EWw]) = pmax(d — k) + (1 = pmax)k.

Therefore, combining both cases, theorem can be obtained in a few simple steps. |

Note that if the maximum allowable codeword weight is greater than or equal to d, Theorem

2 reduces to Theorem 1, which shows that Theorem 2 is a generalization of Theorem 1.

Another point to consider is that, if we use all zero codeword to represent the most likely
source outcome (the case when p;,. > 0.5 and k > d), we cannot distinguish if the transmitter
sent data or remained silent, since both yield the same output unless synchronization exists.
To provide reliability, we can put a minimum distance of d with silence case also for all
the codewords. This forces us to choose weight —d codewords for all the input symbols to
obtain the minimum expected code weight, resulting in an expected codeword weight of d.
However, as explained in Section 2.3, a micro node provides the synchronization signals for
the nanosensors. Hence, we assume that all zero codeword can be distinguished from the

silence.

Note that MEC only determines the weight enumerator, not the codebook. Hence, minimum

energy codes are not unique, since multiple codebooks satisfying the desired distance exist.

2.4.2 Analytical Results and Performance Parameters

In this section, we analytically investigate MEC using MATLAB. Let p; be the probability of

event i and w; be the weight of the corresponding codeword c;. Power dissipated for i event
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is P; = w;Pyy,,, where P, is the symbol power. The average transmission power is

M
E(P) = Zwipipsym = E(W)Psym- (2.6)
i=1

Note that (2.6) also represents the average power per codeword and average power per log(M)
bits, since each codeword carries log(M) bits of information. It is important to stress that for
different source distributions, the amount of information per codeword will be different from
an information theoretic point of view. However, for simplicity, we assume each codeword

carries log(M) bits of information, leaving the information theoretic analysis to a future study.

We have developed MEC by keeping the codeword length unconstrained. Let us first investi-

gate the required codeword length for MEC.

Minimum Codeword Length

Amin 18 the minimum codeword length required to satisfy the MEC weight enumerator for
given M and d values. n,,;, is important since it yields the minimum delay required to transmit
a codeword. A(n,d,w) is the maximum number of codewords in a code with codeword length

of n, code distance of d, and constant codeword weight of w.

1. pmaxr < 0.5, d even: Weight enumerator of MEC reduces to Wg(z) = Mz%/2. Therefore,

Md

Min = min{n : A(n,d,d/2) > M}. Since 1s in each codeword are disjoint, 7, = %"

2. Pmax < 0.5, d odd: From Theorem 1, we know that the corresponding weight enumerator
is We(z) = zL2) + (1 — 1)2[2]. 15 in all the codewords should be disjoint with the Ls in the
most probable codeword, i.e., the codeword with weight | 4 | . Therefore, 1, = | 4 | +min{7i:

A(A,2m+1,m+1) > M — 1}, where d = 2m+ 1. The following property is helpful [26]:

A(n,2m—1,w)=A(n,2m,w) = A({#,2m~+1,m+1) =A(@A,2m+2,m+1). 2.7

Therefore, min {/i} = (m+ 1)(M — 1). Hence, nyi =m+ (m+1)(M—1) = [4] M —1.

3. Pmax > 0.5 In this case, MEC requires mapping the all-zero codeword to the most probable
source event. Then we have, W (z) = z° + (M — 1)z¢. Minimum codeword length is found

as nyip, = min{n : A(n,d,d) > M — 1}. In the literature, there is no explicit formulation for
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A(n,d,d). We can use the existing lower bounds on the code size. From [26], we know that,

1 n 1 n

A(n,2m,w) =A(n,2m—1,w) >

where ¢ is a prime power such that g > n.

The codewords for p,. < 0.5 and d — even case can be constructed by cyclic shifting of a
d/2 — length block of 1s by an amount of d/2. Based on this cyclic shifting idea, we have
developed a code construction scheme. In this approach, blocks of 1s are shifted by proper
amounts to satisfy the Hamming distance with the previous codeword. The obtained minimum

codeword length under such a construction is found as

Mmin = d + (M —2) [ﬂ . (2.9)

Sample codebooks generated by this scheme can be found in Appendix. This construction
achieves the minimum code length for p,,,, < 0.5 and d — even since 1s should be disjoint.
Unexpectedly, this scheme also achieves minimum codeword length for p,,, < 0.5 and d —
odd, since (2.9) reduces to n,,;, obtained for this case. However, obtained codeword length
with this scheme is significantly greater than minimum codeword length for p,,,, > 0.5 case.
For example, for M = 112 and d = 8, minimum codeword length of 27 is sufficient from (2.8),
instead of n = 448, obtained from (2.9). However, to be able to numerically analyze the error
performance of the code, and obtain results valid for all the p,,,, and d values, we use (2.9)

in our analysis.

If the Hamming distance between the codewords is increased, more codeword errors can be
corrected with minimum distance decoding. However, the codeword length of MEC also in-
creases with the Hamming distance, which result in a larger number of error patterns. There-
fore, increasing code distance does not necessarily increase reliability of MEC. Hence, anal-

ysis of error correcting capability of MEC for large Hamming distance is worth considering.

Error Resilience

The received n-tuples are mapped to the codeword to which they are closest in terms of Ham-

ming distance. Then the probability that codeword is correctly decoded is

|4

&= Z <””;> pL(1 = pg)tmin—, (2.10)
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We want to observe the limiting behavior of probability of decoding the received codeword
correctly as d tends to infinity. Thus, assuming very large and even d, without loss of gener-

ality,

d

_ n_q
v [(AM/2\ P i n—i
= lim )" ( / ) L=p)™* = lim ¥ <’Z>ps(1—ps> : .10
i=0

d—soo =0 -
—1im0.5( 1 —erf n/M—1-nps (2.12)
n—reo 27’1195(1 _Ps)
B 1, ps<l/M 2.13)
0, ps>1/M

Expression in the limit in (2.12) is the cumulative distribution function of Gaussian distribu-
tion with mean np and variance np(1 — p) and erf is the standard error function. Equality in
(2.12) follows from that, for large n, binomial distribution can be approximated by Gaussian
distribution with aforementioned mean and variance. Note that perfect communication can
be achieved among nanosensor nodes and micro node, if source set cardinality is less than
the inverse of symbol error probability, by keeping the Hamming distance sufficiently large.
Hence, if symbol error probability is decreased, nanosensor readings can be quantized with

smaller quantization steps.

The micro node utilizes coherent detection and hard decoding to detect the transmitted sym-
bol. Therefore, symbol error probability is given as p; = 0.5 [1 —erf ((A?/802)%7)] , where
A is the received signal level when symbol 1 is transmitted, and G2 is the noise power at the
receiver. It is sufficient to consider the spreading loss only, since carrier frequencies are at the
available frequency windows in the THz band, where molecular absorption is low. Interfer-
ence created by other cells due to frequency reuse should be considered in the noise power
calculation. Let S be the set of nodes interfering with node i. Then the received signal and

noise power are

PS}’m 2 2 1
P, = =A“/2and 62 =k,TB+ P,, _—,
S AGha) 2 on= kT B+ Pon Y 4 s

(2.14)

where kp, T, B are Boltzmann constant, temperature and bandwidth, respectively. A(f,d) =

(4nfd/c)? is the frequency and distance-dependent loss term, where c is the speed of light.
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Energy per Information Bit
Next, we obtain energy per information bit to demonstrate the energy efficiency of our coding
scheme. Probability that a codeword is correctly decoded is

# of codewords correctly decoded

gd%

# of codewords received (2.15)

for a large number of transmitted codewords, for a code with distance d. If Q codewords are
transmitted, then log(M)QE bits of information is received. Average energy transmitted per
codeword is Ec = Py, E(w)T joules, where T is the symbol duration. Then, the total energy

dissipated for Q transmissions is EcQ. Therefore, the average energy per bit is expressed as

E(w) Py T

—————— joules/bit. (2.16)
log(M)&

Tl:

Spectral Efficiency

Finally, we investigate spectral efficiency, which is one of the important parameters in a com-
munication system. It is defined as the ratio of data rate to the bandwidth and yields how

efficiently channel bandwidth is utilized. Spectral efficiency of MEC is

_ &log(M) _ log(M)
ITB 21

bps/Hz. 2.17)

For single THz window, i.e., [ = 1, the spectral efficiency is log(M) /2. For approximation to
be valid, correct decoding probability of MEC should be close to 1, implying a certain amount

of delay depending on M, since & — 1 for large code distance, hence, large codeword lengths.

Sample Codebooks of MEC

From Theorem 2.4.6, the minimum expected weight codes have the following weight enu-

merators.
LD+ (M -1, Pmax > 0.5

We(z) =
Al e =122 e < 0.5
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Accordingly, sample codebooks for d = 4 can be generated as

1

0

with p. < 0.5 and

1

0

000O0O0®O0-00O0
00 00 0O

0 01

0

1
0

0
1

1

0

0--

-0

000 O0O0O0OO0O0---1

0

1

with pax > 0.5. Similarly, for d = 5, sample codebooks are

1
0

with pyax < 0.5, and

1 00 00O

0
0

1
0

1
0

1
0

0
1

0
0

0--
0

-0
)
0

1---

000O0O0OO0OO0O-1

1

0

1

o

1

(2.18)

(2.19)

(2.20)

(2.21)

with p. > 0.5. Number of rows in the codebooks gives the number of codewords, and first

row is the codeword mapped to the outcome with probability p,,q;.
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min(E(w))

max

Figure 2.2: pyqr vs. min(E(w)) for d=2:7 (even: solid, odd: dashed).

2.5 Performance Evaluation and Discussions

In this section, we investigate error correction capability and energy-efficiency of MEC via
numerical evaluations in MATLAB. Currently, a prototype nanosensor node is not avail-
able, hence we evaluate performance via numerical evaluation of analytical parameters. An
(n,k) code maps 2% sourcewords into length — n channel codewords. For comparison, we
use MEC with M = 2F. MEC is compared with the (7,4), (15,11) Hamming, (21,6) binary
Reed-Solomon and (23,12) Golay codes. As the Hamming and Golay codes are compared
with MEC in terms of average code weight and decoding probability, comparison with the
Reed-Solomon code is limited to the expected code weight due to space requirements. The
Hamming codes are distance-3 codes, and can correct 1 bit error whereas the Golay code is
distance-7 and can correct 3 bit errors. The minimum distance of (21,6) binary Reed-Solomon
code is known to be 6. The achievable rate of the nanosensor node is shown to be currently
limited by the state-of-the-art power and energy limitations of CNT antennas and nano energy
harvesting systems. Lastly, interference limited maximum number of quantization levels in
the nanosensor node is obtained, in a cell-based WNSN with MEC. It is shown through sim-
ulations that coverage ratio of o < 1 allows MEC to support a large number of quantization

levels at the WNSN node.
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Figure 2.3: Minimum required codeword length - n, for d from 2 to 7.

2.5.1 Performance of Minimum Energy Coding

2.5.1.1 Minimum weight and code length of MEC

Variation of min(E(w)) as a function of py.y, as given in (2.2), is shown in Fig. 2.2. As
observed, increasing d might decrease the expected code weight for different intervals of
Pmax- Therefore, since energy-efficiency is the primary concern in nano communications, a
minimum distance of d 4 1 can be chosen, instead of d to reduce the average code weight,

depending on the value of pjq;.

Code length variation with related parameters is illustrated in Fig. 2.3. It is shown that,
increasing the distance, i.e., d by 1 does not increase required code length much for odd
values of d. The corresponding delay overhead can be obtained by simply multiplying the
codeword length with the symbol time, since no ARQ scheme is employed. For 7' = 10 psec.,

delay is on the order of nanoseconds for moderate M and d values.
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Figure 2.4: Minimum code weight vs. source mean for (7,4), (15,11) Hamming, (21,6) Binary
Reed-Solomon and (23,12) Golay code and corresponding MEC

2.5.1.2 Average code weight vs. source distribution

Performance of MEC is compared with the (7,4), (15,11) Hamming, (21,6) binary Reed
Solomon and (23,12) Golay codes in Fig. 2.4 in terms of expected code weight. In order
to reach minimum code weight for the Hamming, Reed-Solomon and Golay codes, more
probable source symbols are assigned to codewords with less weight, using weight enumera-
tors of these codes. We have utilized the binary expansion of 8-ary (7,2) Reed Solomon code
for which a sample weight enumerator is given in [28]. We use normalized discrete samples
of an exponential pdf with varying mean - u in a fixed interval, to generate the discrete dis-
tributions with different variances. It is clear from Fig. 2.4 that MEC is superior; in other
words, codes compared with MEC are not as efficient in terms of mean energy per codeword.
Performance gap of the codes closes as y, i.e., variance of discrete distribution is decreased,

which increase p.q.. This is expected, since all the codes contain the all-zero codeword,
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Figure 2.5: Codeword decoding probability at the receiver for (7,4), (15,11) Hamming and
(23,12) Golay codes and MEC with odd distances from 1 to 19.

which mainly determines minimum average weight for large values of p,,ax. As observed,
if u exceeds a threshold, corresponding to p;.c < 0.5 region, MEC clearly outperforms the

existing schemes due to the abrupt change of weight distribution of MEC.

2.5.1.3 Correct codeword decoding vs. symbol error

Codeword decoding performances of the MEC, Golay and Hamming codes are illustrated in
Fig. 2.5. The proposed code is not as effective as the other codes in error correction. This is
due to the vast difference in codeword lengths. Lengthy codes have more uncorrectable error
patterns, which decreases the error correction probability for the same Hamming distance. It
is observed that, as code distance is increased, probability of correct decoding tends to 1, if
symbol error probability, p;, is less than the inverse of source set cardinality, 1/M, and tends

to 0 otherwise, verifying (2.13). Intuitively, increasing M increases the amount of information
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Figure 2.6: Average energy per bit comparison between (7,4), (15,11) Hamming codes,
(23,12) Golay code and MEC.

to be transmitted, which requires more reliable channels.

2.5.1.4 Energy efficiency vs. symbol error

Lastly, we demonstrate the energy efficiency of MEC as given in (2.16). The average energy
per received bit, i.e., 1, is shown in Fig. 2.6 for a symbol energy of 107> pJ, which is justified
in Section 2.5.2. Samples of a Gaussian distribution with ¢ = 0.5 are taken and normalized. N
is calculated for each case separately using (2.16). MEC is better in terms of average energy
per bit for symbol error probabilities less than a threshold. As p; exceeds the threshold,
average energy per bit exponentially increases, since correct codeword decoding is unlikely.

Note that the observed behavior is dominated by 1/& factor in (2.16).
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2.5.2 Achievable Rate of WNSN Nodes

In this section, we investigate the feasibility of MEC for WNSN nodes, using state-of-the-art
power and energy limits in the nano-domain. It is theoretically calculated in [31] that a CNT
antenna can radiate EM waves with power up to SuW. We allocate the available power equally
to each CNT antenna. In [16], the authors investigate an ultra-nano capacitor to store energy
obtained from piezoelectric nano-generator energy harvesting system. Up to 800 pJ of energy
can be stored in the capacitor. Charging time for the capacitor depends on the frequency of
vibration that the nanonode is exposed to. In order to charge nano capacitor with 100 pJ
of energy, 160 cycles are required. If nodes gather energy from a 50 Hz source, such as a
vent, 160 cycles correspond to 3.2 seconds. 7, i.e., symbol time is 10 picoseconds due to
the proposed modulation. Therefore, symbol energy is constant and equals to €y, = Py, T =

10~3pJ.

Therefore, a nanosensor node can transmit 107 high symbols in 3.2 seconds. Finding the
amount of information that can be carried with 107 high symbols, we can calculate the achiev-
able transmission bit rate of a nanosensor node. Let p,,,» < 0.5 and d be even for simplicity.
Then, using (2.2) and (2.6), log(M) bits of information is carried with codewords of average
energy dey,, /2 on the average. Hence, average transmission rate is limited by

log(M)

2x 107 log(M
_ 2x107log(M) _ ¢ s =& = Mbps. (2.22)

3.2d

Note that it takes n/] symbol times to transmit a single codeword where / is number of carriers.

This sets another limit on the transmission rate, since

< log(M)!1 _ log(M)!1 (2.23)

R T~ @+ (M—2)[d/2))T

This bound is illustrated in Fig. 2.7 for [ = 5. Comparing the results in Fig. 2.7 and (2.22)
shows that energy budget currently available at the nanonode limits its rate, rather than the
codeword length. As a result, codeword length, which is the major drawback of MEC, does
not limit available transmission rate. Moreover, since the rate is limited by available energy,
MEC provides the maximum information rate, as it minimizes the energy per codeword. As

illustrated in Fig. 2.7, code length allows transmission rates up to 10s of Gbps.
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Figure 2.7: Code length limited rate of nanonode in bps.

2.5.3 Effect of Interference on Quantization at WNSN Node

The cell-based WNSN discussed in Sec. 2.3.2 is used to investigate the effects of interference
on the nanosensor node’s maximum number of quantization levels, i.e., M in WNSNs. We as-
sume a frequency reuse ratio of 1/4. As explained, a TDMA-based scheme, in which channel
use times are allocated by the central micro node, is assumed within each cell. As a result,
at most one nanonode transmits at any time instant inside a cell, mitigating the intra-cell in-
terference. Additionally, interference from the other cells using the same set of frequencies
is only due to a single nanonode, which is active at the time of transmission. This leads to
an analysis, independent from either the size of the network or the nanonode density. An ap-
proximate formula for the interference at the micro node is utilized. The effects of 50 closest
cells using the same set of frequency bands are considered, which is sufficient, since inter-
ference power is inversely proportional with the square of the distance. Noise is the thermal
noise as in (2.14), however, its effect is negligible compared to the interference. Channel loss
is spreading loss only, since available frequency windows are utilized with low absorption.
We assume / = 5 with frequencies 0.1, 0.3, 1, 1.5 and 2 THz. All the channels contribute to

average symbol error probability equally.

We consider the worst case scenario by assuming that the transmitting node in each interfering
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Figure 2.8: Maximum number of quantization levels at the nanonode for MEC.

cell is as close as possible to the node in consideration. A cell coverage ratio of o is utilized to
decrease the interference. It is assumed that the decoder at the micro node conducts coherent
detection of the received signal with hard decoding, since the time instant that nanonode
initializes its transmission is declared by the micro node. As shown, perfect transmission can
be achieved with MEC, if M < 1/p;. Interference limited maximum of M, obtained from the
symbol error probability is shown in Fig. 2.8. As observed, employing a coverage ratio of oL <
1, a large number of quantization levels can be achieved. With more optimistic assumptions,
like cooperation between micro nodes to reduce the interference, improved results could be
obtained. Therefore, MEC can be used to achieve perfect communications in a cell-based

WNSN employing cell coverage with cell radius up to several millimetres.
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CHAPTER 3

ON THE NODE DENSITY LIMITS AND RATE DELAY
ENERGY TRADEOFEFS IN AD-HOC NANONETWORKS

Ad-hoc nanonetworks are collections of nanonodes without central controller units, and are
the most promising network architectures in nano communications. Derivation of maximum
nanonode density can pave the way for determining the capacity of ad-hoc nanonetworks. We
consider ad-hoc nanonetworks with minimum energy coding (MEC). Maximum nanonode
density for reliable communication in an ad-hoc nanonetwork without any medium access
control is derived, and density dependent reliability analysis is conducted. Rate-delay-energy
tradeoffs are also investigated with achievable rates, with constant codebook size and constant

Hamming distance, separately.

The rest of this chapter is organized as follows. In Sec. 3.1, motivation and related work
are presented. In Sec. 3.2, a review of minimum energy coding (MEC) is provided and
important results are underlined. In Sec. 3.3, the ad-hoc nanonetwork description is provided
with the assumptions on the nanonodes and the network. Later, we analyze the upper limit of
node density for the nanonetwork together with its effects on reliability in Sec. 3.4. Besides,
rate-delay-energy tradeoffs for constant code distance and constant source set cardinality are

investigated.

3.1 Motivation and Related Work

Nanonetworks, composed of a large number of nanonodes are believed to find application in
various fields, from healthcare to industrial applications [2]. In nano-EM communications,

electromagnetic waves are used as information carrier. Hence, it is similar to classical com-
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munications used in our daily lives. Due to extremely small size, new materials specific to
nano-domain, such as carbon nanotubes (CNTs), should be used. In order to address novel

characteristics of nanodevices, development of new communication techniques is required.

In the literature, there exist several studies on nanonetworks [23, 18, 5, 15]. The first work
on ad-hoc nanonetworks is presented in [5]. Authors investigated the challenges to be ad-
dressed for the realization of ad-hoc nanonetworks. In [15], authors showed that without
any medium access control mechanism, low weight channel codes can be used for commu-
nication in nanonetworks, together with OOK modulation, without considering any specific
coding scheme. To address the severe energy efficiency requirement, we proposed novel min-
imum energy channel codes (MEC), for reliable nanoscale communications in [18]. We have
considered a nanosensor network, in which time or frequency resources are orthogonally al-
located, and investigated its feasibility. However, nanonetworks with central controller units
might not always be feasible. Therefore, investigation of ad-hoc nanonetworks is an open re-
search problem requiring further investigation. To the best of authors’ knowledge, no channel

coding scheme, guaranteeing reliability is proposed for ad-hoc nanonetworks.

In this chapter, we propose using MEC for reliable communication in ad-hoc nanonetworks
[20]. A probabilistic analysis is conducted to show that, reliable communication is possible
in ad-hoc nanonetworks without any medium access scheme. We investigate the maximum
node density, that allows perfectly reliable communication, with increasing code distance.
Relation between nanonode density of ad-hoc network and reliability is revealed through
simulations. We also investigate rate-delay-energy tradeoffs of ad-hoc nanonetworks with
MEC. It is shown that, for maximally dense networks, increasing delay using larger source
set cardinality increases the rate. Achievable rates for sufficiently large code distance and

source set cardinality are also analytically derived.

3.2 Minimum Energy Codes

In Chapter 2, we have proposed novel minimum energy codes with controllable reliability to
be used for nano communications. In this section, we review the basic results obtained in that

chapter and highlight the parts that will be used in this chapter.
Similar to Chapter 2, p,.qx, d and M represent the probability of most likely source outcome,
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code distance, and source set cardinality, respectively. As a precondition of the proposed
minimum energy codes, an OOK modulation scheme with [ carriers, each located at allow-
able frequency bands in the THz channel is proposed. In this chapter, we assume [/ = 1 for

simplicity. The analysis can be easily generalized to any /.

3.2.1 Minimum Expected Weight

In classical communication scenarios, both source coding and channel coding schemes are
employed in general. Source coding reduces redundancies in the source symbols, whereas
channel codes are used to add redundancy to combat channel noise and other detrimental
factors. To keep complexity low, our proposed technique do not employ any source coding
mechanism. Another advantage of not using source coding is that, codewords to be used
are not equiprobable in general, which can be exploited to reduce energy consumption on
the average, using minimum energy codes. Our proposed minimum energy codes, MEC,
yields the minimum average code weight, depending on the source distribution and desired

reliability via Hamming distance. From Chapter 2, we know that

(1 _pmax)d7 Pmax > %)
min(E(w)) =

[S1iS9

) Pmax < %, if d even 3.1

{%] — Pmax; Pmax < %, if d odd.

3.2.2 Codebook Generation

Although different approaches exist to generate a minimum energy codebook, a simple and

tractable scheme is proposed. With this approach, minimum codeword length is obtained as

onin = d+ (M —2) m | (32)

To ease the analysis, we stick with the assumptions in the previous chapter, and assume p,;, >
0.5 and d is even.

A sample codebook generation can be given as follows: If p,,, is greater than 0.5, all 0

codeword should exist in the codebook and be mapped to the most probable source outcome.
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Source NNs
Destination NNs
Interfering NNs
di=dist(S,S;)

Figure 3.1: Ad-hoc Nanonetwork with potential destinations and potential interfering nanon-
odes

In order to assure minimum Hamming distance, other codewords should be weight — d, since
code distance is desired to be d. Codeword selection is more straightforward if p;,,, < 0.5. Let
1; and 0 represent a length — k block of ones, and a length — k block of zeros, respectively.
Then the rows of the following matrix are codewords generated by the proposed mechanism

for pyar < 0.5 and right hand side of the equation yields the case for d = 4:

0o 1% OH_% 1100 -~ 000
0% 1% 0,4 66011000
O g Oy

CE 0000 - 011

Note that 0 represents null vector with dimension 0.

3.3 Nanoscale Ad-hoc Networks

The term ad-hoc network is in general used to represent networks with no central controllers,
opposed to cellular networks. These networks are studied in the literature for many years,
under different assumptions such as mobile nodes, or multi hop communications. Ad-hoc

nanonetworks are first considered in [5]. In that work, authors illustrate the challenges for the

realization of CNT-based nanoscale ad-hoc networks.

The ad-hoc network considered in this work is given in Fig. 3.1. Nanonodes do not forward
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codewords, different from classical ad-hoc networks, due to complexity considerations. A
source nanonode attempts communication with a nanonode within its range of operation, r.
Transmission range is used to obtain the maximum node density in the ad-hoc nanonetwork.
Destination nodes attempt to decode as many codewords as possible, without considering the
source nanonode. Hence, no link is established between source and destination nanonodes.
Such a scenario applies to nanosensor networks, in which a destination nanonode collects as

much data as possible.

Errors are assumed to be due to collisions only, which is justified by keeping symbol error
probability below 10~, by choosing the proper transmission distance for fixed transmission
power. Similar to our previous work [18], a CNT antenna is set to dissipate a power of SuW,
which is currently the largest power level a CNT antenna can support [31]. In the symbol
error probability calculation, only path loss and thermal noise are included as detrimental
factors. Molecular absorption and molecular noise is ignored, since the selected modulation
scheme uses allowable frequency windows in the THz band, in which molecular effects are
negligible. Nanonodes in the interference range are assumed to be distributed within an area
of 2m(2r)?, where r is the maximum distance, at which error probability of OOK modulated
symbols does not exceed 10~°. Since the transmission range of a nanonode is r, a destination
within range can be compromised by nodes within 2r range. Hence, maximum number of
nanonodes supplied by MEC should be distributed within a range of 2r. Choosing the band

of operation as 1 THz and bandwidth as 10 GHz, r is easily found to be equal to 10~ meters.

3.4 Limits and Tradeoffs in Ad-hoc Nanonetworks with MEC

Nanonetworking is a promising field of research. Feasibility of nanonetworks depends on
energy efficiency, robustness against highly dynamic conditions and self sustainability. It
might not always be possible to implement central controller units in certain nanonetworking
scenarios. In such cases, the communication scheme should provide reliable access to the
channel. However, using complex medium access techniques is not feasible in nanonodes
due to the limited complexity. Moreover, popular spread spectrum multiple access techniques
such as CDMA cannot be used, since the THz channel shows frequency selective characteris-
tics, which would result severe distortion of the signal, when passed through the channel. It is

proposed in [15] that, using low weight channel codes might drop the necessity of a medium
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access scheme. In this chapter, the same idea is employed for the analysis of ad-hoc nanonet-
works using MEC. It is expected that, as more and more nodes communicate with each other
within the transmission range of a source node, successful communication probability de-
creases. For nanonetworks using MEC, the following question is answered: “What is the
maximum node density an ad-hoc nanonetwork with MEC can supply without compromising
reliability?". Discovering the maximum nanonode density is important, since it indicates the
communication and computation capability of a nanonetwork within a given amount of area.
It is shown that, reliable communication can be achieved in ad-hoc nanonetworks satisfying
s < 1/p, where p is the transmission probability and s is the number of nanonodes within
the interference range of source. Furthermore, rate-delay tradeoffs for ad-hoc nanonetworks
are investigated. The question, “What is the achievable rate in ad-hoc nanonetworks for suf-
ficiently large delay?”, is answered. It is shown that, different rate expressions emerge for

constant M or d.

3.4.1 Maximum Node Density vs. Reliability

First, we analyze the successful codeword decoding probability at the destination nanonode.
It is assumed that a nanonode attempts transmission with probability of p. Instead of having
nanonodes transmitting continuously, nodes transmitting only when they require, not only
reduces interference, but also the energy consumption. s is the number of nodes within the
interference range of the source nanonode. It is assumed that s neighbor nanonodes exist

within a distance of 2r, when nanonodes are uniformly distributed with density of

s+1
p= W 3.3)

To assure reliability, the correct codeword decoding probability is derived. Probability that

the transmitted bit is 1 is

M
ni =Y p(lle;)p(c) (3.4)
i=1
v Wi EWw)
a ; Nmin pi= Nnin ’ G-

using the law of total probability, where w; is the weight of the codeword c; that is mapped

to source with probability p;. In order the transmitted bit to be received by the destination
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properly, interfering nodes should either transmit O bit or not transmit at all. The probability

that there is at least single node transmitting bit 1 within the interference range, i.e., py is

pe=1- Z (f) (pMo)'(1—p)t (3.6)

i=0

=1—=(1—=p(1-m0)), 3.7)

where 19 = 1 — 1, i.e., the transmission probability of bit 0. Collision probability is non-zero
only if 0 is transmitted by the source. If 1 is transmitted, as interference caused by other nodes
cannot flip this bit, collision cannot occur. As a result, collision probability of the nanonode

can be calculated as

Pe=M10+Mopx =Mo—Mo(1 —p(1 —mo))". (3.8)

As previously discussed, symbol error probability is assured to be less than 10~?, by choosing
the transmission range. Hence, collision can be considered as the only error source, leading
to simplified analysis of correct decoding probability. Eventually, since a maximum of Ld—glj
collisions can be corrected, correct decoding probability at the destination, &, can be written

as

U

—1

E N A
<n"§m)pz<1 —p) G2

7+

&i =

i=0

A similar expression as (3.9) is obtained in our previous work [18], and using a similar
analysis, it can be concluded that, &; converges to 1 with increasing Hamming distance, if
pe < 1/M. In other words, reliable communication can be achieved if collision probability is
less than the inverse of source set cardinality. For simplicity, assume p,,.x < 0.5 and d even.

Using (3.1), (3.2), (3.5) and (3.8), we reach to the condition

s
1—[1—% < (3.10)

. 1/s
p<M[1—(%_f> ] G.11)

(3.11) gives the relation between p, M, and s, i.e. node transmission probability, source set
cardinality, and number of neighboring nodes, for which reliable communication is possible
with MEC. It is easily seen that, expression on the right hand side of (3.11) decreases with
increasing M. Hence, we can take the limit of (3.11) to obtain an upper bound for p, valid for

any M, to achieve reliable communication.
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where the general binomial coefficient for £ > 0 is
1 1 /1 1 1
Cl—k)|=—(-)|-—1)-(—-——k+1]. (3.13)
s k' \'s s s

It is concluded that p < 1/s is the required condition, satisfying (3.11) for any M. Hence,
MEC supplies an ad-hoc nanonetwork having s neighbor nodes, only if nodes transmit with
probability less than 1/s. Interpreting the result from the other side leads to the desired bound
for maximum node density. Maximum number of nodes within the interference range should

be less than 1/p. This corresponds to the density

Pmax = U/ZJ“ U/’;ﬁ:“ x 10°m~2, (3.14)
tr

where A;, is the transmission area. The result is verified by simulation results as illustrated in

Fig. 3.2.
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Figure 3.3: Correct decoding probability vs number of source nodes for p=0.05

Variation of reliability with respect to node density is shown in Fig. 3.3. As claimed in the
analytical evaluations, reliability can be increased by increasing Hamming distance of the
channel code if node density is below a threshold, corresponding to 1/p number of neighbor-
ing nodes. This shows that, MEC with large delays can compensate the absence of a medium

access control scheme up to nanonode density of p;qy.

3.4.2 Rate Delay Energy Tradeoffs in Ad-Hoc Nanonetworks

Rate-delay tradeoff of networks is vastly investigated in the classical communication scenar-
10s. In most communication scenarios, capacity is achieved with infinite delay. This makes
the rate-delay tradeoffs worthy of investigation, to uncover the rate achievable with finite de-
lay. The same idea applies in nanonetworks using MEC. Different from classical scenarios,
energy dissipation should also exist in this picture, as it is one of the most important metrics
for nano communications. As no retransmission or channel contention exists, delay is solely
due to codeword length, ignoring propagation delay, since transmission range of nanonodes

is very small. Hence, delay is given as

8 = i, (3.15)
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where T is the symbol duration. Due to the used modulation technique, 7 = 10 ps. Addition-

ally, we provide a different rate definition as
R=CE,logM. (3.16)

(3.16) is the expected amount of information correctly decoded at the destination nanonode.
Without an information theoretic approach, this definition provides a simple and insightful
way to investigate rate-delay tradeoffs in ad-hoc nanonetworks. Average energy per codeword
depends on average weight, since OOK-based modulation at available THz windows is used.

It is formulated as,

e =E(w)PT, (3.17)

where P is the symbol power. Due to the power limits of CNTs, P =5 uW.

As given in (3.2), codeword length depends on d and M. We use two different approaches to

reveal rate-delay tradeoffs. In both approaches, p = 1/s is assumed.

3.4.2.1 Rate-Delay-Energy Tradeoffs, Constant M

Increasing code distance, d, increases the delay via codeword length according to (3.2). Since

increasing d makes communication more reliable, rate is expected to increase with delay. The
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variation of rate delay and energy with increasing Hamming distance is observed in Fig. 3.4.

Convergence of rate-delay curve to log M is expected, since

lim R = L}im EqlogM =logM. (3.18)
—»00

d—roo
As expected code weight increases with d, average energy per codeword also increases. This
result indicates that, larger delays via increasing Hamming distance, can make communication

reliable for a maximum rate of log(M).

3.4.2.2 Rate-Delay-Energy Tradeoffs, Constant d

Increasing source cardinality, M, increases the delay via codeword length according to (3.2).
The question that whether increasing M provides more reliable communication or not is more
ambiguous. Under some simplifying assumptions, we can reach an approximate expression
for collision probability, which can later be used to approximate correct decoding probability.
Under the condition that d is even and pj,,, < 0.5, using the fact that n; = 1 /M, for sufficiently

large s,

ple—(l—%)fm—e*/M, (3.19)



This leads to,

M—1

Since, n > L%J , from (3.9), we can write

&a~ (1-pe)' L%J ( i )1, 3.21)

(M—l)(en?—l)}l. (3.22)

d Ld?lJ d\'1
A}Iiinmgd%e_i Z <2> E:é’. (3.23)

From (3.23), as M increases, £; converges to a nonzero probability value. Therefore, for very

large M,

R~E&logM. (3.24)

This result reveals that, by increasing the source set cardinality at the source nanonode, one
can increase communication rate and still satisfy reliable communication with high proba-
bility, for large delays. The variation of rate delay and energy with increasing source set
cardinality is observed in Fig. 3.5, agreeing with theoretical results. Average energy does not

increase with delay, since E(w) does not depend on M.
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CHAPTER 4

ENERGY MINIMIZATION WITH NETWORK CODING

Network coding is mostly used to achieve the capacity of communication networks. In this
chapter, for the first time in the literature, we design energy minimizing network codes to
achieve capacity. Assuming that the 0 bit symbol has no energy cost, average energy at each
edge in the network is minimized with minimum energy channel coding (MEC). Minimum
energy network code (MENC) provides the best mapping between the input and output sym-
bols at the coding node in terms of average codeword energy. We define the class of networks
composed of coding nodes with N incoming and 1 outgoing symbols as In-N networks. First,
we derive the condition on the network code to minimize the average energy in In-Two net-
works and propose two linear MENCs. Then, we investigate the two well-known examples of
In-Two networks, i.e., two-way relay and butterfly networks, and obtain total average energy
expressions. Second, we investigate the network codes minimizing the energy in In-N net-
works. Since the minimum energy network code for In-Two networks cannot be generalized
to In-N networks, we propose a low energy network code (LENC) to reduce the energy. We
compare MENC and LENC with the classical XOR and random network codes in In-Two
and In-Three networks, and show that the proposed network codes provide significant energy

gains.

The remainder of this chapter is organized as follows: In Section 4.1 motivation behind this
chapter is presented. In Section 4.2, the existing literature on the energy efficient network
coding is explained together with the motivation of the chapter. In Section 4.3, we present
the network model and the notations. Later, the minimum energy channel code, which is the
underlying channel coding at each edge to minimize energy, is explained in Section 4.4. In
Section 4.5, we discuss the networks composed of coding nodes with two edges, i.e., In-Two

networks, and develop the minimum energy network code (MENC). Latin square structure of
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the network codes is used to prove that MENC provides the minimum energy. In Section 4.6,
we investigate the networks composed of coding nodes with N incoming edges. We present
a low energy network code and show that it provides reversible mapping at the relay. The
performances of MENC and LENC are compared with XOR and random network codes in
Section 4.7. It is shown that the proposed network code provides significant energy gains, and

LENC performs similar to MENC for In-Three networks.

4.1 Motivation

Network coding, as proposed in [1], is the method of combining the information flows at
the relay node to achieve the network capacity, where routing only is insufficient in general
[1]. Even though the main research interest focuses on achieving the network capacity [1,
24, 22, 8, 9], there are several papers discussing the energy efficient communications with
network coding [32]-[7]. However, in none of these studies, network coding is used as a tool
to minimize the dissipated energy. If we can find network codes that minimize the average
energy among all the input-output mappings in the coding node, we can achieve capacity with
minimum network energy. The purpose of this chapter is to propose such a network coding

technique, that minimizes the energy for communications.

In a communication system, if no energy is dissipated in one of the modulation states, average
energy can be reduced by increasing the frequency of this state [10]. On-off keying is the most
commonly used example of such modulation schemes. Throughout the chapter, we assume
that the energy cost of 0 bit is zero. Therefore, the minimum energy and minimum codeword
weight terms are used interchangeably, since minimizing the average weight is equivalent to
minimizing the average codeword energy. In [18], we have developed a novel channel code
called minimum energy coding (MEC), and showed its suitability for nano communications
due to significant energy efficiency it provides compared to the classical schemes. MEC with
Hamming distance constraint provides a way to minimize energy under OOK assumption,
with full control on the reliability. In this work, MEC is assumed as the underlying channel

code at each node to minimize energy.

In this chapter, we propose a linear network code, called the minimum energy network code

(MENC), that ensures the minimum energy dissipation in In-Two networks, i.e., networks
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composed of coding nodes with two input and one output symbols [21]. The developed net-
work code maps the incoming edges to the codewords of MEC such that the average codeword
weight at the output is minimized. Since MEC minimizes the average energy at each individ-
ual link, total network energy is minimized with MENC. We also investigate the generalized
In-N networks, i.e., networks composed of coding nodes with N input and one output edges,
and propose a low energy network code (LENC). LENC can be used to achieve network

capacity, while guaranteeing low energy dissipation compared to random network coding.

4.2 Related Work

Network coding is first proposed in [1], where the authors show that routing only is not suf-
ficient to achieve the network capacity and processing of the data flows at the intermediate
nodes, i.e., network coding, is required. Network coding idea has been employed in various
settings. Physical layer network coding is proposed in [35], where the authors exploit the
broadcast nature of the wireless nodes in ad-hoc networks to improve the throughput. The
major research effort on network coding focus on the capacity of networks. In this regard, au-
thors in [24] show that the linear network coding is sufficient to achieve the network capacity
in multicast networks. An algebraic framework for linear network codes is developed in [22].
In [8], the authors show that linear network coding is insufficient in general networks, even
for large finite fields and with vector extensions, with a counter example. In [9], the authors
study the relation of polynomial collections and matroidal networks, and show that the linear
solvability of networks in a finite field depends on the solvability of the associated polynomial

in the same field.

There are several studies on energy efficient communication with network coding. In [32], a
linear program that determines the path yielding the minimum energy per bit is developed in
multicast networks. Each link is assumed to have an associated cost. It is shown that with
network coding, not only energy per bit is reduced, but also the minimum energy solution is
found in polynomial time. However, authors do not design network codes to achieve energy
efficiency, rather exploit the network coding idea. Authors in [25] optimize the network
resources in coded wired and wireless networks to minimize a given cost criterion, and choose
the best subgraph. In [6], energy efficient communication is achieved in wireless networks, by

decomposing the network coding sessions into multicast and unicast. Moreover, optimization
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algorithms for solving the link scheduling problem is investigated. In [11], authors minimize
the total energy consumed in the network with lifetime constraints, by determining the traffic
on each edge, assuming XOR network coding. Recently in [7], an optimization problem to
minimize energy in two-way network coding with the rate constraint is developed. However,
authors incorporate the routing and scheduling into the optimization, using the fixed XOR

network coding. Therefore, the energy minimization is not obtained with network coding.

Despite the numerous attempts to reduce energy in network coding scenarios, none determines
the best network code that minimizes energy, but rather uses the existing network codes.
Moreover, energy minimization is not achieved by the network code, but either scheduling or

resource allocation algorithms.

In this work, for the first time in the literature, we design the network code with the objective
of energy minimization. In the code design, the mapping at the coded node is assured to
preserve the information, while minimizing the energy. Assuming no energy cost for the
zero symbol, we choose the network code that minimizes the average codeword weight at the
outgoing edges of the relay node to minimize the energy. We consider the network coding with
two inputs and n-inputs separately. For the node with two incoming edges, minimum energy
network code (MENC) is derived and for more general setting with N incoming edges, a low

energy network code is developed to reduce the energy at the relay.

4.3 Network Model

In this section, we present the network model and the assumptions on the network. We mainly
employ the notations of [9]. A network is represented with a directed graph with edge set €

and node set v. The finite set u with cardinality M, i.e., |u| = M, is called the message set.

A set 4 with minimum of two elements is called an alphabet. The alphabet represents the
channel symbols, i.e., codewords, used at the edges of the network. Therefore, the size of
the alphabet 4 is equal to the source set cardinality at the source node, i.e., | 4| = M. For
simplicity, 4 = {0,1,...,M — 1}. We assume that each channel symbol i € 4 represents
a length-n codeword c; composed of binary digits. Hence, there is a one-to-one and onto

mapping between the channel symbols and codewords, i.e., & : {co,c1,...,cpr—1 } — A, where
?;(c,-) =1
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Input and output edge sets of node u are I'}, and I',, respectively. A node u is called a source

node if T™

o 18 empty, and destination node if I'}, is empty. The source and destination nodes

are called the end nodes and nodes with both incoming and outgoing edges are called the
relay nodes. The set of channel symbols delivered to node u on its input edges is In(u), and

set of symbols generated by u is Out(u). Let T be the number of incoming edges of the relay

u
out?

node u, i.e., |In(u)| = t. Then, for each edge e € I'% ,, the mapping

fule) : A" — 4, 4.1)

is the network code in node u. We call a network code as reversible if, for any relay node,
given any T — 1 input messages and the message at any outgoing edge of node u, i.e., f,(e),
the unknown last message at the input can be uniquely determined. This condition imposes
the conservation of information. The map ¥ : u — 4 is the assignment of messages to the

channel symbols, hence to codewords. At this point, we list our assumptions on the network.

e The node set is composed of wireless nodes only. Therefore, only a single channel
symbol is transmitted from each node. Hence, for a coding node u, f,(e) = f,,Ve € I'“

out>
and |Out(u)| =1, Vu € €.

e The map 7 is determined by minimum energy channel coding (MEC) to minimize the

average weight depending on the message probabilities [18].

o All the network coding nodes in the network employ reversible network coding.

It is important to note that, even though the reversible coding is required in general, there
may be scenarios in which loss of information due to unreversible network codes can be com-
pensated from the other edges. However, in this work, in an attempt to develop codes where

network coding is required to achieve the capacity, we assume reversible network codes.

4.4 Minimum Energy Channel Coding

In this section, we explain the underlying channel code employed at the network edges. The
channel codewords are binary n-fuples mapped to the source messages. This mapping should
be one-to-one for unique decodability. The set of fixed-length codewords is called the code-

book. Hamming weight or simply the weight of a binary codeword is the number of ones
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it contains. Weight enumerator of a codebook ( is the polynomial Wy = ¥, [;z/, in which
there are /; number of weight i codewords. Hamming distance between the codewords is the
number of bits that they differ in. With minimum distance decoding, the received n-tuple is
mapped to the closest codeword in terms of Hamming distance. A code corrects ¢ errors, if it
has Hamming distance of 2t 4+ 1. Codes with larger Hamming distance are more reliable, as

they can correct more error patterns.

Minimum energy coding (MEC) maps the messages to codewords such that the average code-
word energy is minimized under OOK assumption. Hence, minimizing the average code
weight is equivalent to minimizing the average energy dissipated for communications. Let
the message set u be given by u = {xo,x1,...,xp—1 } with cardinality M, and x; be the source
symbol with probability p;, mapped to the codeword c¢;. The following theorem is the main

result of [18]:

Theorem 4.4.1 Let x; has probability p; € {po,pi,...,Pm—1} and pmax be max(p;). For a

desired minimum Hamming distance d, the minimum expected codeword weight, E[w] is

(1 _pmax)da pmgx Z 05,

min(E[w]) = | 4, Prmax < 0.5, if d even » 4.2)
[%] — Pmaxs  Pmax < 0.5, if d odd

where corresponding codebook has weight enumerator

ZO + (M— I)Zd, DPmax = 0.5
Welz) =9 .
el 1)t e <05

Therefore, depending on the probability of the most probable source outcome, we either use
the codeword set with all-zero codeword, i.e., (y, with weight enumerator Wg, = 20 + (M —
1)z? or set with codewords of equal weight of d/2 (for even d), i.e., (i, with weight enumer-
ator W, = ZI—%J + (M — l)z[%w . For both cases, the codeword with less weight is mapped to

the source with probability p.x.

When we employ MEC in the networks, the probability calculations are more tedious as we
will see in the following sections. It is important to discuss if we can choose different sets of
codewords for each edge e in the network. The best codebook selection, i.e., the codebook

minimizing the average energy, depends on the probability of the most probable event at node
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Figure 4.1: Network coding relay node in In-Two networks.

u, for each edge e € I'"

v This cannot always be supported in the networks, since any node

u', where e € 1“7,; needs to distinguish between the selected codeword sets, which require
extra bandwidth. As we aim to minimize the energy, we assume that each source selects the
codeword set minimizing its average codeword energy, and codebook selection can be inferred
by the destination. In practice, the choice of codeword set can be indicated with a single bit,
since only two codeword sets, i.e., ( and (] are sufficient for all the source distributions, as
the choice only depends on whether p,,,, is greater or less than 0.5. Therefore, we assume
that the indication of the selected codeword set is perfectly announced to the receivers without

significant change in the performance.

4.5 Minimum Energy Network Coding for In-Two Networks

In-Two networks are composed of coding nodes u with two input and one output symbols, i.e.,
|In(u)| =2 and |Out(u)| = 1. Network may also consist of forwarding nodes, with |In(u)| =
|Out (u)| = 1. In order to minimize the average energy in the overall network, we employ MEC
as demonstrated in Section 4.4, to minimize the average codeword weight at the output edge
of each node, depending on the message probabilities. Similar to the source nodes, network
coding nodes also employ MEC at their outgoing edges. The probability distribution of the
messages at the network coding node depends on the probability of the incoming channel
symbols. Fig. 4.1 shows the network coding node in an In-Two network. For node u, In(u) =

{ur,ur} and IT'Y, = {e;,e2}, where ¢; contains the channel symbol u;. We introduce the latin
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Figure 4.2: A latin square with 4 rows and columns.

squares to define the In-Two network codes.

4.5.1 Latin Squares as Network Codes

Latin squares are two dimensional mathematical objects useful to define network codes.

Definition: A latin square of order M is an M X M square matrix containing each symbol

from a set of cardinality M exactly once in each row and each column.

Due to their nature, latin squares can be used to represent reversible network codes for In-
Two networks. A 4 x 4 latin square is provided in Fig. 4.2 as an example. The origin of latin

1"" row (column) shows that

squares is assumed to be the top-left corner. Assume that the i+
the symbol i is received on the first (second) incoming link of node u, i.e., u; =i (up =i). For
example, if we know that the first link contains 3, and the outgoing link contains 1, we can
infer that the other incoming message should be 2, since each symbol appears exactly once in

each row and each column. Similarly, the well-known XOR network code can be represented

by a 2 x 2 latin square with zeros in the diagonal. It can be written as

fu(u],l/tz) =u+u ( mod 2), (4.3)

where channel symbols are binary. Therefore when f, and either of u;’s are known, the

unknown input can be uniquely determined by u; = f, +u», ( mod 2).

48



4.5.2 Minimum Energy Network Coding - MENC

From Section 4.4, we know that the selection between the codebooks (j and ('} depends on
the probability of the most probable source event. Let source events be sorted in decreasing
probability order such that p; > p;y|. If probability of the most probable event, i.e., po,
is greater than 0.5, codebook (§ is chosen, which assigns 0 weight codeword to cp, and d
weight codewords to all the other codewords, where d is the desired Hamming distance of
the code. If py < 0.5, either all codewords have d/2 weight if d is even, or ¢¢ has weight
wo = |d/2] and all other codewords have weight w; = [d/2] if d is odd, with the selection of
codebook Cj. As stated previously, this coding technique is employed at the network coding
node to minimize energy associated with the outgoing edges. Since either (j or (] is selected,

without loss of generality, we can say that weight (co) < weight(c;),Vi € {0,1,....M —1}.

We first present two lemmas which are useful for the proof of our main theorem. The follow-

ing lemma gives the condition on the completability of partially filled latin squares [30].

Lemma 4.5.1 An M x M partial latin square with M — 1 filled entries can always be com-

pleted to a latin square.

The direct result of this is that, an M x M partial latin square filled with M number of a single

type symbol, and satisfying latin square conditions can be completed.

Assume that the symbols are ordered in terms of their probabilities in the rows and columns

th symbol on the first (second) incoming edge of node u is more

of the latin square, i.e., i
probable than the j symbol on the first (second) incoming edge, if i < j. In other words,

referring to Fig. 4.2, p; > p; and g; > g fori < j.

Let g; ; be the interchange operation between ith row and jth row of a latin square, where

th

i < j, with 0 symbol of the i row on the m""* column and of the j* row on the n'" column.

Then we have the following lemma.

Lemma 4.5.2 The interchange operation decreases the average weight on the outgoing edge

of network coding node, if m > n.

Proof. From MEC, wy < w; ,Vi € 4 and w; = w; = wy ,Vi, j such that i # 0, j # 0. Let the

average weight before the interchange operation be W, and after the operation be W,. Then
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we have,

Wy —Wa = wo(pigm ~+ Pjqn) +w1(Pign + Pjgm)
—wo(pjgm + Pign) — W1(Pigm ~+ P jdn)
=wop;(gn —qm) +qopi(gm — qn)
+q10i(qn — Gm) +W1P(Gm — Gn)
=wi(pi — P;)(qn —qm) —wo(pi — P;)(gn — Gm)
= (w1 —wo)(pi—P;)(qn— qm) (4.4)

In (4.4), the right hand side is always positive. Hence, the interchange operation decreases

the average weight. ]

Theorem 4.5.3 A minimum energy network code for a node with two incoming links is given

by a latin square with Os on the main diagonal.

Proof. From Lemma 4.5.1, we conclude that, a partial latin square containing all the zero

symbols is completable. As a result, there is a latin square for every pattern of O symbols.

Due to the 2-dimensional nature of a latin square, every partial latin square of order M filled
with M number of Os can be obtained by sufficient number of row or column switching applied

to a partially filled latin square with random pattern of M number of 0 symbols.

From Lemma 4.5.2 we know that, to minimize the average code weight, i.e., average energy,

we should apply row switching operations until the index of the column containing the 0

symbol for i row is less than that of j"* row for all i, j satisfying i < j. Sufficiently applying

this operation leads us to the latin square with diagonal entries filled with Os. We can always

complete this partial latin square to obtain a valid network code.

Therefore the minimum energy network code for the node with two incoming links is repre-

sented by a latin square with the main diagonal filled with O symbols. |

The following theorem is useful to characterize the minimum energy network codes:

Theorem 4.5.4 The linear network codes

fu=ur+(M—1)up, ( mod M) 4.5)

fu=M—1)u; +up, ( mod M) (4.6)
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are minimum energy network codes.

Proof. Both f,’s yield network codes represented by a latin square with main diagonal filled

with zero symbols. Hence, it achieves the minimum average energy. |

Therefore, there exist linear network codes minimizing the average energy. The code is linear

at the channel symbol level. Due to its linear nature, it can be implemented easily.

This network code can be used to achieve the max-flow min-cut capacity, which is not achiev-

able with routing only, and minimize the average energy at the same time.

4.5.3 Codebook Selection at the Relay

In MEC, we determine the codeword set by inspecting if pg < 0.5 or not. Similarly, we
determine the codeword set at the relay by checking the probability of O symbol. However,
this time the probability of the channel symbols depend on the probability of the incoming
codewords. Assume that the symbols at the relay inputs are independent. Let p; and g; be the
probability that the symbol i is transmitted at the incoming edges e; and e, respectively. Since
MENC is represented by an all-zero diagonal latin square, the probability of O symbol at the
relay, i.e., pg , is given by pg = Z?i 6] piqi- Then we have the following theorem yielding the

minimum average codeword energy obtained with network coding at the relay:

Theorem 4.5.5 Let p; and q; be the probability that the symbol i is received at the incoming
edges e and ey respectively. Then the minimum average codeword weight at the outgoing

edge of relay in In-Two networks is given by

(1-=XY;pigi)d, Yipiqi>0.5
min(E[w]) = df2, Y. pigi <0.5, if d even 4.7

[d/2] = Xipigi» Yipigi <0.5 ifdodd,

where the corresponding codebook has weight enumerator

L+ (M-1)Z, Y. pigi >0.5
We(z) =

i =122l Yipigi<05.
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Proof. Let p =Y ; pig;. Following the proof of Theorem 4.4.1 in [18], (4.7) follows immedi-
ately. |

Therefore, relay node should know Y; p;g; in order to select the codebook yielding the mini-
mum average energy. In dynamical environments where source probabilities change in time,
obtaining this term might not always be possible. In order to relieve the relay, we show that it

does not need the probabilities of the incoming symbols, if p1,q; < 0.5.

Lemma 4.5.6 Let p;, i€{0,1,...,M—1} be a probability distribution such that 0.5 > py > p; >

.2 pym—12>0. Then,

arg max )(Zp%) =(0.5,0.5,0,...,0). (4.8)

(1707171 seesPM—1

Proof. Skipped. n

Lemma 4.5.7 Let u be the coding node in In-Two network, and p; and q; be the probability
that symbol i is received at the incoming edges e and e respectively, where p; > p;y1 and

qi > qiv1, Vi € {0,1,...;M —2}. Then we have,

M-1

If(p1 <05)A(q1 <0.5)= Y pigi <0.5. (4.9)
i=0

Proof. From Cauchy-Schwarz inequality, we have,

Yrigi< [} pi [Ya (4.10)

From Lemma 4.5.6, we know that }; p; < 0.5 if p; <0.5. Therefore, }; pigi < 0.5if p;,q; <
0.5 |

Hence, we conclude that if the most probable message of the source nodes is less that 0.5,
the coding nodes do not need probability distributions of their incoming symbols to select the

energy minimizing codebook, since then the probability of 0 symbol is always less than 0.5.

From a similar argument, we see that for the other cases, such a conclusion is not possible.

For example, if p; < 0.5 and ¢; > 0.5, from Cauchy-Schwarz inequality, };(p;g;) < v/0.5.
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Figure 4.3: Two-way relay network.

4.54 Example Networks

In this section, we consider two example networks and obtain their total energy dissipation
with MENC. We also give an example network to show that the proposed network code is
not always sufficient to achieve the network capacity. In the following, it is assumed that the

destinations know the network codes a priori.

4.5.4.1 Two-Way Relay Network

Two-way relay network is a widely known example in the network coding literature. There
are two source nodes which are destinations of each other, and these sources are connected
via a relay node as shown in Fig. 4.3. Sources S; and S transmit their channel symbols, i.e.,
x and y, simultaneously. The relay node R combines the packets it receives and broadcasts.
Representing the symbol at each edge e; by u;, e; = e4 = x, ex = es =y, and u3 = u4 due to the
broadcast nature of the relay node. With MENC, u3 = u; + (M — 1)uz ( mod M). Then source
nodes S and S, can decode the symbol transmitted by each other, since they already know the
symbol they transmitted, with the operations y = (M — 1)u3 +x and x = u4 + y, respectively
where operations are in mod M. Therefore, each node receives one packet in two time units.

Note that reversible network codes are required to achieve network capacity.

The total average energy dissipated in the network is the summation of average energies dis-

sipated at each link. For simplicity, assume that pg,qo,Y; pigi > 0.5. Then the total average

energy of the two-way relay network is

Jrw = (1= po)d+ (1 —qo)d + (1 —ZPiCIi)d)P

= (3—po—qo— Y, piqi)dP, (4.11)
i
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Figure 4.4: Butterfly network.

where P is the energy per high bit, i.e., the cost of single codeword weight in terms of en-
ergy. Note that as pg and g goes to 1, average network energy goes to zero. Total energy

expressions for the other cases can also be obtained easily.

4.5.4.2 Butterfly Network

Butterfly network is the most famous network in the network coding literature, as it is studied
in [1]. Fig. 4.4 shows the butterfly network with two source and two destinations. With
reversible network coding, destinations can decode the messages of both transmitters. As
before, u3 = u; + (M — 1)up ( mod M). Due to the broadcast nature of nodes u, = us, u; = ug,
and since the relay R, broadcasts u3, ug = u7 = u3. Single codeword energy is sufficient to
form all the outgoing edges of a node due to the broadcast nature. Assuming po,qo,Y; Piqgi >

0.5 similar to the two-way relay network, the total network energy with MENC is,

Jg = ((1—po)d+ (1 —qo)d +2(1 - pigi)d)P
i
= (4—po—qo—2Y piqi)dP. (4.12)
i
In the next section, we provide a counter example, to show that MENC cannot always achieve

network capacity for all In-Two networks. This results is in parallel with the findings in [8]

that linear network coding is not always sufficient.

54



Figure 4.5: Example network in which single MENC does not achieve capacity.

4.5.4.3 Unachievability of Capacity with MENC

Consider the network in Fig. 4.5. Sources S1,5,,53 broadcast channel symbols x,y,z, re-
spectively. Therefore, u; = up = x, u3 = ug =y, us = ug = z. To minimize the network en-
ergy, MENC is employed at the nodes, R, R, and R3. Then employing u7 = u; + (M — 1)us,
ug = u7+ (M — 1)us and ug = up + (M — 1)ug in mod M, we have,

u7=x+(M—1)y ( mod M)

ug=x+(M—1)y+(M—1)z ( mod M)

ug =x+ (M —1)z ( mod M).

As a result, destination receives the symbols, x+ (M — 1)y+ (M — 1)z,y and x+ (M — 1)z.
Since operations are in modulo M, these equations are linearly dependent. Hence, destination

cannot decode x and z separately.
Note that we can circumvent this problem by selecting different MENCs at each node. Con-
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Figure 4.6: Network coding node in In-N networks.

sider the network with the operations u; = (M — 1)uy + us, ug = u7 + (M — 1)us and ug =

ur + (M — 1)ug in mod M. Then,

Us =y
ug=(M—1)x+y+(M—1)z ( mod M)

ug=x+ (M —1)z ( mod M).

In this case, destination decodes all the symbols as

2x=(M—1)(ug+ (M —1)us) +uo ( mod M) (4.13)
—_— (4.14)
2z = (M —1)(us + (M — )ug + uo) ( mod M) (4.15)

Therefore, we show that MENC cannot always be used to achieve the network capacity. How-
ever, in special cases as shown above, using combination of two MENCs leads to capacity

achieving network codes for In-Two networks.

4.6 Low Energy Network Coding for In-N Networks

In-N networks are defined as networks composed of coding nodes with N incoming edges
only. As we investigate in Section 4.5.1, network codes in In-Two networks are equivalent to

latin squares. Similarly, if there are more than two incoming edges, the mathematical object
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Figure 4.7: LENC for In-Three network with M=3.

corresponding to the network code is an N-dimensional latin square, i.e., a latin hypercube.

Next, we introduce the latin hypercube concept.

4.6.1 Latin Hypercubes as Network Codes

Consider the node shown in Fig. 4.6. Due to the reversibility condition on the network
code, knowing any N — 1 number of inputs and the output, we should be able to deduce the
remaining unknown channel symbol at the input. In other words, given any set of the incoming
symbols U satisfying || = N — 2, the network code mapping the unknown two incoming
edge symbols to the outgoing edge symbol should be representable by a latin square. The

structure satisfying this condition is called a latin hypercube.

Definition: An N dimensional latin hypercube of order M is an M" cube satisfying that each
symbol i € {0, 1,...,M — 1} occurs once through each line, where a line is the set of values of

the latin hypercube when all but one dimension is fixed.

Consider the case with N = 3. The structure corresponding to a network code becomes a latin
cube with three dimensions. Apart from rows and columns, the dimension providing depth to
the cube is called “file". Redefining the latin structure for cube, we say a latin cube is the cube
containing all the elements of the set {0, 1,...M — 1} exactly once in each row, each column
and each file. It is easier to visualize the structure for three dimensions, however, difficulties

in comprehending the view of hypercubes arise with higher dimensions.

Due to the high dimensional nature of latin hypercubes, hence reversible network codes, the
elegant and simple findings of minimum energy network coding for In-Two networks cannot

be obtained. As we see in the following sections, even in the three dimensional case, the min-
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Figure 4.8: LENC for In-Four network with M=3.

imum energy network code depends on the conditions on the input probabilities. Therefore,
we present a network code which provides low energy dissipation, if not minimum, for the
general in-N networks. We develop low energy network code (LENC) by investigating the

three dimensional case in detail.

4.6.2 Low Energy Network Coding - LENC

Assume that the source set cardinality M = 3 and the network coding node has three incoming
edges, i.e., N = 3. The reversible network code should be represented by a three dimensional
latin cube of order 3. Let the probability mass function of the incoming flows be p;,q; and
ri, i € {0,1,...,M — 1}, where the incoming symbols are x,y and z respectively. An example
latin cube representing the network code is provided in Fig. 4.7. Each latin square gives the
mapping of the network code, for a given x value. For example, the first latin square gives the

mapping of y and z to f,,, when x = 0.
Assume pg > qo, ro. From Section 4.5.2, we know that the latin square with the main diagonal
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Figure 4.9: Example network with MENC and LENC.

filled with O symbol provides the minimum energy. Hence, we should reserve this latin square
for the most probable p;. Since p;’s are ordered such that p; > p;;, the minimum energy
latin square is reserved for pg as shown in Fig. 4.7. Moreover, since pg > qo, 19, this selection
provides the largest gain in terms of average energy. However, it is not straightforward to
select the other latin square assignments, since the values of p;,¢; and r; for i # 0 determine
this mapping to minimize the average weight. As for the given example, the network code
obtained by swapping the second and third latin squares provides lower average energy than

the one provided, if (¢1 — q2)(ro —r1) < (g0 — q1)(r1 — 12).

The above network code is obtained with cyclic shifts of rows. Note that the code value
increases by 1 along z, and by 2 along x and y dimensions. This selection of increments is
intentional to assure the reversibility of the network code. Moreover, the provided network

code is linear. We define the generalization as low energy network codes:

Definition: For a coding node with N incoming edges with symbols {u;,uy,...uy}, and sym-

bol set cardinality of M, if p(ur = 0) < p(u; = 0), Vi # 1, the low energy network code is,

fu=uc+ Y (M—1)u;. (4.16)
i#T

Lemma 4.6.1 The low energy network code is reversible.
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Figure 4.10: Normalized total network energy per bit energy in two-way relay network with
different source distributions (d = 4).

Proof. A reversible network code should be representable by a latin hypercube. Therefore,
given any N — 2 inputs, the mapping should be a latin square. Let the unknown inputs be
(ui,uj). If i, j#t, the mapping is given by f, =c+(M — 1)u;+(M — 1)u;, where c is a known
constant. This corresponds to a valid latin square, since with the multiplicative factor of
(M — 1), moving along either dimension decreases the code value by one, which is the left

shift operation of rows. If either i or j is 7T, the code is the minimum energy latin square. W

Lemma 4.6.1 assures that the LENC is representable by a valid latin hypercube. We aim to
map minimum energy latin square, i.e., the latin square with all-zero diagonal, to the more
probable incoming combinations by choosing the coefficient of (M — 1) for all but least prob-
able event. For example, if py > qo, rp, the minimum energy latin square is assigned to the
mapping of (u2,u3), when u; = 0, which is highly probable, leading to significant decrease in

the average weight. The code provided in Fig. 4.7 is actually an LENC, for ry < go, po.

Another example LENC is shown in Fig. . Let u;, u»,u3 and u4 be the incoming edge symbols
with pmf’s of p;, g;, r; and s; respectively. Assume that so < pg,qo, 79. Then LENC is given by
the mapping f, = us + (M — 1)(u; + up +u3), mod M. To visualize the 4 dimensional latin
hypercube corresponding to the LENC, latin squares corresponding to each value of (u;,u;)

pair is demonstrated with varying u3 and u4.
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4.6.3 Example Network

In this section, a sample In-Three network with LENC is investigated. Fig. 4.9 shows the
network, which has two coding nodes R, R, with two and three incoming edges, respectively.
Due to the broadcast nature, u; = up = x, u3 = uqg =y and us = ug = z. Assuming M =4
and p(upy = 0) > p(us = 0), p(us = 0), employing MENC at R; and LENC at R, we have
u7 = uy +3usz and ug = uy 4+ 3u4 4 3us. Then the destination obtains u7 =x+3y mod M,ug =
x+3y+3z mod M,u9 = z. Since they are linearly dependent, destination cannot decode all

three symbols. Even if we switch to u7 = 3u; + u3, the received symbols are still linearly

dependant.
u;=3x+y modM 4.17)
ug =x+3y+3z modM (4.18)
Uy = 2. 4.19)

Therefore, the network capacity cannot be achieved by MENC and LENC for this network.
Allowing the In-Three network code, ug = 3uy + 3u4 + us leads destination to decode all the

packets at the cost of slight energy increase.

4.7 Performance Evaluation

In this section, we conduct numerical evaluations to show the performance of minimum en-
ergy network code and low energy network code in In-Two and In-N networks. The probabil-

ities are obtained by sampling and normalizing the exponential pdf with parameter u.

First, we obtain the total energy in two-way relay network with MENC, given in Fig. 4.10. u
and u, are the parameters of exponential distribution. (4.11) and other equations derived for
all cases of probabilities are considered. As observed, as distributions become more uniform
with increased u, weight-d/2 codewords are assigned to each node, leading to average weight

of E[w] =3d /2 = 6. Network energy reduces significantly, if both pmf’s are far from uniform

Second, we compare the proposed minimum energy network code for In-Two networks with
the classical XOR network coding. It is important to note that, XOR network coding satis-
fies the minimum energy conditions for the binary field. However, with the employment of

channel code to provide reliability, XOR does not minimize the average energy. We consider
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Figure 4.11: Average weight per codeword at the relay for XOR with (7,4) Hamming, XOR
with MEC, random network coding with MEC and MENC with MEC for In-Two networks.

the scenario where the input probability distributions p;, g; satisfy the condition pg,qo > 0.5.
This is due to that, for the case pg,go < 0.5, as we show in Section 4.5.3, minimum average

weight does not change with the source pmf.

Fig. 4.11 shows the minimum average weight comparison for XOR network code, random
network code and MENC. The scenario with Hamming channel code instead of MEC is also
provided for comparison. For fairness, MEC(M,d) with M = 16 and d = 3 is compared to
(7,4) Hamming. As expected, employing MEC at the source nodes greatly reduces the energy

per codeword at the relay, since codewords are selected to minimize the average weight.

The energy efficiency of MENC compared to XOR shows that with MENC combined with
MEQC, energy can further be reduced, especially for small u values. Using MENC, network
capacity can be achieved dissipating almost half the energy required with XOR network cod-
ing, depending on u. We also compare the MENC performance with random network codes.
Random network coding is employed by generating a random latin square of order M. Fig.
4.11 also shows the minimum average weight comparison between MENC and random net-
work code. We have generated 1000 random latin squares, each representing a network code,

and used the zero symbol probability to find the average codeword weight, depending on the
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Figure 4.12: Average energy per codeword for, random network coding, MENC and LENC
for In-Three networks. pg,qo,ro > 0.5

location of zeros in the randomly generated latin squares. The o-shaped markers show the av-
erage of the expected code weight over the 1000 trials at each u value. As u is increased, the
distribution becomes more uniform. Figure shows that, MENC provides significant energy

gains for small y, leading to probability distributions with ¥, p;g; < 0.5.

Since the probability calculations and latin cube generation process is tedious for In-N net-
works, we consider only the In-Three networks with M = 3. Fig. 4.12 shows the variation of
the energy in In-Three networks. The underlying network code is LENC represented by the
latin square in Fig. 4.7. Performance of LENC is compared with MENC and random network
coding. The random code is run 1000 times and the resultant minimum expected weights are
averaged. As observed, LENC clearly outperforms the random network coding. Moreover,

LENC provides performance almost the same as MENC.
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CHAPTER 5

CONCLUSIONS AND FUTURE RESEARCH DIRECTIONS

In this thesis, we have developed novel minimum energy channel codes and showed that they
are suitable for communications in nanosensor networks and ad-hoc nanonetworks. Unlike
the existing minimum energy codes, MEC provides controllable reliability while assuring that
minimum energy is dissipated at the transmitter. Based on MEC, we develop minimum energy
network codes, which is the first network code in the literature, that minimizes the network
energy. In the next sections, we provide the details of the contributions and point out future

issues regarding minimum energy channel and network codes.

5.1 Contributions

In this section, we sum up the contributions of each chapter and underline the important

results.

5.1.1 Minimum Energy Channel Coding

In this chapter, first we propose a multi-carrier OOK modulation suitable for nanocommuni-
cations, motivated with the THz channel characteristics. Later, we develop a novel minimum
energy coding scheme, MEC, for nano communications in cell-based WNSNs employing
OOK modulation. Different from previous studies, MEC satisfies a minimum Hamming dis-
tance to guarantee reliability. It is analytically shown that codewords can be decoded perfectly
with MEC using large code distance, if the number of quantization levels in the WNSN node
is less than the inverse of symbol error probability. It is demonstrated via simulations that,

the proposed code is superior to popular block codes such as Hamming, Reed-Solomon and
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Golay. The state-of-the-art power and energy limits in nano domain are used to obtain achiev-
able rates of WNSN nodes. Neglecting the processing power, nanosensor nodes are expected
to transmit data at rates on the order of Mbps. In the proposed cell-based WNSN, it is shown
that with MEC, perfect communication with large number of quantization levels at the nanon-
ode can be achieved for a cell radius of several millimetres. Numerical evaluations show that
MEC can be used as an energy-efficient and reliable coding scheme in nano domain for future

WNSNE.

5.1.2 Node Density and Rate Delay Reliability Tradeoffs in Ad Hoc Nanonetworks with
MEC

In this chapter, limits and tradeoffs of ad-hoc nanonetworks employing MEC are investi-
gated. It is demonstrated that reliable communication, i.e., perfect codeword decoding can be
achieved using MEC, in ad-hoc nanonetworks with a bounded number of interfering nanon-
odes, without any medium access control. The exact expression for decoding probability is
derived, and it is concluded that nanonode density, p, should be less than the inverse of node
transmission probability, 1/p, to achieve reliable communication. Furthermore, rate-delay-
energy tradeoffs are analyzed for constant codebook size, M, with varying Hamming distance,
d, and vice versa. The analyses reveal that for constant M, average energy and rate increase
with delay. However, for constant d, energy dissipation remains constant, as delay increases.
Additionally, it is shown that increasing source set cardinality leads to rates a constant multi-

ple of log M for ad-hoc nanonetworks.

5.1.3 Minimum Energy Network Coding

In this chapter we developed network codes minimizing the average codeword energy for
In-Two networks. The linear codes f, = u; + (M — 1)uy and f, = (M — 1)u; + uy satisty
the minimum energy conditions. Furthermore, we proposed low energy network codes for the
general In-N networks and shown that it performs similar to MENC via numerical evaluations

in an In-Three network.
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5.2 Future Research Directions

The minimum energy code is generated with the cyclic shifts. Even though this technique
provides minimum code length for p,,,, < 0.5, codeword length could be made much smaller
for ppmax > 0.5 with better techniques. Development of shorter codewords satisfying the mini-
mum energy requirement and desired Hamming distance is an open issue for minimum energy

codes.

For minimum energy network codes, the future work includes the development of the network
class, for which MENC achieves capacity. Another open issue is the development of minimum

energy network codes for nodes with multiple incoming and outgoing edges.
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