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1 INTRODUCTION 

Recent innovations in communication technologies, coupled with the increased use of 

interactive media and smartphones, greatly enhanced the ability of companies and 

governments to gather and process an enormous amount of information on individual 

users. Today, information can be collected from many sources, including, but not 

limited to, content users share on social networks and blogs, behavioral data collected 

from online services, intelligent device activities, and security camera recordings. 

Efficient and effective processing of this “big data'' have the potential to significantly 

improve the quality of many real life applications or products since this enormous 

amount of data can be used to accurately profile and, then, target particular users. This 

unprecedented quantity of information has already attracted the attention of knowledge 

conglomerates such as Google, Yahoo and Microsoft. These companies use this 

information not only to steadily increase quality of their services by designing highly 
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sophisticated machine learning algorithms, but also to influence the behavior of 

consumers and users due to their extensive access into our daily lives (Stoicescu 2015). 

To this end, we seek to mathematically model the effects of machine learning 

algorithms on users, particularly preferences of the users, and then use this 

mathematical model to tune the overall system in order to change the 

behaviors/preferences of the users (if possible) in a desired manner.  

Unlike conventional applications of machine learning algorithms whereby available 

data is used to make inferences about users and predict, for example, the most suitable 

movie for a particular user, new generation of machine learning systems employed by 

these enormously large companies have the capability, ability and potential to change 

the underlying problem framework, i.e., the user itself, by design (Brodersen et. al. 

2015; Zarsky 2004). As an example, consider “Yemek Sepeti'', which provides services 

such as food delivery, user ratings, restaurant search and recommendation.  Based on 

the user history, Yemek Sepeti tries to provide the most appropriate content and the 

well-tuned offers to its users. In a large scale, this comparably powerful medium can be 

used not only to provide targeted content, but can also be used  to change user behavior, 

inclinations or preferences, e.g., unhealthy eating habits of a consumer can potentially 

be changed by suggesting more healthier foods with high ratings similar to usual 

preferred diet of the user.  Hence, this abundance of new sources of information and 

previously unimaginable ways of access to consumers' data have the potential to 

substantially change the underlying applications and classical machine learning 

approaches by incorporating the effects of the algorithm on the intended user in the 

design. 
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We argue and mathematically model that the actions of the machine learning 

algorithms, such as recommending targeted healthier food to users, can affect the 

preferences and behaviors of users by changing their internal state, however, there are 

certain attributes of the internal state that cannot be altered. In the next chapters and as 

summarized in the following, we show that we can represent both effects using a 

statistical approach, which depends on both immutable characteristics of the user 

(incorporated as a side information and a state equation) as well as on inputs (or actions) 

from the environment (or the machine learning algorithm) incorporated as a deriving 

term. 

 

 

The machine learning algorithms produce digital interventions or triggers to users in the 

form of online advertisements, social media and news feeds, product recommendations 

and search engine results. The user acts on these interventions by reading a 

recommended article, clicking on a search result or an online advertisement. These 

Figure 1 The Digital Feedback Loop 
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actions leave digital footprints for the big data companies to collect, process and feed 

their machine learning algorithms. And this completes the digital feedback loop as 

shown in Figure 1. As the loop is repeated, the algorithms get smarter and more 

effective in knowing how the user behaves and reacts to interventions. Thus, the 

algorithms not only produce more effective interventions but also learn to steer the user 

behavior in an intended manner. 

We model this phenomenon using a state-space model as shown in Figure 2. Next, we 

provide a high level description of our model and the structure of the thesis. In the 

figure, the current preferences of the user are represented by pt and the next state of the 

preferences by pt+1. These preferences are latent and can only be indirectly observed by 

the user actions, modeled as xt. The user actions are a collection of Facebook shares, 

comments, status updates, spending patterns and all other digital footprint. The model 

assumes that the user actions are a function of his/her preferences pt and the side 

information st. The side information consists of age, gender, residency and other 

demographics. Machine learning algorithms choose digital interventions, at, based on 

the observations, xt. The next state of the preferences pt+1 are modeled as a function 

current preferences, the side information and the digital interventions. With such a 

model, the interventions can be chosen in a way to update the user preferences. The 

model also takes into account random noise effects, indicated by vt in the figure. 

In Chapter 2, we study how the data input of the model, xt and st are produced and 

processed. This data input can be extracted from the abundant digital footprint of the 

user (about 13GB per month per capita, for a total of 96 exabytes (96 billion gigabytes) 

in 2016 (Cisco 2017)). We take a look at the steps involved in processing 

(preprocessing, encoding and processing) this enormous amount of raw data efficiently 
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and effectively to extract meaning and insight. In Chapter 3, we focus on the anomalies 

in the data since irregularities can convey valuable information as well as the 

mainstream data. We study the overall anomaly detection landscape and then introduce 

a novel anomaly detection algorithm. In Chapter 4, we dive deep into the state-space 

model to mathematically prove that user preferences, pt, can be changed by the machine 

learning algorithms in a desired manner. 

1.1 Datasets 
The data set we use in Chapter 2 is a collection of tweets gathered through a case-study 

which includes 1440 tweets written in Turkish. The tweets are collected from 168 

Figure 2 The State-Space Model with Feedback 
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different users between April 10th, 2013 and May 28th, 2013. There are at most 10 

tweets from a single user. The tweets, whose contents can be related to anything, are 

freely worded and unstructured. There are 3 classes, i.e., a tweet falls into one of three 

categories, which are “No Statement(0)”, “Specific(1)” and “General(2)”. These 

categories reflect the level of statement about other people in a tweet. Tweets are 

manually labeled by human coders. Three coders were trained for six months. A subset 

of their coding results were cross-checked by an expert in order to make sure their 

coding results were correct and consistent with each other. 

In Chapter 3, we use the Istanbul Stock Exchange (ISE) dataset for real data benchmark 

purposes. Daily price data of nine stocks are downloaded from 

‘http://finance.yahoo.com’ and ‘http://imkb.gov.tr’ from January 5, 2009 to February 

22, 2011 and the prices are converted to returns over 536 samples. We randomly add 64 

(nearly 10 percent) anomalous samples to this dataset. The anomalous data are 

generated from a multivariate Gaussian process whose mean is the negative of the batch 

mean of the nominal data (with the same estimated covariance). 

We made an effort to use existing datasets to validate and verify our algorithms and 

models. However, there are inherent difficulties with using true big data to be able to do 

validation at a large scale. We touch on such difficulties in the remainder of this section. 

Data is abundant and ever increasing due to an increasing number of new digital 

platforms and usage methods (Bradlow et al. 2017). The impression of data being 

abundant is typically fueled by data conglomerates such as Facebook, Google and 

Amazon (Wedel and Kannan 2016). Another giant, Walmart, collects 2.5 petabytes of 

data from 1 million customers every hour about transactions, customer behavior and a 

number of other things (McAfee et al. 2012). There is an obvious theme here, big data 
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implies big user base. There are other sources of data such as surveys and experiments. 

However, these not only lack the “big” qualifier but also suffer from some inherent 

problems. The accuracy of many surveys and experiments are subject to 

misrepresentation and self-consciousness. Many times these surveys and interviews 

involve counterfactual questions which may lead to major inaccuracies. Since 

experiment setup may influence the results of the experiment, especially in retail, 

companies prefer field experiments rather than lab experiments (Sudhir 2016). 

Algorithms and models developed for predicting user preferences, psychological traits 

and states require big data. These algorithms and models evolve to make better use of 

data size and variety. Insights that might otherwise be completely obscure come into 

light with the use of advanced models and big data. The data needs to be not only big 

but timely as well (Bradlow et al. 2017). Micro-targeting and behavioral targeting 

requires real-time or near real-time data. Context, including location and psychological 

states, is transient. The relevance of insights gained from the data might have a short 

period of effectiveness. Therefore both data collection and processing need to be very 

efficient to allow real-time results. 
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2 FROM RAW DATA TO 

INSIGHT 

In this chapter, we study the data aspect of our state-space model. The main data input 

to the model is about user actions, the observable reflections of latent user preferences. 

A supplemental set of data input to the model is the user side information which 

consists of age, gender, residency and other demographics. We take a close look at the 

steps involved in going from raw data to a form of data that can be fed into the model. 

We outline the state of the art for these steps of data processing. While this chapter 

focuses on methods which use the mainstream data points to extract knowledge for the 

model, the data points that are not part of the mainstream data can be precious. In the 

next chapter, we look into how we can make use of irregular or outlier data points to get 

further information for the model.  
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Data is deemed very valuable. It is the new “oil”. It is also the new bacon and the new 

currency… Data is valuable, only if one knows how to use it and what to do with it 

(Sondergaard 2015): 

Big data is the oil of the 21st century. But for all of its value, data is 

inherently dumb. It doesn’t actually do anything unless you know how to use 

it. 

While the mathematical tools and statistical fundamentals for processing raw data have 

been around for a long time, there was neither sufficient useable data nor the amount of 

data that could be processed was enough to yield any revelations up until 2010s. The 

wide spread use of social media contributed significantly to available data. The 

processing power of computers increased enormously over the last three decades. As of 

June 2017, the world’s most powerful system, developed by China’s National Research 

Center of Parallel Computer Engineering & Technology, has a performance of 93 

petaflops (https://www.top500.org/lists/2017/06/). That is about 5 million times more 

capable than a Cray-2 supercomputer was in 1985. With the advances in big data, huge 

amounts of data can be processed to extract information and insight that would have 

otherwise been impossible. Computers started doing the tasks of categorization, 

encoding and classification not only much faster but also more accurately than humans. 

In the 2015 ImageNet Classification Challenge, Google’s deep learning algorithm was 

able to beat a human annotator’s error rate (Russakovsky et. al. 2015). In a study with 

86,200 Facebook users who took personality tests, computers predicted personality 

more accurately than the Facebook friends of the participants, based on Facebook likes 

(Youyoua et al. 2014). 
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In fact, the abundant raw data of today’s life style is sufficient to Both the main and 

supplemental data inputs to the model can be We take a look at the steps involved in 

processing (preprocessing, encoding and processing) this  

Today, the problem is not the lack of data. Data is abundant. Willingly or unwillingly, 

people share data more than ever. Free and ubiquitous access to social media platforms, 

combined with people’s self-expression needs, create a huge amount of data in the 

public domain. Social media posts include opinions, feelings and facts. The key task is 

to process this enormous amount of raw data efficiently and effectively to extract 

meaning and insight. Precise and precious information can be extracted from these 

otherwise seemingly useless data (Popescu and Baruh 2013; Huang et. al. 2015; LeCun 

et. al. 2015).  

If people search for a car dealership using map applications on their cell phones, they 

are very likely to see car advertisements next time they use the internet. Soon after 

someone emails his/her friend about sports shoes, he/she is more than likely to see 

sports shoes advertisements. Individuals are tracked online to better understand their 

interests, behavior and preferences. In its privacy notice, Google clearly states that your 

emails are processed for such purposes (Google Privacy Notice 2017). However, most 

people do not mind this and allow companies and organizations to use their data in 

exchange for free services such as email (Datatilsynet 2016). Companies like Google 

and Facebook provide free services in order to collect this enormous amount of data. 

Recently a new source of data has emerged through self-tracking. Being self-conscience 

along with having the capability to conveniently collect one’s own data has fueled the 

concept of “The Quantified Self” (Swan 2013). People collect and track self-data on 

physical activities, diet, psychological and mental states, environment, any social or 
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contextual situation (Augemberg 2012). Virtually all smart phones have applications to 

collect physical activity statistics. Data from biosensors add up to huge amounts. 232 

million wearable fitness tracking devices were sold in 2015 (IMS 2015). Technology 

companies such as Validic has access to patient data from over 400 sources reaching 

223M individuals in 52 countries (https://validic.com). 

As abundant as the data is, not all of it is the same in conveying useful information. 

There is a conceptual usefulness hierarchy in data. 

An ounce of information is worth a pound of data.  

An ounce of knowledge is worth a pound of information.  

An ounce of understanding is worth a pound of knowledge (Ackoff). 

In the process of extracting something beneficial and useful from data, feeling the need 

for more formalization, initial proposals about a conceptual hierarchy were made in the 

1980s (Zeleny 1987; Ackoff 1989). As significance of data was understood more and a 

need emerged for going from raw data to more refined forms of data, other proposals 

came about to finally converge on the widely used concept of Data-Information-

Knowledge-Wisdom (DIKW) (Rowley 2007; Awad and Ghaziri 2004). 

As one moves higher in the DIKW hierarchy, more insight and enlightenment can be 

obtained. There is more meaning and value in the higher layers. Data, at the bottom, 

does not provide much insight as is. Raw data is a collection of records: manual or 

online survey results, phone call records (commonly referred to as call data records or 

CDR), search and web browsing history, social media posts including voice, video and 

text. It needs to be processed to take our insights to the next level and turn it into 

information and then to knowledge and wisdom. Processing the data at the lower layers 
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requires compute power and storage capacity but conceptually it is not complex. Since 

the abstraction increases at the higher levels, computer processing and programmability 

decreases (Rowley 2007). More sophisticated forms of data processing is needed. In the 

next section, we look into the problem of data processing more closely. 

2.1 Data Processing 
Data in question can be in the form of text, image, video or sound. In this thesis, we 

limit our studies to text data due to time and resource constraints. The text data can 

come from social media, surveys, interviews, TV program transcripts, books, papers or 

any kind of source that produces text. Today’s computer systems are capable of 

processing enormous amounts of data. However, this sheer processing power may not 

be sufficient for extracting information and meaning hidden in the higher layers of the 

insight hierarchy. This is where advanced computer algorithms such as deep learning 

(LeCun et. al. 2015) come into the picture to extract meanings that may not be obvious 

to humans. 

The processing of textual data by computers can be conceptually considered in three 

sequential steps: pre-processing, encoding, and processing. 

2.1.1 Pre-processing 

Computer programming requires pre-processing of text before any kind of encoding or 

classification can be done. Especially free form text can be challenging to interpret by 

computers and therefore requires some form of pre-processing to alleviate this 

challenge. Social media data is one of the main sources of free form text. Use of 

informal and incorrect language with incorrect grammar and spelling as well as use of 
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emoticons and non-standard abbreviations make social media text processing 

challenging (Farzindar and Inkpen 2015). To deal with this problem, some of the most 

common text pre-processing steps are: 

 Corpus Cleaning: Removal of duplicate messages such as retweets, removal of 

URLs and links. 

 Spelling Correction: Correction of intentional or unintentional spelling errors: 

“coooool” to “cool”, “u comin?” to “are you coming?”. Techniques using 

Recurrent Neural Networks (RNN) and Long-Short Term Memory (LSTM) can 

correct spelling errors at success rates well above 90%.  

 Stop Word Removal: Some words are common words in a language that do not 

convey any extra information or meaning. “and”, “are”, “the” are some of the 

stop words that need to be removed in pre-processing. 

 Stemming and Lemmatization: The goal of stemming is to reach a common 

root or base of a word and it may not always be an actual word. For example, the 

stem for the word “typed” may be processed as “typ” since there are words like 

“typing”. Lemmatization would, however, try to reach at a real root of this word 

as “type”. 

 Tokenization: Chopping a stream of text into words or elements that can be 

processed more meaningfully. It typically involves finding word boundaries and 

removal of punctuation and special characters. 

2.1.2 Encoding and Representation 

Encoding is one of the techniques used in the process of extracting insight from raw 

data in applied sciences (Desrosieres 1998). Data encoding puts potentially very large 
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and free form text in more concise forms which facilitates meaning extraction and thus 

helps move up in the insight hierarchy. Encoding involves assigning attributes and 

concepts from data to categories in a systematic way (Lockyer 2004). These attributes 

and concepts are codes which are typically words, numbers or short phrases to capture 

the true essence of the data. Codes can be qualitative such as encoding the concept in 

the following text as “security” (Saldana 2009): 

I notice that the grand majority of homes have chain link fences in front of 

them. There are many dogs (mostly German shepherds) with signs on fences 

that say “Beware of the Dog.” 

Codes can also be numerical such as the number of times a particular word is used in a 

script. 

Taxonomy, the science of encoding and classification, requires categories. According to 

Desrosieres, there are two approaches to forming categories. The first one is the 

nominalist approach where categories are pre-defined by public norms, conventions or 

commonly accepted procedures. The second approach infers categories based on data. 

As more data analysis takes place, categories may get redefined. Thus, categories are 

fluid and can be determined based on a method as opposed to a pre-defined system of 

the first approach (Desrosieres 1998). The traditional machine learning tasks of 

classification and clustering have remarkable similarities to these two approaches, 

respectively. In machine learning, classification is the task of assigning a data point to 

one of the pre-determined categories. This process resembles the nominalist approach 

since the categories are determined in advance and the task at hand is to make 

assignments to those categories. In contrast, clustering in machine learning uses a 
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method to determine the categories in a similar manner to the second approach as 

described by Desrosieres. 

Data encoding not only helps human interpretation and analysis but also makes 

computer analysis more straight forward (Bourque 2004). Computer analysis of textual 

data requires representation. Computers can interpret digital data that consist of 1’s and 

0’s. There are potentially countless ways of representing text as 1’s and 0’s. The key is 

to find a way to model it such that these models can be manipulated algebraically in an 

efficient way and also carry contextual information to enable complex analysis such as 

semantic analysis. A representation that can capture contextual information enables 

smart algorithms to conduct complex analysis without the need for explicit and manual 

encoding. The sentiment of a sentence can be determined to be “sad”, “happy” or even 

“sarcastic” without using explicit encoding. 

The most common way of text representation is as vectors. This geometric 

representation of words as vectors is called “word embedding”. Word embedding is the 

process of mapping strings, more specifically words, into vectors. One of the simplest 

word embedding choices is to encode them as one-hot vectors, i.e. represent the 

existence of a word by 1 and the opposite by 0. The English language, having about 13 

million tokens, would have vectors of size 13 million each as: 

aardvark = [1 0 0 … 0], a = [0 1 0 … 0], at = [0 0 1 … 0], …, zebra = [0 0 … 0 1] 

While this encoding is quite intuitive, it is not very useful since it does not convey any 

contextual or semantic information. Also, being very sparse makes it inefficient for 

computer processing. Thus, the main goals of word embeddings are to minimize vector 

dimensions for efficient computations as well as to find a geometric representation to 
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capture semantic relationship between words. It has been shown that words that have a 

semantic relationship tend to appear in similar context (Miller and Charles 1991). Based 

on this principle, two categories of models for deriving word embeddings have emerged 

(Baroni et. al. 2014): 

 Count Based Models: The main idea is to count the number of times a 

particular word is seen within a certain proximity (window) of each word in the 

available data sets, i.e. corpora. Words like “school”, “student”, “book”, 

“teacher” are likely to appear together while “school”, “sushi”, “romance”, and 

“surfing” are not. Forming co-occurrence based counts requires still very large 

dimensional matrices. Dimensionality reduction techniques are applied to make 

the dimensions manageable while retaining contextual information. GloVe 

(Global Vectors for Word Representation) (Pennington et. al. 2014) is one of the 

most widely used co-occurrence methods. Count based models can be formed in 

an unsupervised manner, that is, they can be formed without human supervision. 

 Predictive Models: The goal is to predict words based on their context. Given 

context words, the model tries to predict the center word. In the sentence “A car 

accelerates uniformly from rest”, the Continuous Bag of Words (CBOW) Model 

treats {“A”, “car”, “uniformly”, “from”, “rest”} as context and tries to predict 

the center word “accelerates”. Another well-known predictive algorithm, skip-

gram, does just the opposite: given the center word, it tries to predict the context 

words. Predictive models use supervised algorithms. However, they do not incur 

the manual annotation costs associated with supervised algorithms since the 

context windows used for training can be automatically extracted from an 

unannotated corpus (Baroni et. al. 2014). 
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Once textual data are represented as geometric word vectors. Similarity is simply a 

measure of distance between these vectors. Some of the most common distance 

measures used by both classification and clustering tasks are cosine, Jaccard and 

Euclidean. If two words are represented as d-dimensional vectors du  and dv  , 

the Euclidean distance between these two vectors would simply be 

2

1

( )
d

i i
i

u v


 u - v
. 

The Jaccard similarity between two sets of words is the intersection of these sets 

divided by the union of the sets. Cosine similarity is especially used in measuring 

semantic similarity (Lintean and Rus 2012). It is the cosine angle between two vectors 

which indicates how close the two vectors are: 

.
cos 

u v

u v
 

2.1.3 Processing and Applications 

Classification and clustering are common information extraction tasks used in the 

processing phase. In classification, the machine learning algorithm to assign data points 

to categories learns based on training data points whose category information are 

already labeled, typically, by humans. This kind of learning is called supervised 

learning since a training set of correctly assigned data points are available. The 

algorithm learns from this training set and makes assignments for new data points 

whose category information is not available. In contrast, the technique of clustering is 

used when training data is not available. Clustering involves grouping together data 
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points that are similar to each other. Each cluster makes a category which is formed in a 

fluid manner as data is analyzed. A similarity measure is needed to make a decision on 

which data points can form a cluster. Clustering is a type of unsupervised learning since 

there is no need for training data and thus labeling by humans. 

As one moves higher in the Insight Hierarchy, information becomes more subtle. 

Meaning extraction based on context, something humans do naturally, is extra 

challenging for computers. Scientists and engineers look for algorithms and methods to 

process and analyze text semantically without human intervention,  

Recurrent neural networks (RNN) are one of the most powerful and widely used 

topologies in text processing problems since they are well-suited for sequential patterns 

(Liu et. al. 2016). In the process of predicting the next word in a sentence, the actual 

sequence of words that came before that particular word matters and hence such 

problems fit nicely into the solution space of RNNs. While deep neural networks 

typically consist of many layers of neurons each with a different set of parameters, there 

is no feedback and thus, deep neural networks are not sensitive to the order in the input 

sequence. In contrast, RNNs use a feedback mechanism to account for the impact of the 

previous input in computing the state of the neuron for the current input. This 

mechanism effectively acts as a memory and make RNNs work well with inputs where 

sequences matter. The closer in position the inputs are, the more impact they have on 

the state of the neuron. This impact can sometimes vanish quickly over a few positions 

in input data and longer term dependencies in input sequences are effectively ignored 

those cases. To overcome this problem, long short-term memory networks (LSTM), a 

particular flavor of RNNs with longer term dependencies, are more commonly used. 
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In many text processing applications, the inputs are sentences that are a sequence of 

words, expressed as word embeddings (vector representation as explained in section 

2.1.2 Encoding and Representation). The task might be to predict the probability of each 

word in a sentence. This, in turn, helps determine the correctness of a sentence by 

looking at how probable the sentence might be. This is a typical application of LTSSMs 

in machine translation. With the ability of predicting the next word in a sentence, once 

can generate new sentences by using high probability sequence of words. This opens up 

the possibility of very interesting use cases. Some of the most popular application areas 

for text processing are: 

 Question Answering: Answering human questions by automated systems in a 

way humans would. 

 Machine Translation: Auto translation of text entered by humans on the fly or 

pre-existing text. 

 Semantic Search: The goal is to predict and understand the intent of the user in 

context rather than merely matching search terms in documents. 

 Named Entity Recognition (NER): Finding entities in text such as names of 

people, companies, and locations. 

 Sentiment Analysis: Involves determining the sentiment of author, typically as 

positive, negative and neutral. 

 Summarization: Creating a summary of a document. 

 Disambiguation: Finds the actual meaning of a word in the context it is used 

when a word has multiple potential meanings. 

 Part-of-speech Tagging (POS): Marks word as nouns, verbs, adjectives etc. 
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 Recommendation: Predicting the preferences of a user in order to recommend 

items such as consumer goods, news articles and music. 

2.2 Publications 
Our publication in the field of processing raw data to extract more meaning is provided 

in Appendix A.  
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3 ANOMALY DETECTION 

In the last chapter, we looked into ways of extracting information from raw data to feed 

into our state-space model. In this chapter, we continue with the data processing aspect 

of our model, however, we focus on outliers as opposed to the mainstream data points 

which were the focus of the last chapter. We study anomaly detection, the main 

technique to deal with outliers, in terms of its challenges, most common applications 

and algorithms. Using anomaly detection does not only provide additional information 

which the state-space model can benefit from but also fits into the model due to the 

nature of our main data source, specifically social media text data. As we will see in this 

chapter, such data is incomplete and contains incorrect information which need to be 

imputed and cleaned using anomaly detection. We will also look into another interesting 

use case of anomaly detection, identifying high impact content and people, i.e. 

influencers, and how that can be used by our model. In the next chapter, we look into 
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the facts that lead to our model before we provide a deep dive of how we build our 

model and then provide a mathematical proof of the effectiveness of the model. 

The common way of extracting insight from raw data is to use the data points that 

convey mainstream information. Knowledge is built on these examples. Outliers and 

exceptions are not considered. If data is so valuable, why would we ignore and waste 

these irregular data points? These irregularities might be pointing to peculiar and 

unusual events that have just happened or are likely to happen soon. And that is 

information leading to insight. Detecting a change in spending habits of a person can 

point to a fraud in progress. An unusual traffic pattern on the network could signal a 

cyber-attack. A change in the heart rate of a person can be the early sign of a health 

condition. These problems of the modern world lend themselves to techniques used in 

anomaly detection. Anomaly detection has been an area of research since the end of 

1800s (Edgeworth 1887) and continued at a modest pace until early 2000s (Chandola et. 

al 2009). With the rise of machine learning and deep learning algorithms, and the wide 

variety of use cases, anomaly detection has been an area of research focus recently. 

3.1 Nature of Detection Problems and Challenges 
Anomaly is deviation from what is expected. Observations that deviate from other 

observations indicate a potentially different underlying generation mechanism (Hawkins 

1980). Anomaly detection focuses on the problem of detecting unusual data points or 

observations and predicting any future occurrences of such data points along with 

underlying events. One of the main challenges is to define what is usual and expected so 

that deviations from the expected can be identified and detected. Many times, the 

boundary between what is expected and what is unusual is fuzzy. The blurry boundary 
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between these two cases can cause positive data points to be detected as negative and 

vice versa. These incorrectly identified cases are called false positives and false 

negatives. Especially, ill-intentioned attempts, such as network intrusion, try to imitate 

regular events. When an intrusion detection system signals an intrusion incorrectly, a 

number of actions might be taken that are unnecessary. These false positives can not 

only impact regular system operation but may also be a cause of extra cost. In a medical 

application, false negatives can be fatal while false positives may lead to unnecessary 

cost and psychological stress. The nature of expected data can be time-dependent. An 

increase in spending habits over the holidays has a higher likelihood of being a normal 

event compared to an increase during other times. For a data point to be classified as 

unexpected, there has to be a certain amount of deviation from the expected and this 

amount is context-dependent. Subtle changes in human cell characteristics can be the 

cause of a serious condition (Lyons et. al 2016) while significant changes in spending 

habits may be quite normal. Another challenge is related to the nature of the problem. 

Even though data is abundant, enormous and widely available, anomalies are rare and 

irregular by definition. This makes the learning and inference processes extra difficult 

since the more data the better the learning. Many anomaly applications, such as network 

intrusion, terrorism detection, cancer detection, require quick action, therefore quick 

detection. Many times data is noisy and requires noise to be eliminated to detect 

anomalies since it can obscure anomaly detection. 

3.2 Algorithms and Approaches 
When a data point can be identified as irregular or unusual in comparison to the rest of 

the points in the dataset, this is a case of point anomaly detection (Chandola et. al 2009). 
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Collective (Chandola et. al 2009) or group anomaly (Yu et. al 2010) occurs when a 

group of data points are considered to be irregular or unusual in comparison to the rest 

of the points in the dataset. Detecting a disease outbreak is an example of group 

anomaly. 

In applications where labeled data is available, supervised anomaly detection techniques 

can be applied. However, just as in any supervised learning case, labeling data can be 

cumbersome and costly. In addition, the scarcity of anomalous cases provides an extra 

challenge to traditional supervised learning algorithms. Classification-based algorithms 

suffer from these problems. They learn what is normal and not based on a dataset that 

has data points labeled as expected and unexpected. They compensate for the lack of 

sufficient unexpected data points (anomalies) by using oversampling techniques. 

Unsupervised anomaly detection algorithms do not require labeled training data. The 

algorithm tries to identify anomalous cases based on the nature and properties of the 

data it has seen so far. This allows for more powerful and generalized algorithms since 

there is no requirement to anticipate the nature of the data in advance. In contrast, the 

success rate of supervised learning might be limited by the extent of available 

anomalous cases in the training data. 

One of the widely used approaches in many anomaly detection algorithms is to build a 

case for expected behavior and then try to detect data points that do not fit in. Statistical 

approaches using a parametric model for the data distribution build on certain 

expectations of the data. The model defines a confidence interval based on the expected 

number of anomalies and tries to detect the cases outside of this interval. While 

parametric models converge quickly, they can be overly erroneous if the actual data 

distribution does not match the distribution assumption. Estimating the underlying 
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distribution can be especially challenging for high dimensional data. Non-parametric 

statistical approaches build their models without pre-defined expectations. The model is 

built based on the data. 

When data is represent the data in a vector form, various distance-based approaches can 

be used. Such algorithms choose a distance metric. For instance, kNN, a nearest 

neighbor algorithm, measures the distance between each data pair and then defines its 

distance to the kth neighbor as a threshold beyond which data points are considered to be 

outliers. Another measure of distance can be density, defined as the number of data 

points within a radius. 

Online anomaly detection algorithms are used in cases where data arrives in a sequential 

manner and on the fly decision has to be made for immediate feedback. The model 

classifies the incoming data as anomalous or not and then updates itself. 

3.3 Applications 
The relatively few unusual data points in these routine data sets may contain very useful 

information. This inherent feature of anomaly detection enables it to be applied over a 

wide range of applications. By using anomaly detection techniques, one can extract very 

valuable and actionable information from data sets that are mostly routine and boring. 

The outbreak of a contagious disease can be detected from social media data (Xie et al. 

2013). The routine financial transactions of a person can contain a few unusual 

transactions which may be an indicator of fraud. In a more subtle use case, some 

unusual, non-fraudulent nonetheless, spending patterns of people can help identify them 

as significant targets in advertising campaigns. Similarly, anomaly detection can be 
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used to identify opinion leaders in social media based on some rare but critical 

attributes. 

Anomaly detection applications can be grouped and classified based on a wide range of 

attributes. Online vs offline, image vs text or nature of the data such as social media, 

medical, financial or astrological. Many applications include multiple such attributes 

and as such, it is possible to group them in a variety of ways. Online systems are 

typically used for early warning systems that require timely detection (near real-time) so 

that quick action can be taken. Predictive actions may also be necessary as a 

consequence of early detection (Goldstein and Uchida 2016). A medical diagnostic 

anomaly detection application is typically done offline while it is also an image 

detection application. 

We will list a number of common as well as niche applications without grouping them 

with respect to their attributes. 

 Data imputation and cleaning: Many times data is noisy and needs to be 

cleaned before meaningful information and insight can be extracted. These are 

cases when unusual or irregular data points are not considered to contain extra 

information and in fact are considered to pollute the mainstream data. Intentional 

or unintentional injection of incorrect information in social media data can make 

it hard to find useful information and need to be cleaned. This use case is 

particularly important for our state-space model since social media data is one of 

the major sources of easily attainable digital footprint of users. Similarly, 

surveys may also contain incorrect information and need to be detected and 

cleaned. Noise in sensor data is an anomaly and makes it harder to read the 

actual signal values from the sensor. The source of noise can be due to 
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inaccuracy of the sensor as well as the quality of the network the data is on (the 

data points may be dropped or pick up noise as they are being transported over 

this network). Anomaly detection techniques can be used to detect these cases to 

clean and normalize that data. 

 Identifying Influencers and Niche Customers: Social media influencers can 

have a significant positive impact on sales. Influencer are not limited to 

celebrities and famous experts. Anyone might be an influencer and identifying 

these influencers is one of the first main tasks of marketer working in this field 

(Ranga and Sharma 2014). One might approach the problem of identifying 

influencers as an anomaly detection application since they are different from the 

norm. Similarly, while niche marketing can result in more profitability and 

better market share, there has not been much formal research in the area of 

identifying niche customers (Toften and Hammervoll 2013). Niche customers 

have rare traits that make them suitable for anomaly detection applications. 

Also, high impact content such as online advertisements or news feeds relatively 

rare and are potential applications of anomaly detection. Being able to identify 

high impact content and influencers can facilitate steering users in making 

certain decisions and taking certain actions. We will look futher into this 

interesting consequence Chapter 4.  

 Fraud Detection: Frauds detection aims to identify unauthorized or unlawful 

transactions by criminals in various financial fields such as banking, insurance 

and securities trading. These transactions are expected to have a pattern that is 

different from usual ones and therefore are a good fit as an anomaly detection 

application. While timely detection is critical in order to minimize the 



Chapter 3: Anomaly Detection 

 

 

 

 

İbrahim Delibalta - February 2018   35 

 

 

 

 

economical negative impact it might have, precision is also very important since 

companies do not want to bother customers with false fraud cases. 

 Early Detection Systems: Detecting an anomaly early (days or weeks in 

advance) or in near real-time can be crucial in a wide variety of applications. 

Analysis of biosensor data can catch early warnings of some medical conditions 

such as cardiac events, skin diseases or diabetes (Swan 2013). Other applications 

of early detection systems are typically cases of collective anomaly detection. 

Disease outbreaks, natural disasters and terror plots and events can be 

detected as anomalies in social media data. 

 Network Intrusion and Cyber-attack Detection: These types of events are 

especially challenging to detect since cyber-attackers try to conceal their attacks 

by mimicking the behavior of regular network events. 

 Data Center Monitoring: Large data centers must do continuous load-

balancing between machines to optimize performance and profit. The particular 

load conditions to take an action might be defined as an anomaly and detected 

accordingly. 

 Physical Security: Image and other sensor data are processed to detect 

anomalies such as intruders. 

 Astrological Events: Anomaly detection techniques are used on astronomical 

data for various research activities such as detecting unique and interesting 

objects. 

 Manufacturing: Defect and fault detection are essentially about detecting 

anomalies to prevent bad parts and products from reaching customers. 
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3.4 Publications 
Our publication in the field of anomaly detection is provided in Appendix B. 
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4 ACTIONS TO STEER 

PREFERENCES 

In Chapters 2 and 3, we studied how the data inputs to our state-space model are 

produced and processed. In this chapter, we focus on the model itself which constitutes 

the core of this thesis. We start by making observations that support the foundational 

motivations of our model, that is, user preferences can be steered by digital 

interventions, which are in most cases the actions or outcomes of machine learning 

algorithms. Then we build a state-space model from ground up and then provide a 

mathematical proof that user preferences can be steered in a desired manner by the 

actions of machine learning algorithms. 
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4.1 Motivation 
It has been shown by large scale experiments that emotional states of people can be 

transferred to others via social networks (Kramera et. al. 2014). The news in one’s 

Facebook feed and people’s response to these news may impact one’s emotions and 

preferences. In many cases, the people being affected may not even notice the transfer 

of emotions. 

One of the most well-known cases of steering user preferences has been happening in 

the United States recently. There is significant amount of suspicion regarding the 

influence of Russians in the 2016 United States presidential elections. It is claimed that 

Russians meddled with the U.S. elections by using social media ads and unpaid social 

media messages. The U.S. Senate held a hearing with representatives of the social 

media platforms, Facebook, Twitter and YouTube on this topic in November 2017 

(https://www.intelligence.senate.gov/hearings/open-hearing-social-media-influence-2016-us-elections). 

The ads and other social media messages from Russian-linked accounts allegedly aimed 

to create racial and political division among the U.S. public. They portrayed Hillary 

Clinton, the democratic candidate, as evil and also tried to flare sensitive topics such as 

police brutality on blacks. A sample set of these messages can be found in 

https://www.nytimes.com/2017/11/01/us/politics/russia-2016-election-facebook.html. Most of the 

polls and predictions before the elections were pointing to Hillary Clinton as the winner 

of the election. https://www.270towin.com/2016-election-forecast-predictions/ summarizes 

predictions from a wide range sources including far right and far left sources. Virtually 

all predictions point to Hillary Clinton as a clear winner over Donald Trump. This 

makes a strong point for the claim that social media ads and messages, allegedly by 

Russians, made significant impact on the election results. What makes these events even 
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more noteworthy is what it takes to achieve the desired results. While the actual amount 

of money spent on these advertisements and messages is not determined yet, it is 

estimated to be on the order of a few hundred thousand dollars since 2015 

(https://www.forbes.com/sites/kathleenchaykowski/2017/10/18/facebook-investigates-

how-messenger-app-was-used-in-russian-meddling/#71f717a53af5). If we assume for a 

moment that these messages really helped swing the votes of a number of U.S. citizens 

to change the election results, a huge historical impact was achieved with such a low 

budget. 

According to a Wall Street Journal investigation in 2012 

(https://www.wsj.com/articles/SB10001424052970203347104578099122530080836), in the days 

leading to the 2012 U.S. Presidential elections, Google produced customized search 

results when users searched for Barack Obama, the democratic candidate in the election. 

However, no customized results were returned for the searches that involved the 

republican candidate Mitt Romney. At this point it is not possible to tell how much 

positive impact Google’s search engine behavior had on the election results but the fact 

remains that Barack Obama won the 2012 elections. A research study in the United 

States and India showed that biased search rankings can sway undecided voters by at 

least 20% (Epstein and Robertson 2015).  

It is striking to note that Zarsky pointed out the potential impact of online content 

providers on the decision making process of people, well before any of Facebook, 

YouTube and Twitter were founded (Zarsky 2004). The digital footprint of an internet 

user has increased by about 100 times since then. In 2005, one year after Zarsky’s 

analysis was published, the amount of global internet traffic was under 3 exabytes 
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(http://www.hbtf.org/files/cisco_IPforecast.pdf), about 1/100th of what it was in 2016 

(Cisco 2017). 

[…] the mixture of several 

novel elements produces a result that might prove harmful to our personal 

autonomy. These elements are (1) information providers’ 

enhanced ability to garner personal data about their users, especially 

regarding their interests, preferences, and possible vulnerabilities; (2) 

their ability to analyze such data in an automatic and efficient manner 

through the use of data mining applications; and (3) their capability to 

reach out and provide every user with a personalized package of content, 

especially by making use of the Internet’s unique infrastructure. Content 

providers will not only tailor their content to the specific individual 

upon delivery, but can constantly assess the effectiveness of their marketing 

schemes and persuasion attempts through the new and updated 

personal data streaming in from relevant users. Thus, they can create a 

feedback loop for every user — with the ability to constantly change the 

information they provide, until they achieve an optimal outcome. These 

abilities lead to the enhanced opportunity to unfairly persuade and 

manipulate — a power vested in the hands of a few — and raise concerns 

both in the context of commercial advertising and agenda-setting 

by mass media editors. 
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4.2 Background 
The conceptual foundation of our model is easy to understand since virtually any 

internet user can relate to it. However, the mathematical notation and formation may 

require some background information to follow. In this section, we explain why we 

choose to use a state-space model. Then, we provide a brief background on state-space 

models and Extended Kalman Filters, a framework we use to formulate our 

mathematical proof. 

Statistical models can be discriminative or generative. Discriminative models, e.g. 

support vector machines (SVM) and logistic regression, focus on the differences in data. 

On the other hand, generative models, e.g. Linear Gaussian systems, Hidden Markov 

models (HMM) and state-space model, mimic the source and define the type of 

expected data. Thus, they are better at handling missing and incorrect data. As explained 

in Chapter 3, social media data, one of the major data sources to our model, can be 

incomplete and incorrect, making state-space model a well fit for this case. Another 

feature of HMMs is that the states of the model are hidden and can only be observed 

indirectly via the observed data. User preferences are very similar to Hidden Markov 

states since they are also latent and indirectly observed via digital actions and footprints 

of the user. In our model, an additional observation stage is added to represent user 

actions based on the latent (unobservable) internal state. The complete system is 

designed to estimate the latent state of the users from observations. 

HMMs have hidden states with certain probabilities of transitions between states. State-

space models are very similar to HMMs, except that they are continuous while HMM 

states are discrete. Figure 3 shows a simplistic example HMM with hidden states and 

observable actions. 
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Figure 3 An Example Hidden Markov Model 

The Kalman filter, originally invented by Rudolph E. Kalman (Kalman 1960), is a 

recursive set of equations to estimate the state of a model or process by minimizing the 

measurement error (Welch and Bishop 2001). And the Extended Kalman Filter (EKF) is 

an approximation to deal with nonlinearities in the system. An excellent EKF tutorial 

exists in https://home.wlu.edu/~levys/kalman_tutorial/. 

Using a state-space topology, we build a model to represent the current and next state of 

user preferences with the state update equations capturing the impact of digital 

interventions (actions or outputs of machine learning algorithms) and other factors such 

as noise. We formulate the parameters of our model such that they can be estimated via 

the EKF framework. Next, we derive recursive equations for the system parameters 

such that the sequence of user preferences are tuned towards a desired sequence of 

preferences, e.g., one can desire to sway the preferences of a user to a certain product. 
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Finally, we run experimental simulations to show that estimated parameters of the 

system converge to the real values of the system, proving that a system can be designed 

with the right parameters to allow a sequence of actions or interventions to tune the 

preferences of a user in a desired manner. The true parameters of the system are known 

to us since we are running our experiments in the form of simulations. Specifically, the 

preferences of the user, which are not directly observable in real life, are known in case 

of simulations. We run simulations for the EKF formulations we derive to show that our 

estimation of the preferences converge to the real preference values.  

4.3 Publications 
Our publication, provided in Appendix C, walks through the details of how build our 

model, make the mathematical proof of our claims and then the simulation results. 
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5 CONCLUSIONS AND FUTURE 

WORK 

In this thesis, we model the effects of the machine learning algorithms such as 

recommendation engines on users through a causal feedback loop. To this end, we 

introduce a complete state space formulation modeling: (1) evolution of preference 

vectors, (2) observations generated by users, and (3) the causal feedback effects of the 

actions of machine learning algorithms on the system. All these parameters are jointly 

optimized through an Extended Kalman Filtering framework. We introduce algorithms 

to estimate the unknown system parameters with and without feedback. In both cases, 

all the parameters are estimated jointly. We emphasize that we provide a complete set of 

equations covering all the possible scenarios. To tune the preferences of users towards a 

desired sequence, we also introduce a linear feedback mechanism and introduce an 
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optimization framework using stochastic gradient descent algorithm. Unlike previous 

work that only use the observations to predict certain desired quantities, we specifically 

design outputs to “update” the internal state of the system in a desired manner. Through 

a set of experiments, we demonstrate the convergence behavior of our proposed 

algorithms in different scenarios. 

Our work achieves a significant first step in designing a system which allows a 

sequence of actions or interventions to tune the preferences of a user in a desired 

manner. We establish a pathway to design such a system. We provide a model of the 

system and support its theoretical foundation with mathematical proof and simulations 

that such a system can be built with the right parameters. We also provide some of the 

building blocks of the system which include ways to process input data to feed the 

system. 

In Chapter 2, we study the data aspect of our model. The main data input to the model is 

about user actions, the observable reflections of latent user preferences. A supplemental 

set of data input to the model is the user side information which consists of age, gender, 

residency and other demographics. We take a close look at the steps involved in going 

from raw data to a form of data that can be fed into the model. This data input can be 

extracted from the abundant digital footprint of the user. We outline the state of the art 

for these steps of data processing. We present our work on classification and 

dimensionality reduction techniques such as random projections and also data pre-

processing techniques such as corpus cleaning. This work constitutes one of the 

building blocks of our system. 

In Chapter 3, we continue with the data processing aspect of our model, however, we 

focus on outliers as opposed to the mainstream data points which were the focus of 
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Chapter 2. Anomalies in the outliers can convey valuable information as well as the 

mainstream data. We study the overall anomaly detection landscape and then introduce 

a novel anomaly detection algorithm to be used in our system. Our algorithm processes 

data in a sequential manner. It observes new data, produces its decision and then 

adaptively updates all its parameters to enhance its performance. The algorithm mainly 

works in an unsupervised manner since in most real life applications labeling the data is 

impractical and costly. Using anomaly detection does not only provide additional 

information which the model can benefit from but also fits into the model due to the 

nature of our main data source, specifically social media text data. As we show in 

Chapter 3, such data is incomplete and contains incorrect information which need to be 

imputed and cleaned using anomaly detection. We also look into another interesting use 

case of anomaly detection, identifying high impact content and people, i.e. influencers, 

and how that can be used by our model. 

In Chapter 4, we focus on the model itself which constitutes the core of this thesis. We 

start by making observations that support the foundational motivations of our model, 

that is, user preferences can be steered by digital interventions, which are in most cases 

the actions or outcomes of machine learning algorithms. Then we build a state-space 

model from ground up and then provide a mathematical proof that user preferences can 

be steered in a desired manner by the actions of machine learning algorithms. We 

support our proof with simulations. 

While we complete the necessary groundwork to build a system in this thesis, a next 

step in future studies can be to make the system more stable and also to make the design 

process easy and practical for system designers. Further analysis on the convergence of 

the system along with more simulations, experiments and numerical analysis are needed 
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to take our results to the next level. A direct comparison to previous studies is not 

possible for this step of our study since, to the best of our knowledge, this is the first 

time a task of this nature is being undertaken. One of the main success criteria in our 

work is the fact that estimated parameters converge to the real parameter values. 

However, as our framework evolves, one can track its relative performance to our work. 

It is worth pointing out that the validation of our framework using real life application 

data has significant difficulties. In order to measure the impact of machine learning 

algorithms on users at an individual level, interviews and/or surveys might be required. 

Hypothetical what-if questions would be asked in such interviews and surveys to 

understand what the user would prefer to do had he/she not encounter a particular set of 

digital interventions. These are counterfactual questions by definition. The accuracy of 

the answers to such questions inherently suffer from misrepresentation and self-

consciousness. Therefore, it is not straight forward to set up these measurement 

techniques and get reasonably accurate results. Large scale A-B testing is a commonly 

used validation method to overcome these problems at population level (Wedel and 

Kannan 2016). In order to use A-B testing, one needs to have access to a large user base 

and a robust application. Mainly big data conglomerates and government institutions 

have such capabilities. A collaborative effort would be necessary to conduct such 

experiments. Data companies such as telecoms and banks have significant reservations 

in sharing any such data or collaborating at a meaningful level, mainly due to customer 

privacy and company secret security concerns. Lack of employees with the necessary 

skill sets to overcome these problems discourages companies from such collaborations 

with academia or other 3rd parties. 
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The psychological traits and states of people have successfully been predicted from 

various forms of data such as text, speech, video and other online data sources (Matz 

and Netzer 2017; Cowie et al 2000; Teixeira et al 2012; Alhanai et al 2017; LiKamWa 

et al 2013) in the academic world. As these predictions become more robust, accurate 

and consistent, we see modeling of human preferences make its way to the industry as a 

growing trend. One of the most successful and recent examples in the industry is 

Cambridge Analytica (CA) which ran the 2016 U.S. Presidential campaign for Donald 

Trump, helping him win against all odds. Only 22 out of 237 national polls in the U.S. 

estimated a Trump win (complete list in https://www.270towin.com/2016-polls-clinton-

trump/national/). CA describes itself as a behavioral science and micro-targeting 

company. They collect a tremendous amount of data, close to 5000 data points on every 

adult American from healthcare to car ownership. They then correlate this data with the 

voting decisions to accurately predict voting behavior and more importantly to steer 

voting behavior. 

Accurate analysis and prediction capabilities using big data has shown its impact in a 

number of other industry segments as well. An interesting example is the evolution of 

credit scoring. Credit decisions are shifting from traditional decision tools to using 

digital footprints of the users (Hurley and Adebayo 2016). 

Next, we consider a specific real-life application of our system and discuss how one 

might approach designing such a system. Consider a navigation application with traffic 

information as a sample system to be used in a city, such as Istanbul, with a number of 

bridges. While the main goal of this application may be to help each user find an 

optimal route to their destination based on the congestion status of each bridge, a 

collective goal can be to optimize the average drive time of all users by balancing the 
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traffic across all bridges. In the course of achieving this goal, the system may need to 

suggest some users with suboptimal routes. The design of such a system would involve 

steering user preferences in a way that the machine learning algorithm desires. 

Specifically, the actions taken by the system would have to convince the users to take 

the routes suggested by the system. These actions have algorithmic as well as user 

experience aspects which support each other. The optimal sequence of actions that the 

algorithms select must be presented to the user in a way that will get the best perception 

and acceptance by the user. The drivers may want to see how much money and time 

they will save by taking the suggested route or in case they do not take the suggested 

route, show how much money and time they could have saved. Maybe it would help to 

convince the user to show the state of the bridge when they are projected to be on the 

bridge instead of the current state of the bridge. All of these are potential actions 

computed by the algorithms that require the right user experience to work as expected 

by the system. 

Conversely, the overall user experience design of the system needs some key data to be 

collected and processed by the machine learning algorithms. This data can be collected 

within or outside the system. The data collected within the system can help the user 

experience. How often does the user select the suggested route? Is there a correlation 

between the suggested route selection rate and the route duration or distance, time of 

day, weather conditions, day of the week and other conditions? When the algorithms 

know the answers to these questions, the right information can be presented at the right 

time, providing better user experience and increasing the chance of success. 

In the design of our sample system, another set of inputs may come from the data 

collected outside the system such as side information and user actions (observations). 
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This needs to be considered both at collective and individual basis. The system may 

collect and process tweets regarding traffic congestion during rush hours to learn 

tendencies of potential users collectively. On an individual basis, whenever the system 

can identify a user of the application on different platforms, it continues to increase its 

learning about the user. The identification of the user can be by the user opting in 

voluntarily. It is also possible for the system to approximately match the user based on 

various features such as behavior, style and location. 

Another area of focus for future studies is the optimal selection of action sequences. The 

system has to decide on the best action strategy, based on the collected information on 

the user such as past spending patterns and eating habits. The obvious choice of action 

may not always be the best one. For instance, in the scope of a restaurant 

recommendation application, users might claim that they choose food based on their 

taste. The algorithm may learn in time to suggest restaurants, i.e., the product, to users 

predominantly based on what their friends prefer by giving more weight to this 

component in the space of context information. In a typical application, the system 

would have to decide among K available actions which can represent different products 

or services to be provided to the user. By keeping a loss (or conversely a utility) 

function based on the difference between the system action and the response of the user, 

the algorithm can enhance itself for subsequent actions. One of the algorithms that fit 

this setting is the multi-armed bandit problem (Katehakis and Veinott 1987) where each 

bandit arm corresponds to a different action, e.g., product or service to be recommended 

to the user. However this can be particularly challenging since user preferences can 

change over time due to the abundance of new products and services. Algorithms to 

optimally select actions may require online learning and decision making in real time to 
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accommodate these changes. This is a recent focus area of research (Gokcesu and Kozat 

2017). 

In our thesis, we do not focus on the ethical implications of the digital feedback loop. 

We merely point out and mathematically prove that user preferences can be steered in a 

desired manner. It has significant implications on human autonomy regardless of 

whether the underlying motives of the entities, e.g. data and content companies and 

governments, are positive or negative. According to the Internet Encyclopedia of 

Philosophy, “Autonomy is an individual’s capacity for self-determination or self-

governance.” One of the practical implications of achieving this self-determination, one 

needs choice (Bernal 2014). Clearly, when the system in question is trying to steer the 

preferences of the user such that he/she makes the choice the system desires, an attempt 

at manipulating the users behavior is being made. And manipulation interferes with 

autonomy (Raz 1986). Even if the system makes a disclaimer about its intent, that can 

hardly alleviate the impact of its manipulation attempt because an extremely small 

percentage of users read end user agreements (Bakos 2014). Would people truly 

understand the implications when they read it? And even if they do, the practical choice 

they have is arguable. People opt in for free services especially from conglomerates like 

Google even when they know they are being tracked (Datatilsynet 2016). A counter 

argument to diminished autonomy might be giving the user an ability to make informed 

and good decisions. The system can examine and learn the tendencies of a user based on 

data and might be able to provide the user with the best available choices. The system 

can eliminate the penultimate choices and allow the user to make a better decision. 

People with early signs of significant psychological problems can be identified and be 

guided to get help (which helps the society and the individual). On the flip side, 
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individuals who are prone to compulsive or addictive behavior could be targeted with 

ads for an online casino (Matz and Netzer 2017). While healthy eating habits can be 

promoted using models and algorithms described and referenced in this thesis, they can 

as well be used to market unhealthy food (Montgomery et al 2017), going as far as 

micro-targeting people with such inclinations. 
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APPENDIX A 

Our publication in the field of processing raw data to extract more meaning is included 

in the section. In this study we work on classification and dimensionality reduction 

techniques such as random projections and also data pre-processing techniques such as 

corpus cleaning. Below, we provide an English version of our paper published in the 

Proceedings of The Signal Processing and Communication Application Conference 

(SIU), 2016 24th. http://ieeexplore.ieee.org/document/7496063/. 
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APPENDIX B 

Online anomaly detection is key in many of the applications covered in this chapter. As 

part of our thesis study, we introduce an online anomaly detection algorithm, which 

processes data in a sequential manner. The algorithm observes new data, produces its 

decision and then adaptively updates all its parameters to enhance its performance. The 

algorithm mainly works in an unsupervised manner since in most real life applications 

labeling the data is impractical and costly. Below, we provide a copy of our paper 
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published in IEEE Signal Processing Letters (Volume: 23, Issue: 12, Dec. 2016). 

http://ieeexplore.ieee.org/document/7727946/. 
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APPENDIX C 

A copy of our paper, “An Online Causal Inference Framework for Modeling and 

Designing Systems Involving User Preferences: A State-Space Approach,” published in 

the Hindawi Journal of Electrical and Computer Engineering, vol. 2017, Article ID 

1048385, 11 pages, 2017. doi:10.1155/2017/1048385, is provided in this section. 

https://www.hindawi.com/journals/jece/2017/1048385/.  

 

 



Appendix 

 

 

 

 

 

 

 

 

 

 

İbrahim Delibalta - February 2018   75 

 

 

 

 

 

 

 

 

 

 

 



A Mathematical Model of the Causal Effects of Machine Learning Algorithms on User Behavior 

 

 

 

 

 

 

 

 

 

 

76  İbrahim Delibalta - February 2018 

 

 

 

 

 

 

 

 

 

 

 



Appendix 

 

 

 

 

 

 

 

 

 

 

İbrahim Delibalta - February 2018   77 

 

 

 

 

 

 

 

 

 

 

 



A Mathematical Model of the Causal Effects of Machine Learning Algorithms on User Behavior 

 

 

 

 

 

 

 

 

 

 

78  İbrahim Delibalta - February 2018 

 

 

 

 

 

 

 

 

 

 

 



Appendix 

 

 

 

 

 

 

 

 

 

 

İbrahim Delibalta - February 2018   79 

 

 

 

 

 

 

 

 

 

 

 



A Mathematical Model of the Causal Effects of Machine Learning Algorithms on User Behavior 

 

 

 

 

 

 

 

 

 

 

80  İbrahim Delibalta - February 2018 

 

 

 

 

 

 

 

 

 

 

 



Appendix 

 

 

 

 

 

 

 

 

 

 

İbrahim Delibalta - February 2018   81 

 

 

 

 

 

 

 

 

 

 

 



A Mathematical Model of the Causal Effects of Machine Learning Algorithms on User Behavior 

 

 

 

 

 

 

 

 

 

 

82  İbrahim Delibalta - February 2018 

 

 

 

 

 

 

 

 

 

 

 



Appendix 

 

 

 

 

 

 

 

 

 

 

İbrahim Delibalta - February 2018   83 

 

 

 

 

 

 

 

 

 

 

 



A Mathematical Model of the Causal Effects of Machine Learning Algorithms on User Behavior 

 

 

 

 

 

 

 

 

 

 

84  İbrahim Delibalta - February 2018 

 

 

 

 

 

 

 

 

 

 

 



Appendix 

 

 

 

 

 

 

 

 

 

 

İbrahim Delibalta - February 2018   85 

 

 

 

 

 

 

 

 

 

 

 


