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Dr. Pastore, İlke, Antoine, Gülşah, Benjamin, Hugo, Wanlei, Marina, Thibaud, Lea,
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MOLECULAR MODELLING OF GABA-AT REACTIVITY:
FROM SMALL REPRESENTATIVE MODELS TO THE FULL PROTEIN,

FROM MOLECULAR MECHANICS TO QUANTUM CHEMISTRY,
FROM STATIC TO DYNAMICS

SUMMARY

Understanding enzymes and their catalytic mechanisms is very important in order to
develop more effective drugs having little to no side effects. The active site residues
of an enzyme may only be responsible for the facilitation of the enzymatic reaction or
may be responsible for holding the substrates in place or both. In order to decipher
the catalytic behaviour of enzymes, different approaches such as QM, MM-MD, and
QM/MM can be used and their results can be correlated.

The quantum chemical approach is often the only reliable way to model chemical
transformations. Unfortunately, the numerical solution of the Schrödinger equation
becomes increasingly expensive in terms of computational power when size increases.
Numerical procedures in quantum chemistry require the calculation of numerous
integrals and the resolution of (non)-linear equations, thus limiting the size of the
systems that can be modelled. As of today, only linear scaling approximate quantum
chemical methods are capable of combining both the necessary speed and accuracy to
model large biomolecular systems with reasonable CPU cost.

SEBOMD (SemiEmpirical Born-Oppenheimer Molecular Dynamics) is a method
which is based on the Born-Oppenheimer approximation and uses a QM semiempirical
NDDO Hamiltonian to perform molecular dynamics. It uses the linear scaling Divide
& Conquer (D&C) algorithm to perform MD simulations of molecular systems.
Today, the current D&C implementation is not the most efficient to run on very large
supercomputers due to the diagonalization process of the Fock matrix. Thus, the
diagonalization procedure should be optimized to be able to run MD simulations of
molecular systems containing several hundreds of atoms.

The main aim of this thesis is to get a deeper understanding of the mechanistic insights
of the reactivity and of the dynamics of the pyridoxal 5-phosphate (PLP) dependent
enzyme γ-aminobutyric acid aminotransferase (GABA-AT). GABA-AT catalyzes the
reaction in which GABA is degraded to succinic semialdehyde. Reduction of GABA
concentration in the brain is at the origin of many neurological diseases, and since
GABA cannot cross the blood brain barrier, it cannot be directly administered. As
a consequence, the inactivation of GABA-AT is considered as a valid target for
the development of antiepileptic drugs. Because GABA-AT resembles many other
PLP-dependent enzymes, understanding it could be of importance for the broad
community of biochemists and computational chemists who study such class of
proteins. Our work has consisted of five stages to pursuit the comprehension of
GABA-AT, and by extension that of PLP dependent enzymes.

First, the reaction and the preferred binding mode of the natural substrate GABA
has been elucidated with different isomers by means of model systems with Density
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Functional Theory (DFT). The stereoelectronic differences between the studied
structures enabled us to discuss the possible particularities of the transimination and
HF elimination reactions in GABA-AT.

Second, the dynamics and the behavior of the enzyme has been studied with MM-MD
through the use of apoenzyme, holoenzyme and holoenzyme with an inactivator.
Our results demonstrate that several active site residues play a key role, and their
protonation states as well as that of PLP require special attention.

Third, the effect of the active site residues in the inactivation mechanism has been
investigated with the modeling of clusters at the QM level involving key residues.
The biggest cluster has been modelled with 165 atoms and the effect of the solvent
has been taken into account using implicit solvent. The inclusion of the active site
residues within the models enabled us to emphasize the effects of these residues on
the reactivity of GABA-AT. The presence of similar residues in many PLP dependent
enzymes enabled us to provide some general aspects for modelling these enzymes.

Fourth, new diagonalization routines for the SEBOMD approach implemented in the
Amber suite of programs, have been incorporated using LAPACK and SCALAPACK
libraries, tested and evaluated. Our results showed that the main restriction on the
improvement of the D&C algorithm is the diagonalization of the Fock matrix which is
not efficient on parallel computers. However, when large number of cores were used in
SEBOMD simulations of large systems, using LAPACK solvers with threads that are
provided by the Intel MKL did improve the efficiency of the SEBOMD calculations.

Fifth, reaction free energies of PLP containing systems have been investigated
with SEBOMD simulations. Each molecular system contains 747 atoms and their
reactivity has been simulated using umbrella samplings and the newly implemented
diagonalization routines. This work is the first example of the SEBOMD simulations
on chemical transformations, and provides some general insights on the capabilities
of the SEBOMD methodology in modelling reactions and in computing reaction free
energies.
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GABA-AT REAKTİVİTESİNİN MOLEKÜLER MODELLEMESİ:
KÜÇÜK TEMSİLİ MODELLERDEN TÜM PROTEİNE,

MOLEKÜLER MEKANİKTEN KUANTUM KİMYASINA,
STATİKTEN DİNAMİĞE

ÖZET

Enzimlerin yapısal özelliklerinin ve katalitik mekanizmalarının anlaşılması daha etkili
ve yan etkisi azaltılmış ilaçların geliştirilmesi açısından önem taşımaktadır. Enzimin
aktif bölgesinde yer alan amino asitler enzimatik reaksiyonların gerçekleşmesinde
etkin rol alabilir ya da sadece substratın aktif bölgede tutulmasına yardımcı olabilir.
Enzimlere ait katalitik özellikler kuantum mekanik, moleküler dinamik, ve kuantum
mekanik/moleküler mekanik yöntemler ile araştırılabilir ve sonuçlar birbirleri ile
ilişkilendirilebilir.

Kimyasal dönüşümlerin modellenmesinde elektronik özelliklerinde incelenmesi
nedeniyle kuantum kimyasal yöntemler güvenilir yöntem olarak kullanılmaktadır.
Ancak, Schrödinger denkleminin sayısal olarak çözülmesi, sistem boyutunun artması
ile hesaplama zamanını arttırmakta ve sonuç olarak hesaplamaları zorlaştırmaktadır.
Kuantum kimyasında sayısal prosedürler birçok integralin ve doğrusal/doğrusal
olmayan denklemlerin çözülmesini gerektirmektedir. Bu nedenden ötürü, mod-
ellenebilecek sistem boyutu kısıtlanmaktadır. Günümüzde doğrusal ölçeklenmeyi
sağlayan kuantum kimyası yöntemlerin kullanılması, gerek hız ve gerekse güvenilirliği
sağlayarak kabul edilebilir işlemci zamanı ile büyük biyomoleküllerin modellenmesine
izin vermektedir.

SEBOMD (SemiEmpirik Born-Oppenheimer Moleküler Dinamik),
Born-Oppenheimer yaklaşımına dayanmakta olan bir yöntem olup moleküler dinamik
hesaplamaları yapmak için semiempirik NDDO Hamiltonunu kullanmaktadır. Bu
yöntem lineer ölçekleme için Böl ve Yönet (Divide & Conquer, D&C) algoritması
kullanmaktadır. Ancak, bu algoritma işlemci sayısının çok fazla olması durumunda,
Fock matrisinin köşegenleştirilmesi nedeni ile verimliliği azaltmaktadır. Bu nedenden
ötürü köşegenleştirme prosedürü büyük moleküler sistemlere ait simülasyonların
gerçekleştirilebilmesi için optimize edilmelidir.

Bu tezin ana amacı farklı ölçeklerde yöntemler kullanarak piridoksal 5-fosfat
(PLP) bağımlı olan γ-aminobütirik asit aminotransferaz (GABA-AT) enziminin
reaktivite ve dinamik özelliklerinin daha iyi anlaşılmasını sağlamaktır. GABA-AT
enzimi GABA molekülünün süksinik semialdehide parçalanmasında görev almaktadır.
GABA konsantrasyonunun beyinde azalması çeşitli nörolojik rahatsızlıkların ortaya
çıkmasında ana etkenlerden biridir. GABA molekülünün kan-beyin bariyerini
geçememesi nedeniyle GABA’nın enjeksiyon yolu ile verilmesi bir tedavi yöntemi
olarak uygulanamamaktadır. Bu nedenden ötürü GABA-AT enziminin inaktivasyonu
antiepileptik ilaçların geliştirilmesinde doğruluğu tespit edilmiş bir hedef haline
gelmiştir. GABA-AT enziminin bir çok PLP bağımlı enzim ile benzer özellikler
sergilemesi, benzer enzimlerin de anlaşılmasını sağlaması açısından önemlidir.
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Rapor edilmiş deneysel ve teorik çalışmalar, GABA-AT reaktivitesini etkileyebilecek
faktörlerin incelenmesi gerekliliğini doğurmuştur. GABA-AT enziminin seçici inak-
tivasyonunun sebebinin araştırılması gerekmektedir. Seçici inaktivasyon, sübstratın
bağlanma özelliğinden ya da gerçekleşen reaksiyonlara ait aktivasyon enerjilerinden
kaynaklanabilmektedir. İnaktivasyon mekanizmalarında elektrostatik etkileşimler
ve steryoelektronik farklılıklar ayrıca önem teşkil edebilmektedir. Modelleme
çalışmalarında farklı aktif bölge amino asitlerinin modellere dahil edilmesi, elde
edilecek aktivasyon enerjilerinin değişmesine neden olabilmektedir. Bu nedenden
ötürü, modelleme çalışmalarında önem teşkil edebilecek aktif bölge amino asitlerinin
de tanımlanması gerekmektedir. Enzim reaktivitesine etki edebilecek bir diğer faktör
ise dinamik etkilerdir. Ancak, GABA-AT enziminin dinamik özellikleri ve inaktivatör
varlığında enzimin bir bütün olarak nasıl davrandığı henüz incelenmemiştir. Bununla
birlikte, GABA-AT enzimi ile gerçekleşen reaksiyonlarda olası dinamik etkiler henüz
rapor edilmemiştir. Tüm bu faktörler göz önüne alınarak, GABA-AT enzimine ait
reaktivite ve dinamik özelliklerin daha iyi anlaşılmasını sağlamak için gerçekleştirilen
bu çalışma, beş farklı bölümden oluşmaktadır.

İlk bölümde, doğal substrat olan GABA molekülüne ait seçici bağlanma modu ile bu
molekül ile enzim arasında gerçekleşen tepkime farklı izomerlerin de kullanılması
ile kuantum mekanik seviyede incelenmiştir. Çalışmada Yoğunluk Fonksiyonel
Teorisi (DFT) kullanılmıştır. Elde edilen sonuçlar, yapılar arasındaki stereo-elektronik
farklılıkların, transiminasyon ve HF eliminasyon tepkimeleri üzerindeki etkilerinin
aydınlatılmasını sağlamıştır.

İkinci bölümde, GABA-AT enziminin dinamik özelliklerini incelemek üzere
apoenzim, holoenzim ve inaktivatör bağlı holoenzimden oluşan üç farklı sistem
tasarlanmış ve moleküler dinamik hesaplamaları gerçekleştirilmiştir. Elde edilen
sonuçlar aktif bölge amino asitlerinin görevlerini ve aminoasitler ile PLP kofaktörünün
yük değerlerinin aktif bölge açısından önemini ortaya çıkarmıştır.

Üçüncü olarak, aktif bölge amino asitlerinin inaktivasyon mekanizmasına etkisi
kuantum mekanik seviyesinde küme modelleri kullanılarak incelenmiştir. En büyük
küme 165 atom içermektedir ve çözücü etkisi sürekli ortam yöntemi ile incelenmiştir.
Aktif bölge amino asitlerinin modellere eklenmesi, bu amino asitlerin GABA-AT
reaktivitesine olan etkisinin incelenmesini sağlamıştır. Benzer amino asitlerin bir
çok PLP bağımlı enzimin aktif bölgesinde de bulunması, bu enzimlere ait modelleme
çalışmalarına genel bir bakış açısı sağlamaktadır.

Dördüncü olarak, Amber program paketi içerisinde yer alan SEBOMD yaklaşımı için
yeni köşegenleştirme rutinleri eklenmiştir. Yeni rutinler LAPACK ve SCALAPACK
kütüphanelerinden seçilmiş, test edilmiş ve değerlendirilmiştir. Elde edilen sonuçlar
D&C algoritmasında en önemli kısıtlamanın Fock matrisinin köşegenleştirilmesinden
kaynaklandığını ve paralel bilgisayarlarda verimliliğin bu nedenden ötürü düşük
olduğunu göstermiştir. Ancak, büyük moleküllere ait SEBOMD simülasyonlarında
fazla miktarda işlemci kullanılması durumunda, Intel MKL kütüphanesi tarafından
sağlanan LAPACK ile işlem parçacıklarının kullanılmasının verimliliği artırdığı
görülmüştür.

Son olarak, GABA-AT inaktivasyonunda yer alan ve PLP kompleksleri içeren
moleküllere ait reaksiyon serbest enerjileri, SEBOMD simülasyonları ile incelenmiştir.
Her moleküler sistem PLP kompleksleri ile su moleküllerinden oluşturulmuştur ve
toplam 747 atom içermektedir. Reaktivite, şemsiye örneklendirilmesi (umbrella
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sampling) ve bir önceki bölümde gerçekleştirilen çalışmalarda elde edilen ve programa
eklenen köşegenleştirme rutinleri ile gerçekleştirilmiştir. Bu bölüm, SEBOMD
simülasyonlarının kimyasal geçişlerin modellenmesinde ilk defa kullanılmasına ait
bir örnek teşkil etmesi açısından önemlidir. Aynı zamanda bu çalışma, SEBOMB
yönteminin kimyasal tepkimelerin modellenmesinde ve tepkime serbest enerjilerinin
hesaplanmasındaki yeteneklerine ait genel kavramları öne çıkarması açısından önem
taşımaktadır.
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1. INTRODUCTION

PLP, the phosphorylated and the oxidized form of vitamin B6, is an organic cofactor

which forms an imine with the ε-amino group of a lysine residue of PLP-dependent

enzymes [1]. The formation of imine can be referred as a Schiff base formation

[2]. This kind of intermediate appears in many different enzymatically catalyzed

reactions and leads to a large diversity of products. There is a particular interest about

PLP-dependent enzymes due to the diversity of their catalyzed chemical reactions such

as decarboxylation, β -elimination, aldol cleavage, transimination and transamination

[1, 3, 4].

The nitrogen on the pyridine ring of PLP is suggested to be protonated in PLP

dependent enzymes. Such acidic state is believed to cause an electron sink effect

that would thereby facilitate the enzymatic reactions [3, 5–10]. The protonation state

of the pyridine ring of PLP in water was explored using 15N NMR of 15N labeled

PLP pyridine ring in aqueous solution at room temperature [11]. In this study, Sharif

et. al. reported a pKa value for the pyridine ring of 5.8 [11] which indicates that the

pyridine ring of PLP is mainly unprotonated under physiological conditions. In another

work of Sharif et al., 15N liquid state NMR studies were performed on Aspartate

Aminotransferase (AspAT) and on model compounds [12]. They reported that the
15N chemical shifts for the pyridine ring of PLP are consistent with the presence

of a proton on the pyridine ring. A similar proton interaction could be reproduced

on a model system made of a 1:2 complex between an aldimine, representative of

PLP-Lys, and a capped aspartic acid in a solvent mixture of dielectric constant εr ≈ 30.

Furthermore, Limbach et. al. reported in their 15N NMR study on 15N labeled AspAT

in water at pH 7.5 that the shortened distance of N pyridine−H and lengthened distance

of H −OAsp222 indicates an increased zwitterionic character of the OHN hydrogen

bond with a protonated N on the pyridine ring under physiological conditions [13].

They also proposed that AspAT should provide extra interactions, such as Asp222,
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His143 and two conserved water molecules, in order to achieve proton transfer to the

pyridine ring N [13].

The catalytic mechanism of PLP dependent enzymes is usually divided into two

parts: a first and a second half-reaction [14, 15]. The first half-reaction involves the

conversion of PLP to pyridoxamine phosphate (PMP) [14, 16]. The PMP molecule

in the active site is then bound to the enzyme again during the second half-reaction

[14, 16, 17].

In PLP-dependent enzymes, the amount of σ − π overlaps in the cofactor-derived

Schiff bases determines the specificity of the enzymatic reactions, which corroborates

the Dunathans stereoelectronic model [8, 18–24]. The cofactor-derived Schiff bases

in PLP-dependent enzymes are formed via the transimination reaction, which involves

an internal aldimine where the PLP and ε-amino group of the active site residue is

covalently bound [1, 25]. During the reaction, the covalent bond between PLP and the

enzyme is broken and the new Schiff base, namely the external aldimine, is formed

with the incoming substrate [1, 26, 27].

After the formation of the external aldimine, the chemical reactions have a wide range

of diversity based on the specificity of the enzyme and also the nature of the substrate.

In the case of fluorine-containing substrates such as β -fluoroamines, the transimination

reactions are followed by the elimination of a fluoride ion in the form of HF (Figure

1.1) [28–32]. The computational studies related to PLP-dependent enzymes are mostly

concentrated on the external aldimine formation [2–4,25,26,33,34]. Additionally, few

studies exist on base-induced HF elimination reactions with systems that involve a

pyridine ring [33, 35].

γ-aminobutyric acid (GABA) is one of the inhibitory neurotransmitters in the

mammalian central nervous system which is degraded to succinic semialdehyde via

γ-aminobutyric acid aminotransferase (GABA-AT, E.C. 2.6.1.19) catalyzed reaction

[36]. GABA-AT, a member of subfamily II of α-family of pyridoxal 5-phosphate

(PLP) dependent enzymes, is a homodimer in which all subunits contain an active site

PLP that is covalently bound to Lys-329 via a Schiff base. Figure 1.2.

The reduction of GABA concentration in brain causes convolution, besides several

neurological diseases such as epilepsy, Parkinson’s disease, Huntington’s chorea, and
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Figure 1.1 : Schematic representation of two successive reactions occurring in
PLP-dependent enzyme GABA-AT with the natural substrate GABA and

the GABA analogues.

Alzheimer’s disease [29, 32]. Increasing the concentration of GABA in brain has

an anticonvulsant effect in brain [37, 38]. Nevertheless, GABA cannot cross the

blood-brain barrier, so the direct control of the level of the concentration of GABA

cannot be performed effectively [37,39]. Consequently, several GABA analogues have

been suggested and tested to control the level of GABA in brain by either inhibition or

inactivation of GABA-AT [39–42].

Deduction of the primary sequence of GABA-AT was established from pig brain cDNA

and peptide fragments of the enzyme from pig liver [43, 44]. The X-ray structure of

GABA-AT from pig liver was first reported at 3Å resolution, pH 5.6 and at 293K

(Protein Data Bank entry 1GTX) [45]. The quality of the X-ray structure of native

GABA-AT has been improved and reported at 2.3Å resolution, pH 5.7 and at 100K

(Protein Data Bank entry 1OHV) [46]. In this X-ray structure, the PLP cofactor is

held in place not only by Gly136 and Ser137 but also by the Thr353 of the second

subunit via the donation of five H bonds to the phosphate group [46]. The pyridine

ring of PLP is sandwiched between Phe189 and Val300 while the nitrogen on the

pyridine ring forms a salt bridge with Asp298 [46]. The mutation of the W101 residue
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Figure 1.2 : The active sites within GABA-AT in which an Iron-Sulfur cluster holds
two monomers together. Each active site involves a PLP that is bound to

Lys329.

that stacks with the ring of PLP in E. histolytica phosphoserine aminotransferase

(EhPSAT) to alanine caused to the loss of the enzymatic activity while the W101F

mutation showed that phenylalanine could efficiently stack with the ring of PLP [47].

Additionally, in Aspartate aminotransferase (AspAT), another PLP dependent enzyme,

the catalytic efficiency of the enzyme was reduced by about 8600-fold and 20000-fold

with the D222A and D222N mutations, respectively [48]. Furthermore, it was reported

that these mutations increased the deuterium isotope effect which points out that

the negatively charged Asp222 side chain stabilizes the protonated ring nitrogen of

PLP which functions as an electron sink during the enzymatic reactions [48, 49].

On the other hand, the mutation of the Asp279 residue that interacts with the PLP

ring to glutamic acid in 5-Aminolevulinate synthase (ALAS) revealed that the spatial

positioning of the negatively charged side chain has also some importance in the

activity of the enzyme [50].

In addition to the native GABA-AT, the X-ray structure of the GABA-AT inactivated

by γ-vinyl GABA (vigabatrin) was also reported at 2.3Å resolution, pH of 5.7 and

temperature of 100K (Protein Data Bank entry 1OHW) [46]. In this X-ray structure,

the Arg192 residue forms a bifurcated salt bridge with the carboxylate group of

vigabatrin [45, 46]. In addition to these conclusions from X-ray structures, it is also

observed that Arg445 is fully conserved in the α-family of aminotransferases [51]

with its positive charge shielded by a salt bridge with Glu270 in GABA-AT [45]. It has
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been suggested that, to expose a second basic anchor point, the dicarboxylic substrates

would require opening of the Glu270-Arg445 ion pair [45, 52].

Silverman and co-workers have reported some fluorine containing conformationally

restricted analogues of GABA as potential mechanism based inactivators and inhibitors

[28,32]. Both experimental and theoretical studies have provided some clues regarding

the nature of the catalytic mechanism [28, 33].

In an experimental work, Clift et al. proposed fluorine-substituted GABA enantiomers

as potential inhibitors of the PLP-dependent enzyme GABA-AT [28] where GABA

(Figure 1.1) is the natural substrate for GABA-AT. The fluorine-containing analogues

(3–F–GABA, Figure 1.1) could undergo HF elimination after the formation of the

external aldimine. The HF elimination reactions may proceed either via stepwise

elimination unimolecular conjugate base (E1cb) or concerted bimolecular elimination

(E2) mechanisms [28].

Vigabatrin, one of the natural substrate analogues, was reported as the most effective

mechanism-based inactivator of GABA-AT with a high potency for treatment of

epilepsy and it is used in over 60 countries [36, 46, 53]. The inactivation mechanisms

by vigabatrin, which ends up with an enzyme-vigabatrin-PLP complex (Figure 1.3),

have been investigated both experimentally [46, 54–57] and theoretically [34], and the

Michael addition pathway is pointed out as the most preferred mechanism.

Figure 1.3 : GABA-AT inactivation with γ-vinyl-GABA (vigabatrin) with the
formation of enzyme-vigabatrin-PLP complex.
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The results from the experimental, theoretical and NMR studies lead us to investigate

the factors that could effect the reactivity of GABA-AT:

• Can the preferred binding mode of the substrate be the evidence for the selective

inhibition, or can the successive reactions be the main cause for the selectivity?

• What are the effect of the electrostatic interactions and the stereoelectronic

differences on the inhibition reactions of GABA-AT?

• What are the protonation states of the active site residues, and what is the effect of

the protonation states on the proposed active site interactions?

• What would be the behaviour of the enzyme when an inactivator is involved?

• What are the effects of the surrounding residues on the geometrical parameters of

the transition state structures that are obtained in modelling studies?

• Which residues should be involved in modelling studies to get a model that provides

optimum mimicry of the active site of GABA-AT?

• Are dynamical effects important for the reactivity?

To answer all these questions, a step-by-step approach with increased complexity has

been chosen in this thesis. First the reactivity within GABA-AT will be assessed with

model systems, from small ones to complexed ones and by exploring the potential

energy surfaces with quantum mechanical tools. Then the dynamics of the system will

be investigated using molecular mechanics to describe the full protein systems. Finally

quantum mechanics and molecular dynamics will be gathered to deeper understand the

reactivity of PLP complexes.

Overall, the "Results" chapter of this thesis is divided into five sections that cover

our work on the reactivity of GABA-AT. First, small representative models have

been used to study two successive reactions of GABA and flourine containing

GABA analogues with quantum mechanical calculations. Then, molecular dynamics

simulations have been performed on apoenzyme, holoenzyme, and vigabatrin bound

holoenzyme samples to evaluate the protonation states and the roles of the active site

residues. Next, using the information provided by the molecular dynamics simulations,
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quantum mechanical calculations were performed with large representative models

involving surrounding residues to obtain optimum mimicry of the active site of

GABA-AT. Finally, the selected C-N bond breaking reactions that were proposed to be

involved in the inactivation mechanisms of GABA-AT were modelled using explicit

water molecules with SEBOMD methodology. Prior to the SEBOMD simulations,

new diagonalization routines have been implemented for the SEBOMD approach to

improve its efficiency on parallel computers.
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2. METHODOLOGY

2.1 Quantum Chemistry

2.1.1 The Schrödinger equation

The evolution of the wave function (Ψ) in time has been represented by Erwin

Schrödinger in 1926 with a partial differential equation [58], which would be referred

as the time dependent Schrödinger equation;

− h̄
i

∂Ψ(x, t)
∂ t

=− h̄2

2m
∂ 2Ψ(x, t)

∂x2 +V (x)Ψ(x, t) (2.1)

where h̄ is Planck’s constant divided by 2π , m is mass of a particle and V is the potential

field. The first step to solve this partial differential equation is expressing the wave

function Ψ(x, t) as the product of two functions which will depend either only on the

position (x) or only on time (t);

Ψ(x, t) = ψ(x)ζ (t) (2.2)

Substitution of equation 2.2 to the equation 2.1 and reorganization will produce the

following partial differential equation;

ih̄
1

ζ (t)
dζ (t)

dt
=− h̄2

2m
1

ψ(x)
d2ψ(x)

dx2 +V (x) (2.3)

As it can be comprehended, the left hand side and the right hand side of the equation

2.3 depends on time and position respectively. Therefore, it can be separated into two

parts; a time dependent part and a spatial dependent part which can be constructed by

accepting either time or position as constant. The time dependent part can be expressed

as

ih̄
dζ (t)

dt
= Eζ (t) (2.4)

while the spatial dependent part can be represented by;[
− h̄2

2m
d2

dx2 +V (x)
]

ψ(x) = Eψ(x) (2.5)
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In equation 2.5 the part in the parenthesis is the total energy expression in terms of

position and momentum, and referred as Hamiltonian operator (Ĥ). If equation 2.5

is simplified with this operator, the time independent Schrödinger equation can be

mentioned as:

Ĥψ(x) = Eψ(x) (2.6)

The total energy of a system, which is expressed with its Hamiltonian, is comprised

of the kinetic and the potential energies (Ĥ = T +V ). The kinetic energy part of

the Hamiltonian (T ) is related to the linear momentum and can be expressed in three

dimension as

T =− h̄2

2m

[
∂ 2

∂x2 +
∂ 2

∂y2 +
∂ 2

∂ z2

]
=− h̄2

2m
∇

2 (2.7)

for a particle with mass m. In the case of an electron in the field of a nucleus,

the potential energy term in Hamiltonian (V ) is the Coulomb potential that can be

represented by:

V =− Ze2

4πε0r
(2.8)

where Z is the atomic number of nucleus, ε0 is the permittivity constant and r is the

distance from electron to nucleus.

In the case of a n particle system, the kinetic energy is expressed as:

T =− h̄2

2mi

n

∑
i=1

∇
2
i (2.9)

and the potential energy term can be mentioned as:

V =
1

4πε0r

[
−

electrons

∑
i

nuclei

∑
k

(
Zke2

| ~Rk−~ri |

)
+

electrons

∑
i

electrons

∑
j<i

(
e2

|~ri−~r j |

)

+
nuclei

∑
k

nuclei

∑
l<k

(
ZkZle2

| ~Rk− ~Rl |

) ] (2.10)

In equation 2.10 the first term in parenthesis represents the electron-nuclei attraction,

the second term in parenthesis accounts for the electron-electron repulsion, and the last

term in parenthesis is the expression for the nuclei-nuclei repulsion.

When the number of the particles in a system is bigger than two, the Schrödinger

equation cannot be solved analytically. In order to overcome this difficulty in many

particle systems, it is fundamental to introduce approximations.
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2.1.2 The Born Oppenheimer approximation

The Born-Oppenheimer approximation, which is the most common approximation

for many quantum chemistry methods, relies on the idea of the great differences in

masses between electrons and nuclei [59]. The nuclei are much slower than electrons

and electrons respond to the displacements of the nuclei almost immediately. Thus,

the approximation assumes the positions of the nuclei are fixed to solve Schrödinger

equation. By doing so, the Schrödinger equation is divided into two parts; one part that

is described with the electronic motion yielding the electronic wave function, and one

part that is described with the nuclear motion. The electronic wave function depends

only on the nuclear position but not their momenta. Therefore the total Hamiltonian is

written as:
Ĥtot = Tn +Vnn +Te +Vne +Vee

= Tn +Vnn + Ĥe

(2.11)

where the kinetic energy of nuclei and electrons are represented by Tn and

Te respectively, and the potential energies of nuclear-electron attraction as Vne,

electron-electron repulsion as Vee and nuclear-nuclear repulsion as Vnn. Ĥe term is

called the electronic Hamiltonian operator and depends only on the nuclear position.

2.1.3 Electron spin, Pauli principle and Slater determinant

The wave function that was described in section 2.1.1 determines the probability of an

electron to be found at a given coordinate in three dimensional space. However, the

question of placing electrons into orbitals is still not answered. Thus, a new concept

should be introduced to answer this question, namely the electron spin.

In order to describe the spin of an electron, the magnitude of the total spin angular

momentum should be defined first. Assuming that the square of the magnitude of the

total spin angular momentum is defined by the linear and Hermitian operator Ŝ2 and

that the z component of the spin angular momentum is Ŝz, the operator Ŝ2 is expressed

as:

Ŝ2 = Ŝ2
x + Ŝ2

y + Ŝ2
z (2.12)

Using the commutation relations of operators, the eigenvalues of Ŝ2 and Ŝz can be

defined respectively as;

s(s+1)h̄2 s = 0,
1
2
,1,

3
2
, ... (2.13)
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msh̄ ms =−s,−s+1, ...,s−1,s (2.14)

The spin of a particle is defined by the quantum number s in equations 2.13 and 2.14.

In the case of electrons, the quantum number s can have a singe value, s = +1
2 , and

ms =+1
2 or ms =−1

2 . Using the quantum number s, the total spin angular momentum

of an electron can be given by: √[
1
2
(3

2
)
h̄2
]
=

1
2

√
3h̄ (2.15)

With s = +1
2 , the possible eigenvalues of Ŝz of an electron can be found as 1

2 h̄ and

−1
2 h̄. The eigenfunctions of the given eigenvalues are denoted simply as α and β .

These eigenfunctions are called spin eigenfunctions and are orthonormal.

The wave function (ψ(x,y,z)) that was written as a function of the spatial coordinates

can now be expressed with the spin variable (ψ(x,y,z,ms)). The Hamiltonian of a

system does not involve the spin variable and has no effect on spin. Thus, one can

simply express the new wave function of a one particle system as a product of spatial

and spin parts;

ψ = ψ(x,y,z)g(ms) (2.16)

The value of g(ms) can be either α or β and depends on the value of the quantum

number ms. For an n particle system the wave function can be expressed as;

ψ = ψ(q1,q2,q3...,qn) (2.17)

where qi stand for the spatial coordinates xi,yi,zi and spin variable msi of particle i.

At this point, a new concept should be introduced; the spin orbital. A spin orbital

(χ) is simply the product of a spatial orbital (ϕ) and the spin function (g) in a given

coordinate r:

χi(r) = ϕ(r)g(ms) (2.18)

If the Hamiltonian was separable, the many electron eigenfunctions (ψ) could

be expressed as product of one-electron eigenfunctions φi. The newly expressed

eigenfunction is called Hartree product and denoted as ΨHP. Using this formulation

and combining it with equation 2.18, one can express the wave function of a system

with n electrons in given coordinates xi as a product of spin functions χi:

Ψ
HP(x1,x2,x3, ...,xn) = χ1(x1)χ2(x2)χ3(x3)...χn(xn) (2.19)
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The most important phenomenon in here is that no two electrons can occupy the

same spin orbital or else the wave function would vanish. In order to allow

simultaneous exchange of electron space and spin coordinates, wave functions must

be antisymmetric with respect to the interchange of any two electrons. This postulate

is called the Pauli’s exclusion principle [60]. The Hartree product given in equation

2.19 does not satisfy this postulate. In order to satisfy this principle, Slater pointed a

way to express wave functions as a determinant in 1929 [61].

Ψ
SD(x1,x2,x3, ...,xn) =

1√
n!

∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) · · · χn(x1)
χ1(x2) χ2(x2) · · · χn(x2)

...
... . . . ...

χ1(xn) χ2(xn) · · · χn(xn)

∣∣∣∣∣∣∣∣∣ (2.20)

The ΨSD term in equation 2.20 is called a Slater determinant of Hartree products.

2.1.4 Linear variation method and secular equation

The linear variation method is based on the idea that a function can be expanded into a

linear combination of other functions which span the same function space (i.e. eikx =

cos(kx)+ isin(kx)). This method along with orbital approximation allows a molecular

orbital ϕ to be expressed as a linear combination of n linearly independent atomic

orbitals, which is referred as the linear combination of atomic orbitals (LCAO));

ϕ(c1,c2, ...,cn) = c1φ1 + c2φ2 + ...+ cnφn (2.21)

where φi are the known atomic orbitals and ci are a set of coefficients which determine

the molecular orbital ϕ that is correlated with the minimum electronic energy. At the

minimum of the electronic energy, the partial derivative of the energy with respect to

any ci must be equal to zero. Thus, the following set of partial differential equations

must be satisfied;
∂E
∂c1

=
∂E
∂c2

= ...=
∂E
∂cn

= 0 (2.22)

Construction of these n linear homogeneous equations and reorganizing them would

give the following expressions;

n

∑
j=1

c j

[∫
φiĤφ jdv−E

∫
φiφ jdv

]
= 0 i = 1,2, ...,n

n

∑
j=1

c j
[
Hi j− ĒSi j

]
= 0

(2.23)
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where Hi j is the Hamiltonian matrix element and Si j is the overlap matrix element. A

homogeneous system of linear equations can have a non-trivial solution if and only if

its determinant vanishes.∣∣∣∣∣∣∣∣∣
H11−ES11 H13−ES13 · · · H1n−ES1n
H21−ES21 H23−ES23 · · · H2n−ES2n

...
... . . . ...

Hn1−ESn1 Hn3−ESn3 · · · Hnn−ESnn

∣∣∣∣∣∣∣∣∣= 0 (2.24)

Equation 2.24 is called the secular equation while the left hand side is called a secular

determinant.

2.1.5 The Hartree-Fock method

The molecular Hartree-Fock (HF) wave function is written as a Slater determinant, and

the HF molecular electronic energy (EHF ) is given as;

EHF =
〈
Ψ|Ĥel|Ψ

〉
+VNN (2.25)

where Ĥel is the electronic Hamiltonian and VNN is the internuclear repulsion term

which is considered as constant. Since Ψ is normalized, EHF can be expressed in

terms of one electron core Hamiltonian (Ĥcore), Coulomb integrals (Ji j) and exchange

integrals (Ki j);
EHF =

〈
Ψ|Ĥel|Ψ

〉
+VNN

= 2
n/2

∑
i=1

Hcore
ii +

n/2

∑
i=1

n/2

∑
j=1

(2Ji j−Ki j)+VNN
(2.26)

where
Hcore

ii ≡
〈
χi(x1) | Ĥcore(x1) | χi(x1)

〉
Ji j ≡

〈
χi(x1)χ j(x2) |

1
r12
| χi(x1)χ j(x2)

〉
Ki j ≡

〈
χi(x1)χ j(x2) |

1
r12
| χ j(x1)χi(x2)

〉 (2.27)

From equations 2.26 and 2.27 one can derive the Fock operator (F̂)

F̂(x1) = Ĥcore(x1)+
n/2

∑
j=1

(2Ĵ j(x1)− K̂ j(x1)) (2.28)

where Ĵ and K̂ are the operators to solve Coulomb and exchange integrals in equation

2.27 respectively. Using the Fock operator, one can express the following one electron

differential equation, which is simply called the Hartree-Fock equations;

F̂(x1)χi = εiχi (2.29)
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In this equation εi denotes the orbital energy and is given by the following expression:

εi = Hcore
ii +

n/2

∑
j=1

(2Ji j +Ki j) (2.30)

Since the operator F̂ depends on its own eigenfunctions, it is not possible to solve

Hartree-Fock equations directly. Therefore, a methodology has been developed to

solve HF equations iteratively.

2.1.5.1 The Roothaan-Hall equation and self consistent field (SCF) method

In 1951 Roothaan [62] proposed to express the spatial orbitals as linear combinations

of basis functions;

ψi =
N

∑
µ

cµiϕµ (2.31)

and introduced the following expression;

N

∑
ν=1

(Fµν − εiSµν)cν i = 0 µ = 1,2, ...,N (2.32)

where

Sµν =
〈
ϕµ | ϕν

〉
(2.33)

and

Fµν =
〈
ϕµ | F̂ | ϕν

〉
(2.34)

=

〈
µ | −1

2
∇

2 | ν
〉
−

nuclei

∑
k

Zk
〈
µ | 1

rk
| ν
〉

+∑
λσ

Pλσ

[
(µν | λσ)− 1

2
(µλ | νσ)

]
In equation 2.34, the terms in the form of (µλ | νσ) are the two electron integrals

defined by:

(µλ | νσ) =
∫ ∫

φµ(x1)φν(x1)
1
2

φλ (x2)φσ (x2)dr(x1)dr(x2) (2.35)

and Pλσ are the elements of the density matrix (P) given by:

Pλσ = 2
occupied

∑
i

cλ icσ i (2.36)

Hence equation 2.32 forms N set of linear homogeneous equation with Sµν as the

overlap matrix elements, and cν i as the unknown coefficients, it can be rewritten as;

FC = SCε (2.37)
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which is generally called the Roothaan-Hall equation [62,63] in its matrix form. This

equation can be solved iteratively with a procedure called the Self-Consistent Field

(SCF). The general steps of the SCF procedure is as follows:

1. Calculate Hµν
core,Sµν , and (µν | λσ).

2. Obtain a set of ci j as initial guess and use them to calculate initial density matrix

P(0).

3. Calculate Fµν
(n) from P(n−1). Use the Sµν and orthogonalization to obtain new

orthonormal basis set. With this, the equation 2.37 transforms to F ′C′ =C′ε;

4. Use a diagonalization method to evaluate eigenvalue and eigenvectors of F ′µν

(n)

which are εi and c′i j respectively.

5. Perform back transformation (C′ −→C) to obtain a new set of ci j.

6. Use new set of ci j to construct a new density matrix P(n).

7. Compare P(n) with previous P(n−1). Test for convergence;

• If fails then begin the next iteration from step 3.

• If succeeds then go on to perform other parts of the calculation.

2.1.6 Semiempirical methods

The term semiempirical can be defined simply as involving experimental data,

assumptions or approximations with the physical theory [64, 65]. Semiempirical

quantum mechanical methods are established upon the HF equations, but many of the

integrals in calculations are either disregarded or parametrized based on experimental

data to reduce the computational effort.

The first and the simplest semiemiprical approach was the π electron method or

Simple Hückel method (SHM) that generates molecular orbitals from a connectivity

matrix [66]. In order to include all valence electrons, Hoffmann developed an extended

version of π electron method in 1963, which would be called extended Hückel method

(EHM) [67, 68]. However, both SHM and EHM methods involve only one electron

integrals and are not iterative.
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In 1953, Pariser, Parr, and Pople developed the first SCF type semiempirical method,

Pariser-Parr-Pople (PPP), which was limited to π electrons [69, 70]. The first

SCF type semiempirical method that is not limited to π electrons was reported

by Pople et. al. and named as complete neglect of differential overlap (CNDO)

[71, 72]. The limitations in CNDO arising due to the separation of states, led to the

development of more sofisticated methods; such as neglect of diatomic differential

overlap (NDDO) approximation [71], and intermediate neglect differential overlap

(INDO) approximation [73]. In NDDO approximation, the overlap integrals Sµν are

neglected if µ 6= ν ;

ϕµϕν = 0 if µ 6= ν (2.38)

where ϕµ and ϕν are two different atomic orbitals. As a consequence, the overlap

matrix S becomes unitary;

Sµν = δµν (2.39)

and the equation 2.32 becomes;

N

∑
ν=1

(Fµν − εiδµν)cν i = 0 µ = 1,2, ...,N (2.40)

Additionally, the electron repulsion integrals, (µλ | νσ), are neglected if two atomic

orbitals are located on two different atoms, atom A and atom B;

ϕµϕλ = 0 if µ ∈ A, and λ ∈ B (2.41)

Using these approximations and assuming that ϕµ and ϕν are located on atom A while

ϕλ and ϕσ are located on atom B, the Fock matrix elements are defined as;

Fµµ =Uµµ ∑
B

V B
µµ +

A

∑
ν

Pνν

[
(µµ | νν)− 1

2
(µν | νµ)

]
+∑

B

B

∑
λσ

Pλσ (µµ | λσ)

Fµν = ∑
B

V B
µν +Pµν

[
3
2
(µν | µν)− 1

2
(µµ | νν)

]
+∑

B

B

∑
λσ

Pλσ (µν | λσ)

Fµλ = Hc
µλ
− 1

2

A

∑
ν

B

∑
σ

Pµσ (µν | λσ)

(2.42)

where Uµµ represents the atomic orbital ionization potential, the term V B
µν stands for

the electron attraction to the other nuclei, and Hc
µλ

are the elements of one-electron

core Hamiltonian.

There are many methods that have been developed by using the NDDO approximation.

The first method that was proposed by Dewar et. al. in 1977 was called Modified
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Neglect of Atomic Orbitals (MNDO) [74–76]. However, the repulsions between atoms

that are separated by about their van der Waals distances are overestimated by MNDO

method [64]. In order to overcome this problem, MNDO method was improved to

Austin Method (AM1) by Dewar et. al. in 1985 [77]. Even though AM1 treated

hydrogen bonding better than MNDO, the misrepresentation of the hydrogen bonds

was still a problem [78]. A couple of years later Stewart reported another method and

simply called it Parametrized model number 3 (PM3) [79–81]. In his method, Stewart

used 18 parameters for each element (except H atom that has 11 parameters) while

AM1 uses 10 to 19 parameters for each element [79].

After the development of AM1 and PM3, many versions have been reported in order

to overcome the deficiencies of these models. In 1993 Dewar’s group reported another

semiempirical method under the name of semi ab initio method number 1 (SAM1)

[82]. Another modified version of AM1, namely AM1/d, was first reported with the

parameters for molybdenum in 2000 [83], which was followed by the parameters

for magnesium in metalloenzymes [84], and for phosphoryl transfer reactions [85].

In 2002, two new semiempirical methods, PDDG/PM3 and PDDG/MNDO, have

been developed with a Pairwise Distance Directed Gaussian modification [86]. It

was reported that, the accuracy of the calculated heats of formation for compounds

that contain C, H, N, and O atoms were improved relative to the previous NDDO

methods [86]. In 2003 an extension of AM1 was reported under the name of AM1*,

in which the parameters for H, C, N, O and F atoms were unchanged but P, S and Cl

atoms have been reparameterized [87]. Another modification to AM1, which is called

Recife Method 1 (RM1) was reported by Rocha et. al in 2006 to obtain more accurate

results from the semiempirical calculations of large biomolecules [88]. In 2007

Stewart reported PM6 by employing several modifications to core-core interactions,

and these modifications allowed the parametrization of 70 elements [89]. In 2000,

the Parametrizable Interaction Function (PIF) approach was introduced in order to

correctly describe the water dimer and the intermolecular interactions in small water

clusters [90]. Later on, the PIF parameters were extended to the molecules containing

H, C, N, O and Cl atoms that interact with water and new parametrization was simply

named PIF2 [91–93]. Marion et. al. reported an extension of PIF2 parameters, namely

PIF3, and introduced hydrogen type specific parameters [94].
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2.1.7 Density functional theory

The number of coordinates that is used to determine the wave function of a many

electron system (3n spatial and n spin coordinates for a system containing n electrons)

enforced the search for functions that has fewer variables. In 1964, it was proved that

the ground state electronic energy (E0) of a molecule could be determined by knowing

the molecule’s ground state electron density (ρ) [95]. In their theorem, Hohenberg and

Kohn showed that E0 is a functional of ρ;

E0 = E0[ρ] (2.43)

The electronic Hamiltonian involves the potential energy arising from electron-nuclei

attraction (see equation 2.10). In the Hohenberg-Kohn theorem, this potential energy

is referred as an external potential acting on an electron. Using a similar notation

as in equation 2.11, one can express the ground state electronic energy in terms of

functionals;

E0 = E0[ρ] = Te[ρ]+Vne[ρ]+Vee[ρ] (2.44)

Vne[ρ] =

〈
ψ0 |

n

∑
i=1

υ(ri) | ψ0

〉
=
∫

ρ(r)υ(r)dr (2.45)

where υ(ri) is called external potential energy function. Even though Vne is known, the

functionals Te an Vee in equation 2.44 are unknown. Thus, using equation 2.44 is not

practical to compute E0. However, in 1965 Kohn and Sham constructed a method [96]

to find E0 and ρ .

In their formulation, Kohn and Sham considered a Hamiltonian operator of a

non-interacting system of electrons; a fictitious system in which the same external

potential energy function acts on all non-interacting electrons. By doing so, the ground

state wave function became the Slater determinant of the lowest energy spin-orbitals

which are referred as Kohn-Sham spin-orbitals (χKS);

ψ0 =| χ1
KS

χ2
KS · · ·χn

KS |, χi
KS = ϕi

KS(ri)gi(ms) (2.46)

The spatial part of Kohn-Sham spin-orbital, ϕi
KS(ri), is the eigenfunction of

one-electron Kohn-Sham Hamiltonian ĥKS
i ;

ĥKS
i ϕi

KS(ri) = εi
KS

ϕi
KS(ri) (2.47)

The term εi
KS in this equation is referred as the Kohn-Sham orbital energies.
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In the Kohn-Sham method, the equation 2.44 is rearranged as;

E0 = E0[ρ] =
∫

ρ(r)υ(r)dr+T f
e [ρ]+

1
2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2 +EXC[ρ] (2.48)

where T f
e [ρ] is the kinetic energy of a fictitious system with non-interacting electrons,

and EXC[ρ] is called the exchange-correlation energy functional which is defined as;

EXC[ρ]≡ ∆T [ρ]+∆Vee[ρ] (2.49)

The term ∆T [ρ] in equation 2.49 is the difference between the true electronic kinetic

energy of the molecule (Te[ρ]) and one of the fictitious system (T f
e [ρ]);

∆T [ρ]≡ Te[ρ]−T f
e [ρ] (2.50)

and the term ∆Vee[ρ] is the difference between the Coulomb energy of the electrons in

molecule and one of the fictitious system;

∆Vee[ρ]≡ Vee[ρ]−V f
ee[ρ]

≡ Vee[ρ]−
1
2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2

(2.51)

Since it is not easy to evaluate EXC[ρ] accurately, one can use approximations to

exchange-correlation energy.

2.1.7.1 Approximations to exchange-correlation energy functional

It was shown by Hohenberg and Kohn that an accurate functional can be obtained if

ρ varies slowly with position of electrons. Using a procedure called the local density

approximation (LDA), they approximate EXC[ρ] by:

ELDA
XC [ρ] = ELDA

X [ρ]+ELDA
C [ρ] =

∫
ρε

LDA
X ρdr+

∫
ρε

LDA
C ρdr (2.52)

where εLDA
X and εLDA

C are exchange and correlation energies per electron respectively.

The exchange parts of equation 2.52 are described as;

ELDA
X
[
ρ
]
=Cx

∫
ρ

4/3dr (2.53)

ε
LDA
X =Cxρ

1/3 (2.54)

where Cx =−3
4

(
3
π

)1/3

.
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Another approximation to EXC allows different orbitals for electrons with different

spins. This approximation is called the local-spin density approximation (LSDA)

and expresses EXC as;

ELSDA
XC = ELSDA

XC
[
ρ

α ,ρβ
]
= ELSDA

X
[
ρ

α ,ρβ
]
+ELSDA

C
[
ρ

α ,ρβ
]

(2.55)

where EX
[
ρα ,ρβ

]
is;

EX
[
ρ

α ,ρβ
]
=−21/3Cx

∫ [
ρ

4/3
α +ρ

4/3
β

]
dr (2.56)

and εLSDA
X is described as;

ε
LSDA
X =−21/3Cx

[
ρ

1/3
α +ρ

1/3
β

]
(2.57)

In addition to LDA and LSDA, which are appropriate if ρ varies slowly with position,

another approximation include gradients for the variation of ρ with position. This

approximation is called the generalized-gradient approximation (GGA) which takes

the gradients of ρα and ρβ into account. In the GGA, EXC is expressed as;

EGGA
XC

[
ρα ,ρβ

]
=
∫

f
(

ρα ,ρβ ,∇ρα ,∇ρβ

)
dr (2.58)

where f is some function of ρα and ρβ , and their gradients. In the GGA, EGGA
XC

is usually divided into exchange and correlation parts and each part is modelled

independently.

In 1988, Becke reported an exchange functional [97] using GGA as;

EB88
X = ELSDA

X −b ∑
σ=α,β

∫
(ρσ )

4/3ξ 2
σ

1+6bξσ sinh−1ξσ

(2.59)

where;

ξσ ≡
∇ρσ(
ρσ

)4/3 , sinh−1 = ln
[

x+
(
x2 +1

)1/2
]

, b = 0.0042 (2.60)

Since exchange-correlation functionals can be split into exchange and correlation parts,

any correlation functional can be used with any exchange functional. For instance,

the calculations that are performed with the BLYP functional is a combination of B88

exchange functional (BLYP) and Lee-Yang-Parr correlation functional (LYP) [98, 99]

(BLYP).
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2.1.7.2 Hybrid functionals

According to the adiabatic connection method (ACM), one can connect a

non-interacting reference system with the exact system. According to this method,

EXC can be expressed as;

EXC =
∫ 1

0

〈
Ψλ |VXC(λ ) |Ψλ

〉
dλ (2.61)

where VXC is called exchange-correlation potential and defined as;

VXC(r) =
∂EXC

[
ρ
]

∂ρ(r)
(2.62)

If VXC in equation 2.61 is linear in λ , EXC can be expressed as;

EXC ∼=
1
2

〈
Ψ0 |VXC(0) |Ψ0

〉
+

1
2

〈
Ψ1 |VXC(1) |Ψ1

〉
(2.63)

When λ takes the value 0, it corresponds to a system with non-interacting electrons, so

there is only exchange energy. Additionally, the exchange energy is exactly the same

that is calculated with Hartree-Fock method when λ = 0. Hence, EXC can have the

form of;

EXC = (1−a)EDFT
XC +aEHF

X (2.64)

where a is a constant. Using this concept, Becke established a three parameter

functional expression [100];

EB3PW91
XC = (1−a)ELSDA

X +aEHF
X +b∆EB88

X +ELSDA
C + c∆EPW91

C (2.65)

where constants a = 0.20, b = 0.72, and c = 0.81. Parameter ∆EB88
X is the gradient

correction to LSDA for exchange [97], and parameter ∆EPW91
C is the gradient

correction for correlation of Perdew and Wang [101–104]. The term ELSDA
C stands

for the correlation functional that has been reported by by Vosko, Wilk, and Nusair

(VWN) [105]. In order to use LYP instead of PW91, Stephens et al. adapted

exchange-correlation functional [97, 98, 100, 105, 106] that is given in equation 2.65

as;

EB3LY P
XC = (1−a)ELSDA

X +aEHF
X +b∆EB88

X +(1− c)ELSDA
C + cELY P

C (2.66)

where constants a,b, and c are same with EB3PW91
XC . Functionals that are in the form of

equations 2.65 and 2.66 are referred as hybrid functionals which are widely used in

DFT calculations.

22



2.1.8 Solvation effect

Theoretical modelling can be performed by treating the biomolecules as isolated and

non-interacting species at low pressure. However, the accuracy of the calculations

in vacuum is controversial since the biomolecules and their reactions are immersed

mostly in water. In order to describe the physical nature of the biomolecules accurately,

the effect of the solvent should be taken into account.

Methods to describe the effects of solvent are divided into two types; implicit and

explicit solvent methods. The explicit solvent methods describe the individual solvent

molecules. In implicit solvent methods, which is the main topic of this section, the

solvent is treated as a continuum medium.

In implicit solvation techniques, the solute molecules are placed in a cavity in the

continuum medium, and the interaction between the solute and the cavity is computed

[107]. The calculations of the optimal size and the shape of the cavity have been the key

steps in the development of the continuum models. The size of the cavity is related with

the definition of the radii near the van der Waals (vdW) values [108]. The mostly used

set of vdW radii values are Bondi [109, 110], Pauling [111], and universal force field

(UFF) [112, 113]. At this point two different surfaces should be introduced; solvent

accessible surface (SAS) and solvent excluded surface (SES) which are depicted in

Figure 2.1. The shape and the size of the cavity defines these two surfaces. The SAS

can be defined as the surface of the area around the solute, that can be reached by

solvent sphere center. The second surface, SES, is the surface of the area around the

solute that cannot be entered by the solvent.

After the creation of reliable SAS and SES surfaces with the definition of cavity, the

energy between the solute and the solvent is calculated. The interaction energy that is

calculated can be divided into four parts [107];

• Cavitation energy which depends on the solute size.

• Dispersion energy (caused by the solute-solvent dispersion forces).

• Reorganization energy (caused by the distribution of solvent-solvent dispersion

forces).

• Electrostatic interaction energy between charges on solvent and solute.
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Figure 2.1 : Solvent accessible surface (SAS) and solvent excluded surface (SES).
SAS is represented with bold black line, while SES is represented with

red line.

The electrostatic interaction energy is the basic part that is used in the classification

of the approaches in solvation methods. The calculation of this energy part uses a

simplified version of Poison equation [108] as a starting point;

~∇2V (~r) = 4πρM(~r) within C

ε~∇2V (~r) = 0 outside C
(2.67)

where ρM is the charge distribution of the solute inside the cavity, C is the portion of

the space that is occupied by the cavity, and ε is the dielectric constant. V is the sum of

the reaction potential created by the polarization of the dielectric medium (VR) and the

electrostatic potential created by ρM (VM). The conditions on the surface of the cavity

(Γ) is defined as;

[V ] =Vin−Vout = 0 (2.68)

[∂V ] =

(
∂V
∂n

)
in
− ε

(
∂V
∂n

)
out

= 0 (2.69)

where the term ~n is the vector perpendicular to the cavity surface. These equations

are used to classify the developed approaches for solvation methods, however, only

the apparent surface charge (ASC) methods [114] will be addressed. In all ASC

methods, an apparent surface charge σ(s) is spread on the cavity surface (Γ), and the
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potential over the surface is defined as;

Vσ (~r) =
∫

Γ

σ(~s)
|~r−~s |

d2s (2.70)

2.1.8.1 Polarized continuum model

The polarized continuum model (PCM) reported in 1981 by Tomassi group [115] and

have been implemented in various quantum mechanical calculation packages. The

method has been modified [114], and contributed by many other groups [116–122]

In this method, solutes are described with their own cavity and ASC. The spherical

surface is divided into small regions to localize and calculate the surface charges. The

model allows the merging of two or more cavities and switching from one cavity to

two cavities, which can be referred as association and dissociation [108]. Moreover,

the model allows alteration of the ASC model into several ASCs [108]. In PCM, the

polarization vector is expressed with the gradient of the total potential;

~Pi(~r) =−
εi−1

4π
∇~V (~r) (2.71)

where i defines the region number. The ASC distribution at the boundary of two

regions is described with a unit vector that points from one region to another;

σi j =−(~Pj−~Pi)~ni j (2.72)

2.1.8.2 Integral equation formalism

The integral equation formalism (IEF), was developed in 1997 by Cancés and

Mennucci [123–125]. While the previous continuum solvent approaches were limited

to deal with standard isotropic liquids [123], the IEF approach allows the treatment of

the media of different nature [123, 124].

The method reduces the dimensionality of the problem to the surface [123]. The IEF

approach uses Green functions (G(x,y)) to define the potential that is generated in

position x by a unit point charge in position y [108]. It uses a single ASC procedure

and does not need an additional finite element method step [123].

The method has been implemented in the Gaussian program package, and has become

the default PCM approach [126].
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2.1.9 Potential energy surface

The potential energy of a molecule consisting of N atoms over all of the possible

arrangements of these atoms creates a hypersurface with a dimension of 3N +1. This

multi dimensional surface is called the potential energy surface (PES). A simple

example of a three dimensional PES (is representative and does not correspond to a

real molecular system) is depicted in Figure 2.2. All of the points on this surface

are characterized with a certain molecular geometry, and computational chemistry

programs are usually able to locate the geometries of the intermediates and the

transition states that connect them.

The points on the PES that corresponds to the intermediates and the transition state

that links them are called stationary points. On these points, the PES is flat;

∂E
∂q1

=
∂E
∂q2

= · · ·= 0 (2.73)

where qi are the variables that define the atomic arrangements and E = f (qi).

The points on the PES that corresponds to the intermediates with a finite lifetime are

called minima. The path that connects these points and transition states is simply

called the reaction coordinate or the intrinsic reaction coordinate (IRC) which is

actually a two dimensional pathway from the multidimensional PES. The transition

state, that is on this IRC, is the maximum along the pathway but minimum along all

other directions. Due to the saddle-like shape of the surface on which the transition

states are located, these points on PES are called first order saddle points. Since the

PES is a hypersurface, the first derivatives of a PES with respect to the 3N dimensions

are manipulated with a gradient matrix;

~g =



(
∂E
∂q1

)
(

∂E
∂q2

)
...(

∂E
∂qN

)


(2.74)
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Figure 2.2 : Minimum, maximum, and saddle points on a simple energy surface that
is defined with q1 and q2 variables.

and the second derivatives are handled with the Hessian matrix;

H̄ =



∂ 2E
∂q1q1

∂ 2E
∂q1q2

· · · ∂ 2E
∂q1qN

∂ 2E
∂q2q1

∂ 2E
∂q2q2

· · · ∂ 2E
∂q2qN

...
... . . . ...

∂ 2E
∂qNq1

∂ 2E
∂qNq2

· · · ∂ 2E
∂qNqN


(2.75)

The minimum, the maximum, and the saddle points are defined where ~gi = 0, but not

all such points are minima. If the gradient is zero, the minimum, the maximum, and

the saddle points are defined as;

Eigenvalues of H̄


are all positive −→Minimum
are all negative −→Maximum
are of both signs −→ Saddle point

(2.76)

In order to locate these points on a PES with respect to variables qi, one need to perform

a geometry optimization. The characterization of the minimum points is called

minimization. Transition states (saddle points) are located via the transition state

optimizations. In order to find the correct path that connects minima and transition

states, IRC calculations are performed.

There are different algorithms that can be used to perform a geometry optimization.

A Newton-Raphson algorithm can be performed, but the algorithm can cause large

step sizes [127]. However, the step size can be controlled with the use of other
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techniques [128–131]. In the Gaussian09 quantum mechanical program package [126],

the default algorithm for both minimizations and transition state optimizations is

the Berny algorithm that uses GEDIIS [127]. In order to find correct IRC paths,

Gaussian09 [126] performs calculations with an Hessian-based Predictor-Corrector

integrator algorithm [132–134], but different algorithms, such as the first-order Euler

integration for predictor step, the damped velocity verlet integrator [135], and the local

quadratic approximation [136, 137], are also provided.

2.2 Molecular Mechanics

Molecular mechanics (MM), unlike quantum mechanics, does not deal with an

electronic Hamiltonian or a wave function. Instead of dealing with electrons, it treats

atoms as single particles/balls, and the bonds between atoms are treated as springs.

The method computes the energy of a molecular system using classical mechanics.

The potential energy in MM is the sum of the energies due to the bonded (Vbonded)

and non-bonded (Vnon−bonded) interactions. A representation of these interactions can

be depicted in Figure 2.3. In this case, the energy due to the bonded interactions of a

system consists of the addition of the bond stretching energy (Vstr), the energy due to

the internal rotation about bonds (torsion) (Vtors), and the energy due to the bond-angle

bending (Vbend). The energy due to the non-bonded interactions involves van der Waals

(VvdW ) and electrostatic (Velec) terms.

V = ∑
bonds

Vstr + ∑
angles

Vbend + ∑
dihedrals

Vtors + ∑
pairs

VvdW ∑
pairs

Velec (2.77)

In equation 2.77, the vdW energy can be chosen as Lennard-Jones potential, and

electrostatic interactions can be represented as Coulombic interactions.

The mathematical expression to calculate the potential energy is called a force field,

and a force field can be parametrized using empirical data or data obtained with

quantum mechanical calculations. There are various force fields that are parametrized

in the literature [138–142]. One of them is the Assisted Model Building with Energy

Refinement (AMBER) [143], which was developed for proteins, nucleic acids, and

many related organic molecules in condensed phases and the potential energy is given
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Figure 2.3 : Potential energy in a molecular mechanics calculation is computed with
the contributions from atomic motions.

by;

V = ∑
bonds

Kstr(r− r0)
2 + ∑

angles
Kbend(θ −θ0)

2 + ∑
dihedrals

Vn

2
[1+ cos(nφ − γ))]

+ ∑
pairs

Ai j

R12
i j
−

Bi j

R6
i j
+ ∑

pairs

qiq j

εRi j

(2.78)

where Kstr, and Kbend are the bond and the angle bending force constants respectively.

The term r is the length of the bond when stretched and the term r0 is the equilibrium

(natural) length of the bond. The terms θ and θ0 are the size of the angle when distorted

and the equilibrium (natural) size of the angle respectively. The potential applied to

dihedral angle φ is represented with Vn where n is the multiplicity. The term γ is the

phase angle which is usually 00 or 1800. The vdW energy is represented with 6-12

Lennard-Jones potential where Ri j represents the distance between the centers of the

non-bonded atom i and atom j. The electrostatic interactions are represented with

Coulombic interactions where qi is the point charge of the atom i and ε is the dielectric

constant of the medium.
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Since MM calculations are fast, they can be applied to large molecular systems unlike

quantum mechanical calculations. However, electronic properties cannot be obtained

with MM calculations since it ignores electrons.

2.3 Molecular Dynamics

Molecular dynamics (MD) is a technique for computing the evolution of the atomic

positions of a system along time using the Newton’s equations of motion with some

initial conditions. MD is usually used to simulate a large system which leads to a large

phase space. In order to obtain an representative average property of the system, all of

the configurations within the phase space should be sampled during the simulations.

By doing so, the time averages of an observable can be calculated, but it does not

strictly ensures the experimental observable which is called the ensemble average. At

this point the statistical mechanics provide the ergodic hypothesis, which states that

the complete phase space can be explored with the simulations along an infinite time.

Since the system will eventually pass through all the possible configurations, the time

and ensemble averages will become equal to each other. Thus, the goal of a MD

simulation is to generate enough representative configurations of a given system to

obtain the equality between the time and the ensemble averages.

2.3.1 Integration of Newton’s equations of motion

In a MD simulation, the trajectory of the particles (the evolution of atomic positions

along time) in space is studied with the use of Newton’s second law. In order to obtain

the force (~F) acting on a particle, the potential energy (U) is differentiated with respect

to the position
(
~F = ∂U

∂ ri

)
. Once the forces are calculated, Newton’s equations of

motion are integrated forward in time.

In models with intermolecular interactions, the force on each particle will change with

the alteration of the position of the corresponding particle, and the position of any

neighbour particle. Hence, the motions of all the particles will be coupled together

and give rise to a many body problem. Under these circumstances, analytical solution

of Newton’s equations of motions will be not possible. Therefore, the equations are

discretized and solved numerically using a finite difference method.
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The most direct finite difference method for the integration is the Verlet algorithm

[144]. This algorithm is based on truncated Taylor expansion of the coordinates of the

particle. The Verlet algorithm uses the position and the acceleration of a particle at

time t, and the position from the previous step (t−∆t) to compute the new position at

next step (t +∆t);

r(t +∆t) = r(t)+ν(t)∆(t)+
1
2

∆t2a(t)+ · · · (2.79)

r(t−∆t) = r(t)−ν(t)∆(t)+
1
2

a(t)∆t2−·· · (2.80)

where a is the acceleration. The addition of the equation 2.79 and equation 2.80 yields;

r(t +∆t) = 2r(t)+−r(t−∆t)+a(t)∆t2 (2.81)

Even though the implementation of Verlet algorithm is straightforward, the possible

loss of precision and the lack of velocity term in the equations makes it

disadvantageous. The simplest algorithm that is more sophisticated than the Verlet

scheme is Leap-Frog algorithm [145] which evaluates the velocities at half integer

time step and then uses the velocities to compute the new positions.

r(t +∆t) = r(t)+ν

(
t +

1
2

∆t
)

∆t (2.82)

ν

(
t +

1
2

∆t
)
= ν

(
t− 1

2
∆t
)
+a(t)∆t (2.83)

The new positions are computed based on the old position and velocities:

r(t +∆t) = r(t)+∆tν
(

t +
1
2

∆t
)

(2.84)

Finally, the following expression is used to obtain velocities at time t:

ν(t) =
1
2

[
ν

(
t +

1
2

∆t
)
+ν

(
t− 1

2
∆t
)]

(2.85)

Even though the loss of precision in the Verlet algorithm is prevented with Leap-Frog

algorithm, the positions and velocities are not synchronized. Therefore, the calculation

of kinetic energy contribution to the total energy is not performed at the same time as

the positions are computed.

Another reformulation of Verlet algorithm that explicitly uses the velocity was

developed in 1982 and is called the velocity Verlet algorithm [146]. In the first step
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of this algorithm, the positions at time t +∆t are computed using the velocities and

accelerations at time t;

r(t +∆t) = r(t)+ν(t)∆t +
1
2

a(t)∆t2 (2.86)

while the velocities at time t + 1
2∆t are computed with the following expression;

ν

(
t +

1
2

∆t
)
= v(t)+

1
2

a(t)∆t (2.87)

The force is determined from the newly computed positions, which gives the

acceleration at time t +∆t, and finally the velocities at time t +∆t is computed with;

ν(t +∆t) = ν

(
t +

1
2

∆t
)
+

1
2

a(t +∆t)∆t (2.88)

The most important point in the choice of the integrator is that it should conserve

energy, permit long time step (∆t), and be time reversible. The ideal integrator should

be fast and demand minimum memory. However, the time that is consumed with the

integrators are trivial relative to the other parts of the simulation (i.e. the calculation of

the forces). The total time of a simulation mainly depends on the time that is consumed

by the computation of the energy and the gradient. Therefore, the choice of the time

step significantly effects the computational demand since in each iteration the energy

and the gradient is calculated. If the time step is very small, the computational demand

would considerably increase to simulate the same total time. Furthermore, the larger

time steps to simulate the same total time can cause instability of the simulation (i.e.

energy drift). The optimum time step should be about the smallest vibrational period

in the system divided by two. In a typical system the fastest periodic motion belongs

to the vibration of hydrogen atoms and the choice of time step should not exceed 1 fs.

However, the time step can be increased with the use of other algorithms that allows to

freeze the bonds involving hydrogen atoms, such as SHAKE [147, 148].

2.3.2 Periodic boundary conditions

The number of particles of a system in a MD simulation has a finite value that is far

less than the Avogadro number. However, bulk systems can be considered as infinite

at atomistic scale. In order to eliminate the border effects, a representative box of

a model system can be used, considered as periodic, and replicated throughout the

space to form an infinite lattice which is similar to a three-dimensional crystal. The
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replication of the box will create periodic copies of the particles that are called images.

This procedure is called periodic boundary conditions (PBC) and a two dimensional

representation of such a periodic system is depicted in Figure 2.4.

Figure 2.4 : A two dimensional representation of a simulation box with PBC. The
unit cell is represented as the central box with thick black square. The

interactions of particle χ with the images in the neighbour cells are
depicted with red arrows. The movement of a particle from the central

box, and the movement of its images in replicated boxes are represented
with blue arrows.

If a particle within the central box moves during the simulation, its images within every

periodic box moves with the same way. Therefore, if a particle leaves the central box,

it will be replaced by its image (blue arrows in Figure 2.4). The PBC are applied using

the minimum image convention that extend the system boundaries to the infinity.

When applied, the minimum distance between two particles are calculated, and the
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particles on the edges of the box are allowed to interact with an image particle in the

neighbour cell (red arrows in Figure 2.4).

2.3.3 Short and long range interactions

The size of the systems of interest increases with the increment of the computational

power. However, computing all of the non-bonded pairwise potentials would

drastically increase the computational effort of the MD simulations. Due to the rapid

decay of the non-bonded pairwise potentials with large distances, the computation of

all pair interactions can be avoided. There are several approaches that can be applied

to reduce the computational effort, and respect to the long-range interactions, but only

Ewald summation will be addressed in this section.

2.3.3.1 Ewald summation

Let us assume a system containing N ions at locations r1,r2, · · · ,rN with point charges

q1,q2, · · · ,qN in a cubic box with length of L. The total Coulomb interaction energy of

such a system with N(N−1)/2 ion pairs can be given by;

Ecoul =
1

4πε0
∑
(i, j)

qiq j

| ri j |
(2.89)

where ri j = ri− r j, ε0 is permittivity constant and the sum is performed over ion pairs

(i, j). If PBC are applied to this system, the ions in the central box will also interact

with the particles in the replicated images. Describing a lattice vector ~n that points

from the central box to a periodic image that has the components of ~nx, ~ny, and ~nz (~n =

±~nx~L,±~ny~L,±~nz~L) where ~nx
2 + ~ny

2 + ~nz
2 ≥ 1, the total Coulomb interaction energy

evolves to;

Ecoul =
1

4πε0

1
2 ∑

n

N

∑
i

N

∑
j
′

qiq j

| ri j +~n~L |
(2.90)

where prime denotes the exclusion of the term j = i if~n = 0. However, the sum that is

given in equation 2.90 converges very slowly and in fact it is conditionally convergent.

In order to overcome this problem, Ewald introduced a method that evaluates the

energy by transforming it into different summations [149], and expressed the Coulomb
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interaction energy in the following form;

Ecoul = ES +EL−Esel f

=
1

4πε0

1
2 ∑

n

N

∑
i=1

N

∑
j=1
′

qiq j

| ri− r j +nL |
er f c

(
| ri− r j +nL |√

2σ

)

+
1

2V ε0
∑
k 6=0

e−σ2k2/2

k2 | ρ(k) |2

− 1
4πε0

1√
2πσ

N

∑
i=1

q2
i (2.91)

where er f c is called complementary error function and er f c(r)≡ 1− 2√
π

∫ r
0 e−t2

dt.

The Ewald summation becomes extremely demanding by means of computational

power when the system size is large. Even if a fixed cutoff is chosen, Ewald

summation is computationally intensive for large systems because the calculation of

the EL (reciprocal space part) scales as O(N2). Since the bottleneck is caused by

the reciprocal space part of the Ewald sum, several approaches have been reported to

handle this part more efficiently. These techniques are called mesh based approaches

in which the point charges are distributed to grid points. The mesh based techniques

take advantage of Fast Fourier transforms (FFT) which are efficient on lattices. The

earliest mesh based approach, Particle-Particle Particle-Mesh method (PPPM), was

reported by Hockney and Eastwood in 1981 [150, 151]. Darden et. al. introduced

particle-mesh Ewald (PME) approach after a decade and reported that it scales as

O(N · log(N)) [152]. Two years later a smooth particle mesh Ewald (SPME) method

was reported in which the PME method was reformulated with the use of B-spline

interpolation [153].

2.3.4 Thermodynamic ensembles

An ensemble is a collection of the states of a system each of which have one or more

common macroscopic property. It can be also defined as the probability distribution of

the states of a system. The dynamic properties of a system is given with averages over

an ensemble.

Even though different types of ensembles can be created depending on the

thermodynamic properties, there are three major types of ensembles; microcanonical

ensemble, canonical ensemble, and isobaric-isothermal ensemble.
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• Microcanonical ensemble (NVE): This ensemble corresponds to an isolated

system. In this ensemble a thermodynamic state is characterized by a fixed number

of atoms (N), a fixed volume (V ), and a fixed energy (E).

• Canonical Ensemble (NVT): This ensemble corresponds to thermodynamic state

that is characterized by a fixed number of atoms (N), a fixed volume (V ), and a

fixed temperature (T ). Each member of the ensemble represents the same closed,

isothermal system.

• Isobaric-Isothermal Ensemble (NPT): The thermodynamic state of this ensemble

is characterized by a fixed number of atoms (N), a fixed pressure (P), and a fixed

temperature (T ).

2.3.5 Temperature coupling

Even though MD simulations rely on Newton’s equations of motion and by default

it samples microcanonical ensemble, a canonical ensemble is often desirable for

compatibility with the experiments. In order to maintain the temperature constant,

a basic MD scheme can be modified with the use of thermostat algorithms. These

algorithms ensures a constant temperature along time by using the relationship between

the kinetic energy (EK), and the instantaneous temperature (T );

EK =
Nd f

2
kBT =

1
2

Nd f

∑
i

p2
i

mi
(2.92)

where Nd f is the number of degrees of freedom, kB is the Boltzmann’s constant, pi is

the linear momentum, and mi is the mass of the particle i. The most direct approach is

called velocity rescaling in which the velocities are rescaled at each step which will

cause the kinetic energy to give the desired temperature. However, in this approach

the correct energy fluctuations cannot be captured, thus it cannot generate the correct

thermodynamic properties of canonical ensemble.

In 1980, Andersen introduced a method [154] in which the system is coupled with an

imaginary heat bath to impose desired temperature. In this method, some stochastic

impulsive forces act occasionally upon randomly selected particles, which cause

collisions with the heat bath. The method designate the velocity of the randomly

chosen particle using a Maxwell-Boltzman distribution at the desired temperature. The
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collision time step of a randomly selected particle is defined with collision frequency

ν .

In 1984, Berendsen proposed a method that is similar to velocity rescaling [155].

However, instead of scaling the velocities at each time step, the method uses a time

scale for the updating of the velocities. In this thermostat the coupling is weak and the

scaling factor is defined as;

γ
2 = 1+

∆T
τ

(
Ti−1

Ti+1
−1
)

(2.93)

where Ti+1 and Ti−1 are instantaneous temperature before and after the velocity scale,

∆T = Ti+1−Ti−1, and τ is a parameter.

2.4 Semiempirical Born-Oppenheimer Molecular Dynamics (SEBOMD)

SEBOMD (SemiEmpirical Born-Oppenheimer Molecular Dynamics) is a method

which couples a semiempirical program DivCon99 [156] with a classical molecular

dynamics software. It is based on Born-Oppenheimer approximation and uses a QM

semiempirical NDDO Hamiltonian (AM1, PM3, etc.) as a force field to perform

molecular dynamics [157].

SEBOMD capabilities, with several changes from the original version of DivCon99,

have been implemented in the AMBER suite of software [158] as the sebomd module

that uses the linear scaling Divide & Conquer algorithm (D&C). Today, this permits

MD simulations of molecular systems containing several hundreds of atoms for a few

nanoseconds using a single workstation. SEBOMD has been successfully applied

to the simulations of molecules in the condensed phase, including liquid water and

N-methyl acetamide in water [157, 159].

2.4.1 Simulations

A SEBOMD simulation consists of two parts; a classical part and a semiempirical

part. A schematic representation of a SEBOMD simulation is represented in Figure

2.5. The classical part of a SEBOMD simulation includes running the MD trajectory.

MD runs can be performed using periodic boundary conditions, NVE, NVT or NPT

thermodynamical ensembles, and long-range electrostatic interactions through Ewald

or Particle Mesh Ewald summation. The semiempirical part of the SEBOMD method
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consists in computing the energy and the gradient of a molecular system at the

semiempirical quantum mechanical level of theory at each step of the MD trajectory.

The most time consuming part of a SEBOMD simulation is the semiempirical part in

which the SCF iterations are performed and the gradient is calculated.

Figure 2.5 : Schematic representation of a SEBOMD simulation.

2.4.2 Divide and conquer (D&C)

A SCF cycle involves the construction and solution of the HF secular equation given

in equation 2.29. However, the computational expense grows with the third power of

the number of basis functions. The larger the system gets, the more CPU intensive

is the solution of the diagonalization process. In order to overcome this bottleneck,

Divide and Conquer (D&C) method divides the original system into a set of smaller

subsystems (ℜα , α = 1,2, · · · ,Nsubsystem) that overlap with each other (see Figure 2.6).

The D&C is based on the idea of the localization of LCAO-MO chemical bonding. The

electronic information of each subsystem ℜα is computed separately, which are then

combined to obtain the electronic description of the overall system. The Roothaan-Hall

equations given in equation 2.37 becomes;

FαCα =CαEα (2.94)

where the elements of Fα are obtained from global Fock matrix elements. Since

the number of basis functions will be decreased to Nα (Nα < N) in the D&C

algorithm, the computational expense will be lesser by a factor of (Nα/N)3. Thus,

the diagonalization procedure of a set of subsystems would become less expensive

relative to the diagonalization of the global Fock matrix if the system is large enough.
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Figure 2.6 : The division of a peptide system into subsystems with D&C Algorithm.

In D&C algorithm, the most important part is the elimination of the truncation effects

[160,161]. These effects arise near the subsystem boundaries and can be addressed by

applying the partitioning functions (Dα
µν ) in order to weight the contributions of the

subsystem to the global entries of the density matrix [161];

Pµν =
Nsub

∑
α=1

Dα
µνPα

µν (2.95)

The partitioning function given in equation 2.95, would be equal to zero if χµ or χν is

not in the subsystem, and if it constitutes an edge contribution which is most likely to

be contaminated by truncation effects. Otherwise, the value of Dα
µν would be equal to

1/nµν where nµν is the total number of subsystems that overlaps. The contribution of

the edges can be defined by the subdivision of the subsystems and are expressed with

the definition of the buffer regions [161]. The subdivision of a subsystem into buffer

and core regions is represented in Figure 2.7. The utilization of core and buffer regions

expand the definition of partition function Dα
µν to;

Dα
µν =


0, if χµ /∈ℜα or χν /∈ℜα

0, if χµ ∈ℜα
bu f f2

or χν ∈ℜα
bu f f2

0, if χµ ∈ℜα
bu f f1

and χν ∈ℜα
bu f f2

1/nµν , otherwise

(2.96)

Even though the partitioning scheme is useful to manage the quality of the information,

the simple closed shell formula given in equation 2.36 is not applicable for the

construction of Pα [160, 161]. This issue is addressed by replacing the formula given
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Figure 2.7 : The subdivision of a subsytem into core and buffer regions with D&C
Algorithm.

in equation 2.36 with the equation proposed by Yang [162];

Pα
µν =

occupied

∑
i

nα
i (c

α
iµ)
∗(cα

iν) (2.97)

where the term nα
i is the occupation number that is defined by the MO energy εα

i and

a common Fermi energy εF [160, 161];

nα
i =

2
1+ exp[(εα

i − εF)/kT ]
(2.98)

where k is the Boltzman constant and T is an absolute temperature. The value of

the Fermi energy εF is adjusted iteratively so that the global density matrix gives the

correct number of electrons where only the diagonal elements of density matrix are

directly relevant. Thus, the total number of electrons are computed with;

nelec =
Nsub

∑
α=1

occ.

∑
i

nα
i

[ N

∑
µ=1

Dα
µµ | cα

iµ |2
]
≡

Nsub

∑
α=1

occ.

∑
i

nα
i Bα

i (2.99)

where the values of the term Bα
i are calculated only once and stored for all subsystems.

Using the conditions that are described above and the equations given in 2.95 - 2.99,

an iterative SCF procedure is used to obtain the D&C energy which is depicted in

Figure 2.8 [161]. The iterative procedure that is given in Figure 2.8 is applied to

obtain the D&C energy for a single geometric conformation [161]. The initial density

matrix (P(1)) is diagonal and this form is used only for the first conformation within

the geometry optimization calculations. The density matrix of the subsystem α (Pα )

is constructed with the use of the adjusted Fermi energy from the previous cycle. The
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contribution of the subsystems are then added to the global density matrix (P(k+1)) that

is going to be used in the next iteration.

Figure 2.8 : The SCF procedure with D&C algorithm to obtain the D&C energy of a
single geometry conformation [161].

2.4.3 The sebomd module

In AMBER, a SEBOMD simulation is performed with the sander MD program

which directs the calculations by calling the sebomd.A simple scheme of the calls

to the modules and routines during a simulation is depicted in Figure 2.9. The

sebomd module consists many other subprograms and modules. In order to compute

the Cartesian energy gradient, the gcart subroutine is used and the computation is

performed analytically after the computation of the density matrix obtained from an

SCF (Self-Consistent Field) procedure. During the SCF procedure, the Fock matrix F

is diagonalized within mosub using the diag subroutine when a full SCF procedure

is chosen. The diag subroutine calls other subroutines to perform tri-diagonalization

on the Fock matrix and then to calculate both its eigenvectors and eigenvalues. On
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the other hand, when pseudo-diagonalization is turned on, the diagp subroutine

is called to pseudo-diagonalize the Fock matrix. The diagp routine is only used

when eigenvalues in SCF calculation have sufficiently converged. To do so, the

first steps of the SCF procedure make use of a diagonalizer solver (diag) then the

pseudo-diagonalization is turned on.

Figure 2.9 : A simple call scheme within a SEBOMD simulation using sander
program.
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3. RESULTS

3.1 Mechanistic Details of Transimination and HF Elimination Reactions

The β -fluoroamines are commonly used as substrate analogues to determine the

mechanistic details of enzymatic reactions. Presence of fluorine atom gives

rise to the alterations in the electronic profile and the pKa of molecules which

results in mechanistic deviations. The fluorine-substituted mechanism-based

substrate analogues are widely used in the inactivation of pyridoxal 5’-phosphate

(PLP)-dependent enzymes. The presence of fluorine atom also alters the sequence of

reactions taking place in PLP-dependent enzymes where the HF elimination reaction

appears in between the transimination and inactivation reactions [28]. Despite the

amount of the works on β -fluoroamines, the effect of stereoelectronic differences

on the transimination and HF elimination reactions taking place in PLP-dependent

enzymes has not been investigated yet. Herein a density functional theory study

is conducted with a PLP-dependent enzyme GABA-AT to understand the effect

of the fluorine atom, 4-amino-3-fluorobutanoic acid (3-F-GABA) enantiomers are

chosen to be investigated besides 4-aminobutanoic acid (GABA), which is the natural

substrate for γ-aminobutyric acid aminotransferase (GABA-AT). The investigated

β -fluoroamines are the experimentally proposed potential inhibitors of PLP-dependent

enzyme GABA-AT.

In a combined experimental and docking study conducted by Clift et al., the HF

elimination and the transimination reactions were investigated based on the binding

affinities and relative efficiencies of the GABA and its fluorinated analogues in the

presence of PLP-dependent enzyme GABA-AT [28]. It was stated that solution and

bioactive conformers of GABA and its fluorinated analogues did not possess the

same conformation [28]. Thus, calculations are carried out both for solution and

bioactive conformers. Following the conformational analysis of zwitterionic species,

the transimination reaction is modelled with the solution and bioactive conformations
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to discuss the binding efficiencies of the GABA analogues (Figure 3.1). Then the HF

elimination is modelled with the products of the transimination reaction to investigate

the effect of the electrostatic interactions and the stereoelectronic differences on the

reaction path.

Figure 3.1 : Reaction pathway of (A) transimination with GABA and
fluorine-substituted GABA analogues. (B) HF elimination from fluorine

substituted GABA analogues via E1cb mechanism.

3.1.1 Computational details

The presence of charged species along the reaction path makes it necessary to perform

calculations in aqueous medium. Both the geometry optimizations and the frequency

calculations in water environment are performed with the B3LYP [97,98,100,105,106]

method and the 6-31+G(d,p) basis set. The study is conducted using Gaussian’09(G09)

program package [126]. The solvation effect of water is considered by using the

polarizable continuum model (PCM) of the Tomasi group as implemented in G09

[123, 124, 163, 164]. The energies that are reported in the text are the thermal

free energies obtained with solvent optimization calculations using the G09 program

package, unless otherwise stated. Moreover, natural bond orbital (NBO) [165] analysis

is performed to figure out the importance of stereoelectronic effects on the stability

of the structures along the reaction path and the charges reported in the text are
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based on these NBO calculations. The reactions of GABA and fluorine substituted

GABA analogues are studied with a model system where Lys329 residue is represented

with a methylamine. This is a widely used and accepted representations in literature

[33, 34, 166–168]. To reduce the charge delocalization on the pyridine moiety, the

nitrogen of the pyridine ring of PLP is modelled as protonated [33, 169, 170]. On

the other hand, the phosphate group of PLP is replaced with a methyl group which

is another common representation [2, 4, 33, 169, 171]. The kinetics involved in the

R:S binding ratio have been calculated according to the activated complex theory

(Boltzman distribution) which describes the relative population at two different states

N1

N2
=

e−∆G1/RT

e−∆G2/RT
(3.1)

It has been reported that full geometry optimization calculations with higher level of

quantum mechanical theories would not change the conformational properties where

the energy values may change with the single point energy calculations [172–174].

Therefore, single point MP2 energy calculations with a larger basis set,6-311+G(d,p),

are performed for all species along the reaction coordinate [175]. The graphical

representations were obtained using CYLview program [176]. A systematic labelling

is applied for the species along the reaction coordinate. Structures that belong to the

solution conformers are labelled with lower-case a where the bioactive conformers are

depicted with lower-case b. In addition, the structures that are in their zwitterionic

forms are labelled with "-z" and in the presence of water assistance _w is used.

3.1.2 Results and Discussion

3.1.2.1 Solution and bioactive conformations as zwitterions

In β -fluoroamines, there is a stereoelectronic preference for the C-F and C-N bonds

to align gauche in order to maximize the stabilizing overlap between the σ∗C−F

orbital and the vicinal σC−H orbital, which is known as stereoelectronic gauche

effect [18, 30, 166, 177–179]. In an experimental study on the fluorinated substrate

analogues of GABA-AT, a gauche alignment was proposed for the C-F and C−NH+
3

bonds for the binding conformation of (R)-3-F-GABA where an anti-alignment was

suggested in the binding conformation of (S)-3-F-GABA [28]. The relative free

energies of the conformers of GABA, (R)-3-F-GABA and (S)-3-F-GABA and the
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Newman projections of the corresponding conformations are given in Figure 3.2. It is

found that the stability of both gauche and anti-conformers of GABA (00Ga-z, 00Gb-z

and 00Gc-z, Figure 3.2) are almost the same, which is consistent with previous works

on GABA [19] and ethylimines [18]. Small energy differences between enantiomeric

pairs of structures were not considered significant, and merely reflect slight differences

in the torsion adopted by the CH2COO group during optimization. Among the gauche

conformations of (R)-3-F-GABA, solution conformer (00Ra-z) is lower in energy

relative to the bioactive conformer (00Rb-z). The energy difference(1.4 kcal/mol) may

stem from the stronger interaction between the imine hydrogen and the fluorine lone

pairs in 00Ra-z, where similar results were reported before for β -fluoroamines and

β -fluoroalcohols [18, 180–182]. The anti-conformer (00Rc-z) is found to be the least

stable conformer. In case of S enantiomer, both the gauche conformers (00Sa-z and

00Sc-z) are found to be more stable than the anti-conformer (00Sb-z), which is known

as the bioactive conformer. An energy difference on behalf of gauche preference is

absolutely observed in all cases which is consistent with the stereoelectronic gauche

effect [18, 19, 30, 166, 177–179]. However the bioactive conformers are not located as

the global minimum structures for the fluorine substituted GABA analogues. Based

on the relative free energies, the relative population of 00Rb-z will be higher than that

of 00Sb-z, which may promote the inhibition efficiency of R. Experimental studies

have also pointed out that high concentrations of substituted GABA analogues were

required to inhibit the GABA transamination [28]. The energy differences found

between conformations of the 3-F-GABA relative to the equally populated solution

and bioactive conformers of GABA might be the possible reason for the required high

concentrations during the inhibition. It is stated that substrates that are in zwitterionic

form should undergo a deprotonation of the ammonium group before inactivation

mechanisms take place [28]. The alterations in pKa values of substrate species may

also influence the reactivity efficiencies as stated by O’Hagan et al. [178]. However,

pKa calculations require a more sophisticated study which is not in the scope of this

work.

3.1.2.2 Transimination reactions

Transimination reaction proceeds through the following steps: nucleophilic attack

of substrate amine to form geminal diamine; 1,3 proton transfer between the amino
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Figure 3.2 : Newman projections of GABA conformations (00Ga-z, 00Gb-z and
00Gc-z), (R)-3-F-GABA (00Ra-z, 00Rb-z and 00Rc-z) and

(S)-3-F-GABA (00Sa-z, 00Sb-z and 00Sc-z)in the zwitterionic form.
Relative free energies (kcal/mol) are given in parentheses.

groups of substrate and methylamine; and external aldimine formation via the cleavage

of the enzyme-PLP covalent bond. Energy profiles of transimination reactions of

bioactive conformations of GABA, (R)-3-F-GABA and (S)-3-F-GABA are depicted

in Figure 3.3 and are calibrated relative to the solution conformer of GABA (00Ga),

which is the lowest-energy structure among the whole conformers. The energy profile

of the binding step of solution conformers is also displayed in the box in Figure

3.3. It has been suggested that the substrates in the zwitterionic form undergoes a

deprotonation at the beginning of the transimination reaction where Thr353 residue

is proposed for the assistance of the process due to its proximity to the phosphate

group of PLP in the active site [28]. The deprotonation before the binding lowers

energy differences among the conformers relative to the corresponding zwitterionic

forms (Figure 3.3). The nucleophilic attack of the amine group of substrate to C8

of the PLP-methylamine complex is known as the binding step, which regulates the
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enzymatic activity [28]. It is important to analyze the binding step energy barrier in

order to understand the dynamics of the substrate-binding efficiencies. The binding

of the bioactive conformer of GABA (00Gb)to the GABA-AT is modelled with the

transition state 00TS01Gb (Figure 3.4), having an energy barrier of 26.2 kcal/mol,

which is higher than the solution conformer 00TS01Ga by 2.1 kcal/mol (Figure 3.3).

The higher barrier value of 00TS01Gb can be attributed to the different nature of the

steric crowdance around the reacting center. The transition state yields 01Gb, which

has a relative free energy of 23.8 kcal/mol (Figure 3.3). In our previous work on the

fluorinated aromatic substrate, the binding step barrier is calculated to be 14.0 kcal/mol

with N7-C8 distance being 2.133Å [33]. Although the steric hindrance created by

the aromatic substituent is greater, the conformational preference of the carboxylic

group in the previous transition state structure results in stronger hydrogen bonding

interactions, thereby lowering the barrier height.

Figure 3.3 : B3LYP/6-31+G(d,p) free energy profiles of transimination reactions of
GABA (pink), (R)-3-F-GABA (purple) and (S)-3-F-GABA (blue).

In the case of 3-F-GABA analogues, the binding step barriers for the bioactive

conformers (00Rb and 00Sb) are calculated to be 27.4 kcal/mol, and 29.1 kcal/mol

yielding 04Rb and 07Sb respectively (Figure 3.3). In both cases, the solution analogues

have lower energy barriers. However, the order of energy barriers of the binding step

reversed going from solution to bioactive conformers. The presence of a long range

interaction between the hydrogen atom on the N5 and the fluorine atom (2.435Å)

lowers the energy of the 00TS04Rb relative to 00TS07Sb as well as the charge-dipole
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Figure 3.4 : Three-dimensional geometries of the first two steps of the transimination
with the bioactive conformers of GABA (00TS01Gb and 01TS02Gb_w,

respectively), (R)-3-F-GABA (00TS04Rb and 04TS05Rb_w,
respectively) and (S)-3-F-GABA (00TS07Sb and 07TS08Sb_w,

respectively). (A) Formation of substrate-PLP-methylamine complex.
(B) 1,3 proton transfer between nitrogens of substrate and methylamine.

The imaginary frequencies that define transition states are given in
parentheses.

interactions [183, 184]. In addition, the energetic stability of R enantiomer over S

enantiomer can also be explained by the stabilizing electrostatic interactions between

the C-F bond and electropositive centers (Fδ−−Cβ −Cα −Nδ+) [185, 186].

Experiments indicated that the inhibition efficiency of the R-isomer is at least 10 times

greater than the S-isomer [28]. Hence,the binding ratios are calculated for both of the

solution and bioactive conformers of 3-F-GABA and compared with the experimental

results. The binding ability of the S enantiomer of the solution conformer is found

to be higher than that of the R at different levels of calculations which is inconsistent
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with the experimental results [28]. However the calculated binding efficiencies of

bioactive conformers ((R)− 3−F −GABA : (S)− 3−F −GABA = 19 : 1) based on

B3LYP/6-31 + G(d,p) level reflect the experimental (R)-3-F-GABA:(S)-3-F-GABA

binding efficiency ratio which has been proposed to be 10. The ratio obtained from

MP2 single point energy calculations (9:1) (Figure 3.5) also supports the binding

efficiency of R over S. Thus, succeeding calculations are conducted with the bioactive

conformers.

Figure 3.5 : Single point relative MP2 energies of Transimination Reactions of
bioactive conformations and the binding step of solution conformations
with MP2 level of theory at 6-311+G(d,p) basis set. Energies are given

in kcal/mol.

The free energy barrier of the 1,3 proton transfer step for the bioactive conformer

of GABA (01TS02Gb_w, Figure 3.4) is calculated as 9.5 kcal/mol (Figure 3.3). In

the previous work, the barrier height of the 1,3 proton transfer step without water

assistance was calculated as 21.8 kcal/mol, whereas it was found to be 17.2 kcal/mol

with the water-assisted mechanism [33]. Herein, the energy barrier obtained for the

GABA is lower than both barriers of the previous study [33]. The difference may

stem from the conformational preference of the aromatic substrate, which creates

electrostatic destabilization based on the nearby oxygen atoms around the reacting

center. The fluorinated analogues, 04TS05Rb_w and 07TS08Sb_w (Figure 3.4), have

free energy barriers of 11.5 kcal/mol and 9.6 kcal/mol, respectively (Figure 3.3), which

are also lower than the previous results [33]. The NBO calculations pointed out that

the interaction of the lone pair of C9 as donor with the lone pair of C10 as acceptor

is stronger for the 04TS05Rb_w than both for the 01TS02Gb_w and 07TS08Sb_w
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structures. Even though 04TS05Rb_w has the highest stabilizing energy due to this

interaction, the transition state structure is destabilized by the presence of the fluorine

atom next to the oxygen of the water molecule (3.420Å) which results in higher

free energy value than 01TS02Gb_w. The transition states of fluorine-substituted

analogues yield the structures 05Rb and 08Sb with relative free energies of 16.4 and

17.1 kcal/mol, respectively. The charges on the reacting-site atoms have similar values

in all transition state structures. Moreover, the MP2 single point energy calculations

lowered the energy barrier values of the 1,3 proton transfer step about 3 kcal/mol, yet

did not change the rate-determining step (Figure 3.5). The results indicate that the

stereoelectronic differences affect the activation energy barrier.

The last step of the transimination reaction is the removal of the methylamine to

form the substrate–PLP complex. The structure 02TS03Gb (Figure 3.6) has a free

energy barrier of 4.9 kcal/mol (Figure 3.3). The transition states for R (05TS06Rb,

Figure 3.6) and S (08TS09Sb, Figure 3.6) enantiomers have almost the same free

energy barriers(6.3 kcal/mol and 5.9 kcal/mol respectively), which is compatible with

previous works [33, 169]. The stability of 02TS03Gb is simply due to the interaction

of the lone pair of the PLP ring carbon (C9) as acceptor and the lone pair of the

reaction-center carbon atom (C8) as donor. These interactions are weaker in 05TS06Rb

and 08TS09Sb. After the formation of structures 03Gb, 06Rb and 09Sb, rotations of

1200 around the C3–C4 bond are required for further enzymatic reactions [28]. The

free energy barrier for rotations are around 5 kcal/mol, yielding the structures 03Ga,

06Ra and 09Sa. The MP2 single point energy results drastically change the rotational

energy barrier values to the point that the barriers are almost doubled or tripled (Figure

3.5). However,the mechanistic conclusion was not affected by the variations in the

barrier heights.

3.1.2.3 Fluoride ion elimination

The fluorine-substituted substrate analogues are still contemporary issue not only due

to the conformational dynamics but also due to their prominent efficiency on the

enzymatic reactions. Even though the experimental [18, 26, 28, 187] and theoretical

[33, 35, 188] studies have provided some clues regarding the fluorine-containing

substrate analogues, the effect of the configurational changes of the substrates on
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Figure 3.6 : Three-dimensional geometries of transition state structures of the
removal of methylamine with GABA (02TS03Gb), (R)-3-F-GABA

(05TS06Rb) and (S)-3-F-GABA(08TS09Sb). The imaginary frequencies
that define transition state are given in parentheses.

the enzymatic reactions is still not explained. The alignment of C-F and C-N bonds

would lead to different consequences for the HF elimination reaction, especially if

the mechanism is restricted by stereoelectronic circumstances [28, 35]. The effect of

configurational and stereoelectronic differences on the HF elimination reaction can be

explained computationally via model reactions of (R)-3-F-GABA and (S)-3-F-GABA.

It is known that the HF elimination mechanisms may proceed via either a stepwise

E1cb or a concerted E2 mechanism. These elimination reactions are typical examples

of the base-induced β -elimination reactions with the formation of a C-C double

bond [172]. In both theoretical and experimental studies, it is proposed that the

stepwise E1cb mechanism is generally assisted by a residue located near the active

site, particularly a nearby Lys residue [28, 33, 42]. In a similar way, the concerted E2

elimination in enzymes, would likely be assisted either by water or by water and a

nearby basic residue together [29, 33, 188]. Lys329 is reported as a candidate base for

assistance of the E2 elimination reaction in GABA-AT [28, 42]. It is also noticeable
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that the protonated nitrogen on the pyridine ring of PLP may provide extra stabilization

during the elimination reactions [33, 170, 189].

The first step in the E1cb mechanism is the abstraction of the γ proton at C4. The

abstraction of the proton is then followed by HF elimination via proton transfer to

the fluorine atom from the CH3NH+
3 moiety. The energy profile of HF elimination

from the(R)-3-F-GABA-PLP complex is given in Figure 3.7. The transition state

structure (06TS10R, Figure 3.8) of the proton abstraction step in the E1cb mechanism

is modelled with a free energy of 30.7 kcal/mol (Figure 3.7). The distance between

the transferring proton and C4 is calculated as 1.517Å, while the distance between

the transfer-ring proton and N7 is 1.232Å. The free energy barrier is calculated as

26.6 kcal/mol, while it was calculated as 7.8 kcal/mol in the previous work with

a different substrate analogue which is consist of a six-membered ring [33]. This

energy difference might stem from the higher charge delocalization ability of the

aromatic ring bearing substrate, which would facilitate the proton abstraction in the

previous work [33]. The proton abstraction from structure 06Ra yields the intermediate

10R (Figure 3.8), having a relative free energy of 26.5 kcal/mol (Figure 3.7) with a

clockwise rotation 93.90 around the C4-N5 bond. The substrate tends to be planar to

the molecular plane of PLP (βC8−N5−C4−C3 = 10.10) in structure 10R, while it prefers

to be perpendicular in 06Ra (βC8−N5−C4−C3 = 104.00). It should be noted that the F

atom is found to be anterior to the molecular plane of PLP in 10R, while it is posterior

in 06a.

The proton transfer from CH3NH+
3 moiety to the fluorine atom is rather problematic,

and a possible transition state structure could not be modelled [33]. Presence of

a shallow minimum due to the looseness of the C-F bond prevents modelling the

transition state structure in a solution environment [33,35,188]. To our best knowledge,

structure 10TS11R (Figure 3.8) is the first transition state structure that could be

located for the HF elimination following E1cb mechanism. According to the solvent

optimization calculations, the relative free energy of 10TS11R is calculated as 26.5

kcal/mol (Figure 3.7). Since structure 10R corresponds to a shallow minimum (Figure

3.7) owing to the looseness of the C-F bond(1.485Å, Figure 3.8), the transition state

occurs barrierless. Product 11 has a relative free energy of 1.8 kcal/mol (Figure 3.7)
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(a)

(b)

Figure 3.7 : B3LYP/6-31+G(d,p) free energy profile of (a). HF elimination from the
(R)-3-F-GABA-PLP complex via E1cb (orange) and concerted (blue)

mechanisms and (b). HF elimination from the (S)-3-F-GABA-PLP
complex via E1cb mechanism with the first scenario (blue) and the

second scenario (orange).

and the dihedral angle βC8−N5−C4−C3 is calculated as 25.80. The overall path of

the(R)-3-F-GABA-PLP complex is found to be endothermic.

Clift et al. proposed that, because the (R)-3-F-GABA structure does not conform

an anti-periplanar arrangement of the eliminating substituents it is not possible to

achieve an E2 mechanism [28]. Therefore an alternative concerted mechanism is

proposed for the HF elimination from (R)-3-F-GABA-PLP complex with the water

assistance. During the course of the reaction an explicit water molecule is used as a

proton shuttle for the γ proton abstraction. The free energy barrier for the formation

of the 11 via the transition state 06TS11R (Figure 3.8) is calculated as 48.2 kcal/mol

in the concerted mechanism (Figure 3.7). The energetics of reaction paths reveals that

there is a preference of the E1cb mechanism over the concerted mechanism in case of

(R)-3-F-GABA-PLP complex.
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Figure 3.8 : Three-dimensional geometries of HF elimination reactions of
(R)-3-F-GABA-PLP complex. (A) HF elimination via stepwise E1cb

mechanism with the assistance of methylamine. (B) HF elimination via
concerted mechanism with the assistance of one water molecule. The

imaginary frequencies that define transition states are given in
parentheses.

In case of (S)-3-F-GABA, the E1cb mechanism is modelled in asimilar way as in

(R)-3-F-GABA. The energy profile of HF elimination reactions of (S)-3-F-GABA is

given in Figure 3.7. The abstraction of the γ proton step, which is achieved with

transition structure 09TS12S (Figure 3.9), has a relative free energy of 30.9 kcal/mol

similar to the R enantiomer (06TS10R, Figure 3.9). Abstraction of the proton from

09Sa yields the structure 12post (Figure 3.9), in which the F atom is posterior to

the molecular plane of PLP. It is observed that in the structure 12post, the carboxyl
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group of substrate is almost planar to the molecular plane of PLP and positioned in the

opposite direction to the O atom of PLP as in 10R (Figure 3.8).

Figure 3.9 : Three-dimensional geometries of stationary structures of fluoride ion
elimination reactions via E1cb mechanism of

(S)-3-F-GABA-PLP-complex. (A) Abstraction of γ proton and
formation of structure 12post. (B) First scenario of fluoride ion

elimination with the assistance of methylamine and water molecules. (C)
Second scenario of fluoride ion elimination in the form of HF with the

assistance of methylamine. The imaginary frequencies that define
transition states are given in parentheses.

Two different scenarios can be proposed for the fluoride ion elimination since the

fluorine atom and the protonated methylamine are in the opposite direction of the

molecular plane of PLP. In the first scenario, the fluoride ion elimination occurs with

the assistance of water molecules as proton shuttles. In the second scenario, in order

to eliminate the fluoride ion in the form of HF, a rotation around the C3–C4 bond is
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required. The rotation allows the fluorine atom to be anterior to the molecular plane of

PLP.

The transition state structure 12postTS11 (Figure 3.9) having a relative free energy of

35.2 kcal/mol is modelled for the first scenario (Figure 3.7). The distance between C3

and F is calculated as 1.704Å, while the distance between the transferring proton and

the O10 of water molecule is found to be 1.637Å. The dihedral angle αN5−C4−C3−C2

in structure 12postTS11 shifted by ∼ 100 relative to 12post and then rotate back to its

original position in structure 11 to maintain planarity of the carboxyl group relative to

the PLP ring.

As for the second scenario, the proposed rotation around the C3–C4 bond is achieved

with the transition state 12postROT12ant having a relative free energy of 36.4 kcal/mol

(Figure 3.7) and yielding the intermediate structure 12ant (Figure 3.9). The dihedral

angle αN5−C4−C3−C2 is calculated as 61.90 for 12ant which was−178.00 in the case of

12post. The proposed scenarios have almost equal probabilities to occur with a relative

free energy difference of 1.2 kcal/mol. The results are also supported by the MP2

single point energy calculations (Figure 3.10). The stronger C3–F bond in structure

12ant(1.466Å) relative to the 10R (1.548Å) is expected to lower the relative energy.

However, the strength of long range interactions predominates in structure 10R thereby

generating 3.0 kcal/mol energy difference relative to structure 12ant. The last transition

state structure 12antTS11 (Figure 3.9) of the second scenario is found to be similar to

that of R analogue (10TS11R, Figure 3.8). The relative free energy of the transition

state structure 12antTS11 is found to be 29.6 kcal/mol (Figure 3.7) where the transition

state occurs barrierless as in 10TS11R. A relative free energy difference of 3.1 kcal/mol

is calculated between the transition state structures of R and S analogues.

3.1.3 Concluding remarks

The mechanistic details of two successive reactions, transimination and HF

elimination, are studied computationally with different conformers of GABA and its

fluorine-substituted analogues. The stereoelectronic differences between the structures

enabled us to discuss the possible dependencies of the studied reactions.

The dynamics of the enzymatic reactions depend not only upon the activation

energy barriers of the transition state structures but also on the conformational
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(a)

(b)

Figure 3.10 : Single point relative MP2 energies obtained with MP2 level of theory at
6-311+G(d,p) basis set. (a). Single point relative MP2 energies of HF

elimination reactions of (R)-3-F-GABA-PLP complex. (b). Single
point relative MP2 energies of HF elimination reactions of

(S)-3-F-GABA-PLP complex. Energies are given in kcal/mol.

and stereoelectronic preferences of the corresponding reactions, as well as the

binding efficiencies of the substrates. Prior to the reaction mechanisms, the stability

of the solution and bioactive conformers is investigated and it is found that the

bioactive conformers of the two substituted GABA analogues are not the global

minimum structures. Hence, the relative population of the bioactive conformer of

the (S)-enantiomer will be less than that of the (R)-enantiomer. The results indicate

that the poor efficiency of the (S)-enantiomer may stem from the instability of

the corresponding bioactive conformer. The bioactive conformers of the fluorine

substituted analogues are not the global minimum structures to this respect the

requirement of the high concentrations of fluorine substituted analogues to inhibit

GABA-AT can be explained.
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The binding efficiencies of the different enantiomers was also investigated for further

explanations. The dynamics of the binding step, which is the first step in the

transimination reaction, is analysed to explain the binding efficiencies. It is found that

the R conformer is more convenient for binding. The binding ratio calculated from the

relative energy barriers of the bioactive conformers of (R)-3-F-GABA:(S)-3-F-GABA

is found to be 19.1:1 which is in harmony with the experimental work. Results point

out the prominence of reactive conformers rather than the most populated substrate

analogue in the inhibition reactions involving PLP.

In transimination reactions, the stereochemical differences of the fluorine-substituted

analogues affect the activation energy barriers by means of electrostatic interactions.

Herein, the rate-determining step is found to be the 1,3 proton transfer in the

transimination reaction. The differences between the activation energy barriers

of the fluorine substituted GABA analogues are not very distinctive. Therefore,

the poor performance of the (S)enantiomer cannot be correlated to the energy

profile of the transimination. The HF elimination reactions of fluorine-substituted

analogues are also important to elucidate the binding preference of GABA-AT and to

analyze the reason for the poor performance of (S)-3-F-GABA, which is presented

experimentally [28]. The firststep of the E1cb mechanism of the (R)-enantiomer

(06TS10R) and(S)-enantiomer (09TS12S) have same activation energy barriers,where

the carbanion intermediate of the (R)-enantiomer (10R) is more stable. For R

enantiomer, a barrierless transition state(10TS11R) is obtained for the last step of the

HF elimination. Two different scenarios are taken into account for the HF elimination

in the (S)-isomer case. It is found that the rotational transition state (12postROT12ant)

and the transition state involves water molecules as proton shuttles (12postTS11) have

similar relative free energies being higher than the first step of elimination. The last

step of the path is the distinctive for the HF elimination efficiency differences for

the enantiomers. The fluoride ion release from the (R)-enantiomer is faster than the

(S)-enantiomer supporting the lower HF elimination rate of the (S)-enantiomer.
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3.2 Molecular Dynamics Simulations of Apo, Holo and Inactivator Bound

GABA-AT

The pyridoxal 5-phosphate (PLP) cofactor is a significant organic molecule in

medicinal chemistry. It is often found covalently bound to lysine residues in proteins to

form PLP-dependent enzymes. An example of this family of PLP dependent enzymes

is γ-aminobutyric acid aminotransferase (GABA-AT) which is responsible for the

degradation of the neurotransmitter GABA. Its inhibition or inactivation can be used

to prevent the reduction of GABA concentration in brain which is the source of several

neurological disorders.

The results from the experimental [45–52], theoretical [33, 34] and NMR [11–13]

studies lead us to investigate the protonation states of the active site residues in

PLP dependent enzyme GABA-AT. Does the pyridine ring of PLP bear a protonated

nitrogen and how does PLP behave in the active site? What is the effect of the

protonation states of the active site residues on the proposed active site interactions?

Do these residues have secondary roles? What would be the behavior of the enzyme

when an inactivator is involved? In order to answer these questions, we performed

Molecular Dynamic (MD) simulations. Apoenzyme, holoenzyme and vigabatrin

bound holoenzyme samples are simulated to evaluate the protonation states and the

roles of the active site residues in GABA-AT. Different protonation states have been

considered for PLP and two key active site residues: Asp298 and His190. Together,

24 independent molecular dynamics trajectories have been simulated for a cumulative

total of 2.88 µs.

3.2.1 Computational details

3.2.1.1 Preparation of samples

Three different systems with different protonation schemes for each one has been built:

the first one is GABA-AT apoenzyme (i.e., GABA-AT with a free Lys329), the second

one is GABA-AT holoenzyme (i.e., GABA-AT with PLP covalently bound to Lys329),

and the third one involves the γ-vinyl-GABA (vigabatrin) bound GABA-AT. The

residue Asp298 was reported as an active site residue that interacts with the pyridine

ring of PLP [45] via a hydrogen bond. In the literature, the nitrogen on the pyridine
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ring was depicted both as protonated or unprotonated [3, 33]. In case of a protonated

nitrogen, the Asp298 residue should have a side chain with the charge of −1, while

in the case of an unprotonated nitrogen on the pyridine ring a neutral Asp298 side

chain should be considered. Therefore, because of the uncertainty on the position of

the hydrogen in the hydrogen bond between the PLP pyridine ring and Asp298, two

different protonation schemes have been considered: either a protonated pyridine ring

with an unprotonated Asp or an unprotonated pyridine ring with a protonated Asp.

In addition to the Asp residue, the analysis of hydrogen bond patterns in the X-ray

structures might suggest two different protonation states for His190 which is hydrogen

bonded to Asp298: either a neutral side chain or an ionized (positively charged) side

chain. In the following text, the samples of apoenzyme GABA-AT are named as A,

the samples corresponding to GABA-AT holoenzyme are referred to H and vigabatrin

bound GABA-AT samples are named V, respectively. The different protonation states

of the residues in the samples are depicted with the charges of Asp298 and His190

residues respectively as superscripts; i.e. the GABA-AT apoenzyme sample that has a

negatively charged Asp298 and a neutral His190 is named as A−1,0. The nomenclature

of all samples is given in Table 3.1.

Table 3.1 : Nomenclature of the Samples According to the Protonation States of the
Asp298 and His190 Residues.

System Asp298 His190

Apoenzyme
A−1

A0

−→

−→

A−1,1

A−1,0

A0,0

A0,1

Holoenzyme
H−1

H0

−→

−→

H−1,1

H−1,0

H0,0

H0,1

Vigabatrin bound Holoenzyme
V−1

V 0

−→

−→

V−1,1

V−1,0

V 0,0

V 0,1
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The samples were prepared from two different X-ray structures;

4-Aminobutyrate-aminotransferase from pig (Protein Data Bank entry 1OHV)

and 4-Aminobutyrate-aminotransferase inactivated by γ-vinyl GABA (Protein Data

Bank entry 1OHW). The apo-GABA-AT and holo-GABA-AT samples were prepared

using the 1OHV PDB file while the vigabatrin bound GABA-AT samples were

prepared using the 1OHW PDB file. Each PDB entry contains two homodimers in

their unit cell, since the enzyme is active as a homodimer, only one of the dimer (chains

A and B) of each Protein Data Bank entry was kept and subjected to simulations. The

monomers are simply named as Monomer A and Monomer B. When considering the

interactions between residues in one monomer, the residues that belong to the other

monomer are depicted with a star (i.e. Thr353*) and the iron-sulfur cluster that binds

two monomers is named as FES.

3.2.1.2 Force field modifications

The samples were hydrogenated, and the topology and coordinate files were built using

the tLEAP module of AMBER 12 [190]. Amino acid residues has been modeled using

the ff03 force field parameters [140]. The pKa values of the residues were computed

with the PROPKA program [191, 192] and no amino acid was predicted with a shift

towards a neutral pKa value. Therefore, all residues were protonated as in aqueous

solution. The protonation states of histidine residues were determined according to

the hydrogen bond pattern network surrounding each imidazole ring. Sodium counter

ions were added to neutralize the samples. Waters from the crystal structure were

deleted, and the samples were solvated with explicit TIP3P water molecules [193].

The simulation boxes are cubic, of edge length 111.8Å, have an initial density of 1.0,

and contain about 40 000 water molecules.

In each monomer of holo-GABA-AT, a PLP ligand is covalently bound to Lys329. In

vigabatrin-bound-GABA-AT, the PLP residues are covalently bound to the vigabatrin

inhibitors which are themselves bound to the two Lys329. In all samples, Lys329

and the molecules that are covalently bound to their side chains have been modeled

within AMBER as one whole residue using the Antechamber program [141]. The

resulting non-standard residues have been modeled using the ff03 force field in order

to be consistent with the force field used for the other amino acids. Atomic charges
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have been determined from SemiEmpirical Born-Oppenheimer Molecular Dynamics

(SEBOMD) [157, 159] of the residues capped by acetyl and N-methyl groups: CM1

atomic charges [194], which have been developed to correctly reproduce molecular

dipole moments of small molecules, were averaged from a 10ps SEBOMD simulation

at 300K using the PM3 Hamiltonian.

In GABA-AT, the two monomers are linked together by an iron-sulfur cluster (Fe2S2)

bound by four cysteine residues. Based on ESP calculations of small Fe2S2 bound

to methylsulfur molecules, the iron atoms have been assigned an atomic charge of

+0.7e, the sulfur atoms have been assigned an atomic charge of -0.45e, and the four

cysteine residues (135, 137, 135* and 137*) have been modified in their thiolate form

so that their total charge is -0.125e each. Bond, angles and dihedrals angles between

the iron-sulfur cluster and the four cysteine residues have been added using the GAFF

force field [141].

3.2.1.3 Molecular dynamics simulation

Molecular dynamics simulations were performed using the CUDA version of

AMBER12’s pmemd program [195,196]. Periodic boundary conditions were imposed

on the systems. The Particle Mesh Ewald summation technique was used with the

default 8Å cutoff [153]. A time step of 2.0fs was used by the implementation of

the SHAKE algorithm for the bonds involving hydrogens [147]. The equilibration

of the samples was performed in a five stage process [197]. First, after a short

1000 step minimization, a 100ps molecular dynamics was performed at 10K with a

strong temperature coupling (i.e., velocities were randomly updated every 10 steps

in the Andersen thermostat) and with a harmonic restraint of 50 kcal/mol/Å2 on all

non-hydrogen atoms to ensure a proper geometry of the hydrogen atoms that were

added by the tLEAP program and to relax the hydrogen bond network between the

water molecules and the protein. Second, a 100ps molecular dynamics simulation

was performed in which only the protein heavy atoms were restrained. Third, another

100ps molecular dynamics simulation was performed in which the restrained atoms

were identical as before but with a lighter 5 kcal/mol/Å2 harmonic restraint. Fourth,

a last 100ps molecular dynamics at 10K was performed with no restraint. Fifth,

the thermostat temperature was linearly increased from 10K to 300K during a 2 ns
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simulation. Productions simulations were performed at 300K in the NVT ensemble

using either the Andersen [154] or the Berendsen temperature coupling [155] for

statistical comparison. A total of 24 different samples were simulated up to 120ns

each (e.g., the three A, H, and V systems x 2 protonation states for Asp298/PLP x 2

protonation states for His190 x 2 different NVT thermostats). Since the results that

are obtained from both thermostats are in agreement with each other, only the results

obtained with Andersen temperature coupling are discussed below.

3.2.1.4 Estimation of GABA-AT/PLP interacion free energies

From the Holo-GABA-AT trajectories, we have tried to evaluate the variations

of interaction energies between PLP and GABA-AT with respect to the different

protonation states of His190 and Asp298. Because PLP is covalently bond to

GABA-AT, it is difficult to decompose the potential energy of the fully solvated system

computed at each step of the simulation into well-defined contributions. Therefore,

in the spirit of the MM-GB/SA approach that is often used to evaluate binding free

energies [198], we have designed the following approximate protocol to evaluate

an approximate interaction free energies between GABA-AT and PLP that can be

compared between different trajectories. First, the average interaction free energy

between PLP and GABA-AT for a given Holo-GABA-AT trajectory is defined as:

∆Gint = GH− (GA +GPLP) (3.2)

where H and A refer to Holo-GABA-AT and Apo-GABA-AT respectively. Because we

are interested in the variations of ∆Gint between different Holo-GABA-AT trajectories,

we define each G contribution of the right hand-side of equation 3.2 by:

G =

〈
EMM +Gsolv−T SMM

〉
(3.3)

where EMM is the total energy of the system, estimated at the molecular mechanics

(MM) level, Gsolv is the solvation free energy, and the last term is the absolute

temperature multiplied by an entropy estimate. The bracket in equation 3.3 indicate

an average over snapshots from the molecular dynamics trajectories.

In our computations, we have voluntary omitted the calculation of the entropy term

because i) it is computationally very demanding either using a normal-mode approach

or a quasi-harmonic approximation; ii) by assuming that the solute entropy should be
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the same for each trajectory, this term should cancel out when ∆∆Gint between different

simulations is computed, as well as the covalent term between PLP and the enzyme.

For each snapshot of a Holo-GABA-AT simulation, EMM + Gsolv is computed by

removing all explicit water molecules and counter-ions and by using a Generalized

Born approach to evaluate the solvation contribution [199]. Thus, the solvent

contribution is averaged because of the use of an implicit solvent model. GH is

computed using the full Holo-GABA-AT system (i.e., GABA-AT with two covalently

bound PLPs, one for each monomer), GA is computed by removing all of the PLP

atoms in one of the monomers of the Holo-GABA-AT snapshot, and GPLP is computed

from the coordinates of PLP extracted from this snapshot. In this approach, ∆Gint does

not correctly correspond to a binding energy since the formation of the Schiff base

between PLP and Lys329 yields the departure of a water molecule.

3.2.1.5 Trajectory analysis

The root-mean-square deviation (rmsd), the atomic fluctuation (B-factor) calculations

and the dihedral, distance and angle analysis were performed using the cpptraj module

[200]. The pKa calculations on trajectories were performed using the PROPKA

program [191, 192]. The two dimensional structure of the active site is investigated

with the LigPlot+ software [201]. Probability distributions of the distance between the

hydrogen donor atom and the heavy atom acceptor (O and N atom) were computed

and any peak around 2Å was interpreted as a hydrogen bond interaction between the

corresponding atoms.

3.2.2 Results and Discussion

3.2.2.1 Preliminary study on GABA-AT

Experimental and theoretical studies have revealed that the pyridine ring of

protein-bound PLP should be protonated to facilitate enzymatic reactions via an

electron sink effect [5–8]. However the PLP molecule is mainly unprotonated in

aqueous solution under physiological conditions [11]. Thus, GABA-AT should either

bind low populated protonated PLP or protonate the pyridine ring during the Schiff

base formation between PLP and the enzyme. Therefore, the pKa values of the residues
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in the active site, especially the ones that are in close proximity and can transfer a

proton, are of great importance.

The crystallographic structure of GABA-AT is investigated to understand the active site

residue interactions in GABA-AT before performing MD simulations with different

protonation states. The active site residues in vigabatrin bound GABA-AT are drawn

with LigPlot+ and are shown in Figure 3.11. Most of the active site residues are in close

contact with either PLP or vigabatrin. The residue Phe351* is proposed to narrow the

active site and increases the hydrophobicity of the active site with Ile72 [45]. Glu270

is supposed to interact with the fully conserved Arg445 [45]. The iron-sulfur cluster,

which holds the two monomer together, is bound to Cys135 and Cys138. Asn352* is

the neighbour residue of Thr353* that is proposed to interact with the phosphate group

of PLP [45,52]. Glu265 is on the bottom of the coenzyme binding pocket and proposed

to perform an intermediate function [52]. Phe189 has been suggested to sandwich PLP

with Val300 [45], and Arg192 is proposed to interact with the carboxyl group of the

substrates [45,52]. Among the active site residues that are close to PLP, Asp298 could

be the candidate residue to protonate the nitrogen atom on the pyridine ring of PLP.

Figure 3.11 : Two dimensional LigPlot+ representation of the interactions in the
active site of vigabatrin bound GABA-AT.
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In order to investigate the protonation states of the active site residues in GABA-AT

without PLP, the cofactor is excluded from the 1OHV X-Ray structure and a PROPKA

calculation is performed on apo-GABA-AT. The residue that can transfer its proton to

the pyridine ring N atom is Asp298 which should have therefore a neutral side chain to

perform this action. While PROPKA indicates that Asp298 is 100% buried, the pKa’s

of Asp298 on both monomers are evaluated at about 2.8. Factors that favor a negative

Asp298 are hydrogen bonds by Asn140, His190 and Val300, as well as charge-charge

interactions with His190 and Lys329. Because His190 has the greatest contribution on

the ionization state of the Asp298 residue, we have investigated the conservation of the

His190 residue in the PLP dependent proteins that can be retrieved from the Protein

Data Bank. In order to do so, from the Protein Data Bank (PDB), we have queried all

PDB entries that contain a PLP ligand. For all PLP residues in all the structures, we

have:

1. Identify the PLP residue

2. Add a fictitious hydrogen atom bound at 1.0Å from the nitrogen atom of the PLP

pyridine ring

3. Search for the closest residue to this hydrogen atom

4. If the closest residue is Asp and the distance is less that 2.3Å, then we consider to

have a hydrogen bond between PLP and Asp and the structure is selected

5. If the structure is selected, we search if a His residue is hydrogen bonded to the Asp

residue (with a distance < 3.3Å between one of the oxygen atoms of the carboxylic

group and one of the nitrogen atom of the imidazole ring)

As of October 2014, we have found 714 PDB entries containing a PLP ligand. It is

found that there is an Asp residue that can form a hydrogen bond with the nitrogen

atom of the pyridine ring in 368 PDB entries among the found entries. From them,

171 PDB entries have a His residue that is in interaction with the corresponding Asp

residue. This means that about 25% of PLP containing protein structures available in

the PDB share a common pattern: PLP is hydrogen bonded to a Asp residue which

is itself hydrogen bonded to a His residue. Since Asp is conserved in about 50% and

His is conserved in about 25% of the PLP dependent proteins, the protonation states
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of these residues are important. The pKa values of His190 on both monomers of

apo-GABA-AT are evaluated by PROPKA at around 5.8 where the crystallographic

structure was reported at pH 5.7, so the calculated pKa of His190 is not enough to

identify the protonation state of the imidazole ring. To identify the protonation states

of the GABA-AT “triad” composed of PLP, Asp298 and His190, MD simulations with

different ionized states have been performed.

3.2.2.2 Protonation states in GABA-AT

Apo-GABA-AT. To elucidate the protonation states of His190 residues in the

apoenzyme, MD simulations are first performed on apo-GABA-AT. The stability

of the trajectories along the simulations are investigated by the calculations of the

root-mean-square deviations (RMSd) of the backbone atoms (C, Cα and N) in

monomer A and monomer B, and in the dimer for all apo-GABA-AT samples. The

reference structure corresponds to the initial structure of the corresponding system

for all samples. The RMSd values of the samples with negatively charged Asp298

and neutral His190 are below 2Å (A−1,0, Figure 3.12a). The presence of one proton

between negatively charged Asp298 and positively charged His190 causes deviations

up to more than 2Å (A−1,1, Figure 3.12a). The RMSd results of the samples that have

neutral Asp298 side chain (i.e., A0,0 and A0,1) are all below 2Å and given in Figure

3.12b.

(a) (b)
Figure 3.12 : RMSd values of apo-GABA-AT samples a. A−1,0 and A−1,1 and b. A0,0

and A0,1 along the simulation.

PROPKA calculations were performed on 120 representative frames (i.e., one frame

every 1ns of simulation) for each MD trajectory. The relationships between calculated

pKa’s of Asp298 and His190 on both monomers of the apo-GABA-AT samples (A−1,0,

A−1,1, A0,0, and A0,1) are depicted in Figure 3.13. In the case of sample A−1,0, one
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would expect that the pKa of Asp298 would be low (i.e., corresponding to a negatively

charged aspartate) while the pKa of His190 would be high (i.e., corresponding to a

neutral imidazole ring). From Figure 3.13a, most frames correspond to a low pKa

for His190 and a high pKa for Asp298. This is in contradiction with the protonation

state of the simulation. In simulation of A0,0, the pKa of Asp298 should be higher

corresponding to a neutral aspartate, but found low. In case of sample A0,1 the pKa

of Asp298 show different patterns on Monomer A and Monomer B which is also

in contradiction with the protonation state of the simulation. In contrast, a low pKa

prediction for Asp298 is obtained for the A−1,1 sample while His190 pKa is mostly

predicted in the range 6-8, which is compatible with both a neutral or an ionized state

for the imidazole ring. Overall, the RMSd stability and the pKa computation results

on the molecular dynamics of apo-GABA-AT support a negatively charged Asp298.

While no clear conclusion can be drawn for the protonation state of His190, it would

seem that PROPKA results as well as hydrogen bond patterns favor an ionized histidine

residue.

(a) (b)

(c) (d)
Figure 3.13 : pKa of His190 versus pKa of Asp298 along the simulation of

apo-GABA-AT samples a. A−1,0, b. A−1,1, c. A0,0 and d. A0,1.
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Holo-GABA-AT. In order to assess the effect of the protonation states on the activity

of the enzyme, the interaction between the side chain of Asp298 residue and the PLP

pyridine ring is investigated for all holo-GABA-AT samples. The RMSd values that

are obtained from the simulations of holo-GABA-AT samples are all computed below

2Å and the results are given in Figure 3.14.

(a) (b)
Figure 3.14 : RMSd values of holo-GABA-AT samples a. H−1,0 and H−1,1 and b.

H0,0 and H0,1 along the simulation

The minimum distance between the oxygen atoms of the negatively charged Asp298

side chain and the hydrogen that is bound to the pyridine ring nitrogen is measured to

investigate the possibility of having a hydrogen bond in the samples. The deviations

of the minimum distances in H−1,0 and H−1,1 are depicted in Figure 3.15. It is

observed that there is no interaction between Asp298 and PLP when the imidazole

ring of the His190 is neutral (Figure 3.15a, H−1,0, depicted in red). The disruptions

of the Asp298-PLP interaction is due to the movement of Asp298, and the proton on

the nitrogen atom of the pyridine ring can form hydrogen bonds with the surrounding

water molecules. On the other hand, when the imidazole ring is positively charged,

Asp298 becomes less mobile and the interaction between Asp298 and the pyridine ring

of PLP is stabilized (Figure 3.15a, H−1,1, depicted in blue). The interaction between

the neutral Asp298 and the pyridine ring in H0,0 and H0,1 has also been investigated.

The distance variation between the nitrogen of the PLP pyridine ring and the hydrogen

atom on the side chain of Asp298 is reported in (Figure 3.16). In both cases, it is found

that the neutral Asp298 cannot form a stable hydrogen bond with the non-protonated

N on the pyridine ring.

In addition to the interaction between the PLP pyridine ring and Asp298, there could

be other interactions that would be affected by different protonation states of Asp298

and His190 side chains. Interactions of Asp298 with other fragments than the pyridine

ring are also investigated to figure out if these are conserved or altered by the change in
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Figure 3.15 : Interaction between PLP pyridine ring and Asp298 in holo-GABA-AT.
a. Distance variations between the side chain of Asp298 and pyridine

ring of PLP for H−1,0 (red) and H−1,1 (blue). b. Typical three
dimensional representations of the interaction between Asp298 and

PLP in H−1,0 (bottom) and H−1,1 (top).

Figure 3.16 : The deviation of the distance between the side chain H atom of neutral
Asp298 and the N atom on the pyridine ring of PLP along the

simulations of the holo-GABA-AT samples H0,0 (red) and H0,1 (blue).

protonation states. Minimum distance probabilities between the side chain of Asp298

and, respectively, the imidazole ring of His190, the side chain of Asn140 and the

backbone of Val300 residues are calculated for H−1,0 (Figure 3.17a) and H−1,1 (Figure

3.17b). The negatively charged Asp298 tends to have a hydrogen bond only with the

hydrogen of the backbone of Val300 and it cannot interact with the imidazole ring of
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His190 or the side chain of Asn140 properly in H−1,0 (Figure 3.17a). On the other

hand, the simulation of H−1,1 ends up with a stable hydrogen bond network with the

involvement of the positively charged His190 side chain (Figure 3.17b). The side chain

of Asp298 interacts with the Hδ of His190 and can form hydrogen bonds with the H

of the backbone of Val300 and the side chain of Asn140.

Figure 3.17 : The hydrogen bond network of Asp298 in holo-GABA-AT. Minimum
distance probabilities between Asp298 and, respectively, His190,

Asn140 and Val300 residues for a. H−1,0 and b. H−1,1. c. Typical three
dimensional representation of ionized Asp298, Asn140, neutral His190

and Val300 in H−1,0. d. Typical three dimensional representation of
ionized Asp298, Asn140, ionized His190 and Val300 in H−1,1.

In addition to the holo-GABA-AT samples that contain negatively charged Asp298

side chain, the minimum distance probabilities between the side chain of Asp298 and,

respectively, the imidazole ring of His190, the side chain of Asn140 and the backbone

of Val300 residues are calculated also for the samples that have neutral Asp298 side

chain (H0,0 and H0,1). The results are depicted in (Figure 3.18). When the imidazole

ring of His190 is neutral (H0,0), the Asp298 can form hydrogen bonds with Asn140

and Val300. Even though an extra hydrogen bond is possible with the presence

of positively charged imidazole of His190 (H0,1), (see Figure 3.18b) the minimum

72



distance probabilities of the hydrogen bonds of the Asp298 side chain decrease relative

to the sample H−1,1.

(a) (b)
Figure 3.18 : Minimum distance probabilities between Asp298 and, respectively,

His190, Asn140 and Val300 in samples a. H0,0, and b. H0,1.

The computation of the variations of the distances between the side chain of His190

and the side chain of Asp298 on holo-GABA-AT samples yield to the presence of

a stable hydrogen bond between the two residues only if both residues are ionized

(H−1,1). The deviation of the computed distances are depicted in Figure 3.19. If both

residues are neutral (H0,0, Figure 3.19a) only one monomer can have stable interaction.

When Asp298 is not ionized and His190 is ionized(H0,1, Figure 3.19b), only one

monomer have the interaction between these residues. In case of an ionized Asp298

and a neutral His190 (H−1,0, Figure 3.19c), there is no interaction along the simulation.

Overall, the analysis of all holo-GABA-AT MD simulations shows that interactions

within the active site of GABA-AT are stabilized by a positively charged His190 and a

negatively charged Asp298. In terms of electrostatics, this means that GABA-AT active

site is stabilized by charge-charge interactions where the negatively charged Asp298

is sandwiched between two positive fragments: the protonated His190 imidazole ring

and the protonated PLP pyridine ring.

To further analyze the effect of the protonation states of Asp298 and His190 on

the stability of the interactions between PLP and GABA-AT, the relative interaction

free energies (∆Gint) between the cofactor and the protein were computed from

Holo-GABA-AT samples for both monomers. The calculated ∆Gint values are depicted

in Table 3.2. The distribution of the interaction free energies is reported at Figure

3.20. The lowest interaction free energy corresponds to the Monomer A of H−1,1.

The average interaction free energies of this system is then taken as a free energy
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(a) (b)

(c) (d)
Figure 3.19 : The interactions between the side chains of Asp298 and His190 in

holo-GABA-AT samples. a. The variations of the minimum distances
between Hε of His190 and the carboxyl oxygens of Asp298 (red), and

Hδ of Asp298 and Nδ of His190 (blue) in sample H0,0. b. The
variations of the minimum distances between the side chain oxygen
atoms of Asp298 and Hε (red) and Hδ (green) of His190 in sample

H0,1. c. The variations of the distance between the side chain oxygen
atoms of Asp298 and Hε (red) of His190 in sample H−1,0. d. The

variations of the minimum distances between the side chain oxygen
atoms of Asp298 and Hε (red) and Hδ (green) of His190 in sample

H−1,1.

reference. It is found that the minimum ∆Gint value, which is chosen as reference,

refers to the Monomer A of sample H−1,1. ∆∆Gint values that were obtained are

lower in the samples with negatively charged Asp298 (H−1,1 and H−1,0) relative to

the samples with neutral Asp298 (H0,1 and H0,0) by about 20 kcal/mol. Among

the samples with negatively charged Asp298 (H−1,1 and H−1,0), positively charged

His190 sample (H−1,1) has the lowest relative ∆∆Gint values for both monomers. The

calculated relative ∆∆Gint values between PLP and GABA-AT confirm that the ionized

states of His190 and Asp298 stabilize the protonated form of PLP in GABA-AT.

Vigabatrin bound GABA-AT. The simulations of holo-GABA-AT indicate that

having a positively charged imidazole ring for His190 results in a less mobile Asp298

as well as stable interactions between Asp298 and the pyridine ring of PLP, the

sidechains of His190 and of Asn140, and the backbone Val300. It is important to

74



Figure 3.20 : Distributions of interaction free energies between PLP and GABA-AT
computed for four Holo-GABA-AT trajectories: H0,0, H0,1, H−1,0, and

H−1,1.

Table 3.2 : Relative Free Energy of Interactions (∆∆Gint) Between PLP and
GABA-AT Generated from Holo-GABA-AT Trajectories, in kcal/mol.

Sample Monomer A Monomer B

H−1,1 0.0 1.0

H−1,0 4.1 8.7

H0,1 22.3 15.9

H0,0 18.7 19.7

investigate if these interactions are conserved or altered in substrate bound GABA-AT,

and if there are alterations that may cause to it. Therefore, MD simulations with

different protonation states for Asp298/PLP and His190 have been performed. The

RMSd values that are obtained from the simulations of vigabatrin bound GABA-AT

samples are all computed below 2Å and the results are given in Figure 3.21.

(a) (b)
Figure 3.21 : RMSd values of vigabatrin bound GABA-AT samples a. V−1,0 and

V−1,1 and b. V 0,0 and V 0,1 along the simulation.
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The interaction between the Asp298 side chain and the pyridine ring of PLP is depicted

in Figure 3.22a. The minimum distance between the oxygen atoms of the negatively

charged Asp298 side chain and the hydrogen on the N atom of the pyridine ring is

measured to investigate the possibility of having a hydrogen bond. It is observed

that the interaction is conserved along the V−1,1 sample (Figure 3.22a) as well as in

H−1,1 (Figure 3.22a). In addition, the hydrogen bond network that involves Asp298

is also investigated in vigabatrin bound GABA-AT. The minimum distance probability

between the side chain of Asp298 and, respectively, the imidazole ring of His190,

the side chain of Asn140 and the backbone of Val300 residues are calculated for

V−1,1 (Figure 3.22b). It is found that the interaction between the imidazole ring of

His190 and the side chain of Asp298 is not perturbed by the addition of vigabatrin.

Furthermore, the probabilities of having an interaction between Asp298 and Asn140

as well as between Asp298 and Val300 are increased. The results that are obtained with

the samples of vigabatrin bound GABA-AT for other different protonation states are

given in Figure 3.22c and Figure 3.22d. It was observed that there is an interaction

between Asp298 side chain and pyridine ring of PLP when Asp298 is negatively

charged but His190 is neutral (V−1,0). Nonetheless, the interaction is less stable

in sample V−1,0 relative to V−1,1. It was also found that the minimum distance

probabilities between Asp298 and, respectively, His190, Asn140 and Val300 in sample

V−1,0 also increase with the inclusion of vigabatrin relative to the holo-GABA-AT

samples. However, the hydrogen bond between Asp298 and Asn140 side chains

disrupts in one monomer (Figure 3.22d) with the presence of neutral imidazole. These

results indicates that inclusion of vigabatrin may cause a steric effect within the active

site to be able to have the aforementioned interactions regardless of the protonation

state of the imidazole ring of His190. However, the positively charged side chain of

His190 in V−1,1 enhances the hydrogen bond network of Asp298 relative to the neutral

imidazole in V−1,0.

In addition to the interactions of Asp298 within the samples V−1,1 and V−1,0, the

same interactions are also investigated for the samples that have neutral side chain

of Asp298 (V 0,1 and V 0,0). The results are depicted in Figure 3.23. It was observed

that the interaction between Asp298 and the pyridine ring of PLP becomes less stable

(Figure 3.23a) relative to the V−1,1 and V−1,0 samples (Figure 3.22a and Figure 3.22c).

76



(a) (b)

(c) (d)
Figure 3.22 : Interactions of Asp298 in V−1,1 and V−1,0. a. Distance variations

between Asp298 side chain and the pyridine ring of PLP in V−1,1. b.
Minimum distance probabilities between Asp298 and, respectively,

His190, Asn140 and Val300 in V−1,1. c. The deviation of the minimum
distance between the side chain O atoms of Asp298 and the H atom of

N atom on the pyridine ring of PLP along the simulations of the
vigabatrin bound GABA-AT sample V−1,0. d. Minimum distance

probabilities between Asp298 and, respectively, His190, Asn140 and
Val300 in sample V−1,0.

The neutral Asp298 and His190 side chains in V 0,0 disrupts the interaction between

Asp298 side chain and PLP pyridine ring especially in one monomer (Figure 3.23a,

red). When the minimum distance probabilities between Asp298 and, respectively,

His190, Asn140 and Val300 are taken into account in V 0,1 and V 0,0 samples, it was

observed that the probabilities decrease (Figure 3.23b and Figure 3.23c) relative to

the ones that are obtained with negatively charged Asp298 side chain (V−1,1 and

V−1,0). Overall, the obtained results indicates that the negatively charged Asp298 and

positively charged His190 side chain provide more stabilization.

The computation of the variations of the distances between the side chain of His190

and the side chain of Asp298 on vigabatrin bound GABA-AT samples yield to the
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(a)

(b) (c)
Figure 3.23 : Interactions of Asp298 in V 0,1 and V 0,0. a. The deviation of the

minimum distance between the side chain O atoms of Asp298 and the
H atom of N atom on the pyridine ring of PLP along the simulations of
the vigabatrin bound GABA-AT sample V 0,0 (red) and V 0,1 (blue). b.
Minimum distance probabilities between Asp298 and, respectively,

His190, Asn140 and Val300 in V 0,0. c. Minimum distance probabilities
between Asp298 and, respectively, His190, Asn140 and Val300 in

sample V 0,1.

presence of a stable hydrogen bond between the two residues if and only if both

residues are ionized (V−1,1). The deviation of the computed distances are depicted

in Figure 3.24. When both residues are neutral (V 0,0, Figure 3.24a), or Asp298 is not

ionized and His190 is ionized(V 0,1, Figure 3.24b) and vice versa (V−1,0, Figure 3.24c),

there is no interaction along the simulations.

3.2.2.3 PLP phosphate group

It has been suggested that the phosphate group of PLP is held in place via five

hydrogen bonds that are donated by Gly136, Ser137 and Thr353* [45, 52]. These

interactions are investigated in holo and vigabatrin bound GABA-AT. The minimum
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(a) (b)

(c) (d)
Figure 3.24 : The interactions between the side chains of Asp298 and His190 in

vigabatrin bound GABA-AT samples. a. The variations of the
minimum distances between Hε of His190 and the carboxyl oxygens of

Asp298 (red), and Hδ of Asp298 and Nδ of His190 (blue) in sample
V 0,0. b. The variations of the minimum distances between the side

chain oxygen atoms of Asp298 and Hε (red) and Hδ (green) of His190
in sample V 0,1. c. The variations of the distance between the side chain
oxygen atoms of Asp298 and Hε (red) of His190 in sample V−1,0. d.

The variations of the minimum distances between the side chain
oxygen atoms of Asp298 and Hε (red) and Hδ (green) of His190 in

sample V−1,1.

distance probabilities between the oxygen atoms of the PLP phosphate group and

Gly136, Ser137 and Thr353*, respectively, are depicted in Figure 3.25. It is observed

that the PLP phosphate group is held in place by at least three hydrogen bond from

Gly136 and Ser137 in H−1,1 (Figure 3.25a). The most probable hydrogen bond is

given by Ser137 in H−1,1. In addition, the probability of hydrogen bond donation from

Gly136 increases in both monomers when vigabatrin is involved (Figure 3.25b, sample

V−1,1). The simulations point out that Thr353* does not form a hydrogen bond with the

PLP phosphate group in holo-GABA-AT (Figure 3.25a, sample H−1,1) and that water

molecules can interact with the oxygen atoms of this phosphate group. However, when

vigabatrin is bound to GABA-AT, there exists a hydrogen bond interaction between

Thr353* and the phosphate group. This indicates that an inter-monomeric interaction

can be obtained via the involvement of the substrate (Figure 3.25b, sample V−1,1).
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Figure 3.25 : Interactions of the PLP phosphate group in H−1,1 and V−1,1. Minimum
distance probabilities between the phosphate group oxygen atoms and,
respectively, Gly136, Ser137 and Thr353* in a. holo-GABA-AT H−1,1

and b. vigabatrin bound GABA-AT V−1,1. Typical three dimensional
representation of the phosphate group oxygen atoms, Thr353* residue

and the surrounding water molecules c. in H−1,1 and d. in V−1,1.

3.2.2.4 Carbonyl oxygen on the pyridine ring of PLP

The carbonyl oxygen on the pyridine ring of PLP can form a hydrogen bond with

the surrounding residues in the active site. The amino group of Gln301 residue is

close enough to donate hydrogen bonds to the corresponding oxygen atom in the

crystallographic structure of GABA-AT. In order to investigate possible hydrogen

bonds, the minimum distance between the hydrogen atoms on the amino group of

the side chain of Gln301 and the carbonyl oxygen on the pyridine ring is calculated

for samples H−1,1 and V−1,1. The deviations in the minimum distances are depicted in

Figure 3.26a. The results indicate that the amino group of Gln301 donates a hydrogen

bond to the carbonyl oxygen in the holoenzyme H−1,1 and vigabatrin bound GABA-AT

sample V−1,1. However, it is observed that there are disruptions in monomer A of

V−1,1. The disruptions are due to the rotation of Gln301 side chain which ends up with

an interaction between Gln301 and Glu265 side chains. Furthermore, the side chain
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of Gln301 can also be hydrogen bonded to the backbone oxygen atom of Ile267 when

it does not interact either with the carbonyl oxygen on the pyridine ring or with the

Glu265 side chain in V−1,1. The flexibility of the Gln301 residue in vigabatrin bound

GABA-AT may originate from the steric effects due to the involvement of vigabatrin.

Figure 3.26 : Interactions between the carbonyl oxygen atom on the pyridine ring and
the Gln301 side chain. a. Variations of the minimum distances (left)

and probability distributions (right) between the hydrogen atoms on the
side chain of Gln301 and carbonyl oxygen on pyridine ring in H−1,1

and V−1,1. b. Typical three dimensional representation of the
interaction between PLP pyridine ring and the side chain of Gln301 in

H−1,1 and V−1,1.

It has been proposed that hydrogen bond donation from Gln301 would lower the

pKa of the internal aldimine [52] and that Glu265, which is on the bottom of the

coenzyme binding pocket, could have an intermediate function [52]. Our findings

show here that, in vigabatrin bound GABA-AT, the Gln301 residue is more flexible

than in holo-GABA-AT as resulting from a difference in interaction with Glu265.

3.2.2.5 PLP pyridine ring

The six membered pyridine ring can be held in place by π−π stacking interaction with

the phenyl ring of Phe189. The T-shape formed by the phenyl ring and the pyridine

ring in the crystallographic structure could also have an effect on the activity of the

enzyme. In order to investigate if the π−π stacking interaction is conserved along the

simulations of H−1,1 and V−1,1, the distance d1 between the center of masses of the six

membered rings, the angle α and the dihedral χ in PLP, as well as the dihedral ϕ of

Phe189 are calculated. The definitions of these parameters as well as their variations

along our MD simulations are depicted in Figure 3.27. In holo-GABA-AT, the distance

d1 is shorter than in vigabatrin bound GABA-AT. Furthermore, the distance d1 between

the two rings is longer in Monomer A than in Monomer B for V−1,1. The angle α

81



is smaller in V−1,1 than in H−1,1. This is due to the alterations of the dihedral χ

of PLP pyridine ring. The phenyl ring is more flexible in holo-GABA-AT than in

vigabatrin bound GABA-AT but there is no significant alterations of the dihedral ϕ in

both samples.

Figure 3.27 : Interaction between the pyridine ring of PLP and the phenyl ring of
Phe189. a. Definitions of the distance d1, of the angle α , and of the
dihedrals ϕ , χ . b. Typical three dimensional representation of the
interaction between the pyridine ring of PLP and phenyl ring of

Phe189. c. Variation of the interaction in holo-GABA-AT (H−1,1). d.
Variation of the interaction in vigabatrin bound GABA-AT (V−1,1).

It has been proposed that PLP is sandwiched between the Phe189 and Val300 residues

to help PLP to be held in place in the active site [45]. The calculated distance, angle

and dihedrals indicates that both the pyridine ring and Phe189 are not flexible in the

active site. The tilt on the angle α in V−1,1 stems from the involvement of vigabatrin

which causes longer distance d1 and alterations on the dihedral χ . However, the

π − π stacking interaction between the pyridine ring and phenyl group of Phe189 is

conserved in vigabatrin bound GABA-AT as well as in holo-GABA-AT.

3.2.2.6 Vigabatrin carboxyl group

The trajectories of vigabatrin bound GABA-AT are analyzed to investigate the

interactions of the carboxyl group of vigabatrin with its surrounding residues. It is

found that Arg192 guanidine group donates two hydrogen bonds to the carboxyl group
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oxygen atoms of vigabatrin (Figure 3.28a). It is also observed that these hydrogen

bonds can be disrupted along the simulations. However, the disruptions are due to

water molecules that are in close vicinity of the carboxyl group of vigabatrin. These

water molecules form hydrogen bonds with the carboxyl group of vigabatrin and the

guanidine group of Arg192 when the interaction between these two groups is disrupted

(Figure 3.28b). In addition, the carboxyl group of vigabatrin and the side chain of

Arg192 interact also with the side chain of Tyr348* in V−1,1 due to the rotation of

Tyr348*.

Figure 3.28 : Interaction between the carboxyl group of vigabatrin and guanidine
group of Arg192 in vigabatrin bound GABA-AT. a. Variations of the

minimum distances between the oxygens of the carboxyl group of
vigabatrin and the nitrogen atoms of the guanidine group along the

simulations. b. Typical three dimensional representation of the
interaction of vigabatrin with water molecules and Arg192.

It has been reported that the natural substrate GABA has a preferred binding mode

both in experimental and theoretical works [28, 33]. The overall conformation of

GABA within the active site is supposed to be controlled by the interaction between the

carboxyl group of GABA and Arg192 [28]. Our results indicates that the conformation

of the vigabatrin in the active site can be controlled by the hydrogen bond with Arg192

in V−1,1 and the involvement of water molecules would yield more flexibility for the

carboxyl group of vigabatrin. In the case of H−1,1, Arg192 guanidine group interacts

with the surrounding water molecules and with the backbone of Tyr348* (Figure 3.29).

3.2.2.7 Conserved Arg residue

Arg445 is a fully conserved residue in the α-family of the aminotransferases [51] and

it forms a salt bridge with the side chain of Glu270 in the crystallographic structures

of GABA-AT. The minimum distances between the heavy atoms of the side chains
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Figure 3.29 : The variations of the minimum distances between the side chain
hydrogen atoms of Arg192 and backbone oxygen atom of Tyr348* in

sample H−1,1.

of these residues (O and N atoms) are computed to observe if this salt bridge can

be conserved along the simulations. The variations of the minimum distances are

depicted in Figure 3.30. It is observed that the salt bridge can be disrupted on the

Monomer A while it is conserved on the Monomer B of holo-GABA-AT. The same

disruptions on Monomer A is also observed in the vigabatrin bound GABA-AT sample

V−1,1. However the interaction between these two residues is more flexible in the

Monomer B of vigabatrin bound GABA-AT than in holo-GABA-AT. The disruption

in the Monomer B of V−1,1 is due to the rotation of Glu270 residue which starts to

interact with the side chain hydroxyl group of Ser202. Arg445 does not rotate towards

to the active site during the disruption and Glu270 rotates back to its original place to

form the salt bridge again.

Figure 3.30 : Interaction between the side chains of Arg445 and Glu270 in
holo-GABA-AT and vigabatrin bound GABA-AT. a. Variations of the
minimum distances between the heavy atoms on the side chains along
the simulations. b. Typical three dimensional representation of the salt

bridge that is formed between Arg445 and Glu270.
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It has been suggested that the positive charge of the Arg445 sidechain would be

shielded by Glu270 [51] and that any approach of a dicarboxylic substrate would

require the opening of this ion pair to allow substrate – Arg445 interaction [45]. Thus,

a flexible interaction between these residues is to be expected. Since vigabatrin does

not involve a secondary carboxyl group, Arg445 cannot rotate towards the active site

and the disruption of the salt bridge is not stable along the entire simulation.

3.2.2.8 The roles of active site residues on the stability of the enzyme

It has been suggested that the nitrogen atom on the pyridine ring of PLP should

be protonated in the enzyme [5–10]. Since the corresponding nitrogen cannot be

protonated under physiological conditions [11], candidate residues that would help

protonation are investigated. NMR studies on AspAT have revealed that this enzyme

provides some extra interactions, such as with Asp222 and His143, to protonate the

pyridine ring nitrogen [13]. In the case of GABA-AT, the active site residue Asp298

is the best candidate since the nitrogen atom on the pyridine ring faces towards the

carboxyl group as in AspAT. PROPKA calculations reveal that the pKa of the buried

Asp298 is evaluated at 2.8 with the greatest contribution to the ionization of Asp298

coming from His190. We have also found that Asp298 and His190 are conserved

together in interaction in about 25% of all PLP dependent proteins available at the

Protein Data Bank. This indicates a possible joint effect on the protonation state of the

pyridine ring nitrogen. Since the calculated pKa of the His190 residue is questionable,

different GABA-AT samples are simulated with different protonation states. PROPKA

calculations on the trajectories reveal that both the Asp298 and His190 residues should

be ionized (with -1 and +1 charge, respectively) in apo-GABA-AT. The stability of

the simulations are investigated by means of RMSd and B-factor calculations. The

B-factors of the residues in apo-GABA-AT are higher than in both holo and vigabatrin

bound GABA-AT (Figure 3.31). This result indicates that the inclusion of PLP

stabilizes the samples via the interactions between the active site residues and the PLP

cofactor.

It has been reported that mutations of Asp222 on AspAT caused reduced activity of

the enzyme [48]. This potentially indicates the role of the interaction between Asp222

and PLP. In the case of GABA-AT, Asp298 is the conjugate residue for such a role. In
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(a) (b)

(c) (d)

(e) (f)
Figure 3.31 : The computed B-factor values in simulated GABA-AT samples. a.

Apo-GABA-AT samples A0,0 and A0,1. b. Apo-GABA-AT samples
A−1,0 and A−1,1.c. Holo-GABA-AT samples H0,0 and H0,1. d.
Holo-GABA-AT samples H−1,0 and H−1,1.e. Vigabatrin bound

GABA-AT samples V 0,0 and V 0,1. f. Vigabatrin bound GABA-AT
samples V−1,0 and V−1,1. The secondary structures are represented
with different colors; the β -sheets are colored with yellow and the

α-helices are colored with red.

order to reveal the effect of the protonation states of Asp298 and the PLP pyridine ring

nitrogen in holo-GABA-AT, MD simulations are performed on different samples with

different protonation states. Since the enzyme can provide extra interactions which

would affect the protonation of the pyridine ring nitrogen as in AspAT [13], different

protonation states for the His190 residue are also taken into account. It is observed

that the pyridine ring and Asp298 can interact only if the side chains of Asp298 and

His190 are ionized (sample H−1,1). The loss of the interaction in other samples would

cause reduced activity of the holo-enzyme in a similar way as in AspAT. It was also

suggested that the protonation of the nitrogen on the pyridine ring would cause an
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electron sink effect that can facilitate the enzymatic reactions [3, 5–9]. The results

obtained from the MD simulations of holo-GABA-AT samples also indicate that the

pyridine ring of PLP should be protonated in order to achieve Asp298-PLP interaction

along the simulation. The role of the His190 is to preserve the interaction between

Asp298 and PLP pyridine ring since the imidazole ring of His190 should be positively

charged. It is noteworthy that the stability of the hydrogen bonding network of Asp298

is significantly affected when the ionized Asp298 is sandwiched by positively charged

His190 and PLP pyridine ring. All these results point out that the secondary role

of the positively charged His190 in the stabilization of the hydrogen bonds between

Asp298 and the surrounding residues can also influence the enzymatic activity. In

addition to the interaction between PLP and Asp298, the activity of the enzyme can

also be affected by the presence or absence of the π −π interaction between Phe189

and the PLP pyridine ring. The mutation of W101A in EhPSAT caused the loss of the

enzymatic activity while the W101F mutation showed that Phe could efficiently stack

with the pyridine ring [47]. Our MD simulations point out that the PLP pyridine ring

is stacked by Phe189 regardless of the different protonation states. The role of the

Phe189 residue is simply to hold PLP in place and it can affect the enzymatic activity

indirectly since the stacking is always achieved.

3.2.2.9 The effect of inactivator on the active site

The inactivation of enzymes can be sometimes achieved by inhibitors that can either

covalently modify the active site residues or produce covalently modified coenzymes.

In the case of vigabatrin, the active site of the GABA-AT is covalently modified without

the release of the cofactor PLP since the inactivator is also covalently bound to PLP.

Our MD simulations on the vigabatrin bound GABA-AT sample V−1,1 point out that

the interactions between the active site residues in holo-GABA-AT are conserved.

However the probabilities of these interactions are found to be increased in most

cases. The hydrogen bond network of Asp298 becomes more rigid when vigabatrin

is involved. The loss of flexibility is simply due to the steric effect that is aroused

by vigabatrin. This change in the steric effect results a more stable hydrogen bond

network between Asp298, His190, Asn140 and Val300 than in holo-GABA-AT. The

phosphate group oxygen atoms on PLP are held in place by at least three hydrogen

bonds in holo-GABA-AT and Thr353* does not donate any hydrogen bond to the group
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as suggested elsewhere [45, 52]. On the other hand, the inclusion of vigabatrin yields

to a stronger network of hydrogen bonds between the phosphate group oxygen atoms

and Thr353* in one monomer. This indicates that an intermonomeric interaction is

achieved. Other alterations are the interaction between the Gln301 side chain and the

carbonyl oxygen of PLP, and a tilt of the angle between the center of mass of the

phenyl ring of Phe189 and the PLP pyridine ring. However, these alterations do not

destabilize the enzyme. It is also important to note that the interactions in one of the

two monomers in vigabatrin bound GABA-AT are more flexible than in the other one.

The intermonomeric interactions that are achieved by the inclusion of vigabatrin might

be the cause of the different flexibilities among the two monomers.

3.2.2.10 Negative cooperativity

The flexibility differences between the two monomers of the GABA-AT samples are

due to the asymmetry between the monomers. This asymmetry which yields to a

negative cooperativity in GABA-AT has been reported before [8]. The dimer of the

GABA-AT has two active sites but only one of them is functional [8, 17]. Thus, the

differences between the two monomers that we obtain from our MD simulations could

be simple representations of this negative cooperativity.

3.2.2.11 Remarks on the catalytic mechanism of GABA-AT

The catalytic mechanism of GABA-AT is usually divided into two parts as in Ornithine

aminotransferase (OAT): a first and a second half-reaction [14, 15]. In the first

half-reaction, the natural substrate GABA is converted to succinic semialdehyde and

it involves the conversion of PLP to pyridoxamine phosphate (PMP) [14, 16]. The

PMP molecule in the active site is then bound to the enzyme again during the second

half-reaction [14,16,17]. The conversions of PLP to PMP in the first half-reaction and

of PMP to PLP in the second half-reaction point out that holding the cofactor in the

active site is necessary for catalytic activity. The interactions of PLP in the active site

of holo and vigabatrin bound GABA-AT is investigated by means of MD simulations.

The nitrogen on the pyridine ring of PLP interacts with the side chain of Asp298 while

phosphate group of PLP is held in place via the donation of at least three hydrogen

bonds from the neighboring active site residues. Gln301 donates hydrogen bond to the

carbonyl oxygen of PLP and the pyridine ring is in π−π stacking interactions with the
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side chain of Phe189. The results that are obtained from MD simulations point out that

even though one of the monomers of holo-GABA-AT and vigabatrin bound GABA-AT

is more flexible than the other one, the interactions of PLP are always conserved, either

directly or through water molecules that provide the necessary hydrogen bonds to hold

the cofactor in the active site.

The second half reaction involves a succinic semialdehyde with two carboxyl groups.

Many substrate analogues have been reported in the literature with a secondary

carboxyl group [45]. In the case of OAT, which is very similar to GABA-AT, it

has been suggested that there should be a second arginine residue to interact with

this secondary carboxyl [202]. This second arginine would form a salt bridge with a

glutamate residue when the substrate has only one carboxyl group [45, 202, 203]. In

the case of GABA-AT, the second arginine is Arg445 which forms a salt bridge with

Glu270. Our MD simulations on holo-GABA-AT and vigabatrin bound GABA-AT

point out that this salt bridge is usually conserved along the simulations. Disruptions

of the Arg445-Glu270 ion pair are found to be due to the rotation of the Glu270 residue.

During disruption, the Glu270 residue is found to interact with Ser202 which was also

considered in an active site model study on GABA-AT [52]. In the presence of a

substrate with two carboxyl group, the disruption of the salt bridge via the rotation

of Glu270 would release Arg445 in a way that it can start to interact with the second

carboxyl of the substrate. The role of Glu270 in GABA-AT was suggested to be a

switch between the first and the second half-reactions as in OAT [204]. The results

obtained from our MD simulations even without two carboxyl groups on the substrate

provide information about the respective roles of Glu270 and Ser202 residues.

3.2.2.12 Solvent access to the active site

In order to investigate solvent accessibility to the active site, the solvent accessible area

is also investigated by GIST [205,206] calculations using cpptraj [200] and the results

are depicted in Figure 3.32. Our results point out that the solvent can access the active

site through a cavity in holo-GABA-AT. This cavity corresponds also to the region

from which the substrates get into the active site of the enzyme. On the other hand,

the inclusion of vigabatrin causes desolvation which in turn prevents the solvent to

access the phosphate group of PLP. Hydrogen bond donations to the phosphate group
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oxygen atoms of PLP from the surrounding residues increase due to the desolvation in

vigabatrin bound GABA-AT. This desolvation would also prevent any other substrate

to get into the active site and ensures the inactivation of the protein. The inhibition

of GABA-AT by vigabatrin starts with the formation of an external aldimine that is

similar to the initial reaction of GABA in GABA-AT during the first half-reaction [55].

The simulations of V−1,1 point out that the conformation of vigabatrin in the active

site can be controlled by Arg192. The role of Arg192 could be similar in the case of

GABA as suggested previously [28].

(a)
(b)

(c) (d)
Figure 3.32 : The solvent access to the active site. The results obtained with GIST

calculations a. on Monomer A of sample H−1,1. b. on Monomer B of
sample H−1,1. c. on Monomer A of sample V−1,1. d. on Monomer B of

sample V−1,1. The grid increments along each coordinate axis is
40x40x40, grid spacing is 0.5Å and center of the grid is chosen as

imino nitrogen atom.
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3.2.3 Concluding remarks

Molecular dynamic simulations GABA-AT samples are studied in order to understand

the main properties that define the activity of the enzyme. The simulations of apo, holo

and vigabatrin bound GABA-AT samples enabled us to elucidate the ionization states

and the roles of the active site residues in GABA-AT and, by extension, some general

aspects of PLP dependent enzymes.

The nitrogen on the pyridine ring of PLP is suggested to be protonated in the active site

of PLP dependent enzymes. However, NMR studies state that it cannot be protonated

under physiological conditions in aqueous solution. Our MD simulations of apo, holo

and vigabatrin bound GABA-AT samples shed lights on the protonation states of the

active site residues. It is suggested that Asp298 and His190 should be ionized and that

negatively charged Asp298 induces the existence of a proton on the nitrogen atom of

the pyridine ring of PLP. Therefore, as found in AAT by NMR studies [12, 13], the

protonated nitrogen atom of the pyridine ring of PLP in GABA-AT should facilitate

the first half reaction by causing an electron sink effect [3, 5, 9]. Since the pKa of PLP

is different in solution and in the protein, it is the Asp298/His190 diad that shifts the

pKa of PLP which, in turn, triggers PLP activation for the first half-reaction. This is

the main factor that defines the reactivity of GABA-AT.

In order to achieve the second half reaction in GABA-AT, PLP/PMP should be held

in place in the active site. Our MD simulations of GABA-AT samples exhibit strong

hydrogen bond network between the protein and PLP. The phosphate group is held in

place by the donation of at least three hydrogen bonds while the carbonyl oxygen of

the pyridine ring interacts with Gln301. Phe181 forms a π − π stacking interaction

with the pyridine ring and works as a gate keeper with the assistance of Val300. The

interactions between the active site residues (e.g., Asp298, His190, etc.) also help to

held PLP in place.

It is found that in almost 25% of the PLP dependent proteins available in the Protein

Data Bank, an Asp residue is faced towards the pyridine ring while a His residue is

in close contact with this Asp residue. These PLP dependent enzymes would display

similar reactivity properties as in GABA-AT. In contrast, the lack of an Asp residue
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or of a positively charged residue that facilitates an ionized Asp might cause different

reactivity issues. Since the protonation of the pyridine ring nitrogen atom is the main

factor that defines the reactivity of the enzyme, the interaction of this atom with its

surrounding should be resolved in order to define the reactivity of PLP dependent

enzymes.

It is found that the interactions of PLP in holo-GABA-AT sample are not altered by

the involvement of vigabatrin. GIST results show that once vigabatrin binds to PLP,

water cannot access to the active site as much as in holo-GABA-AT samples. Our

results confirm that vigabatrin is a good inhibitor since it does not disrupt the main

interactions of PLP and it does not allow another substrate to get into the active site.

3.3 The Effect of Surrounding Residues on Inactivation Mechanism of GABA-AT

with γ-vinyl GABA

In order to get more reliable features of the potential energy surface, such as barriers

and thermodynamics, a substantial part of the enzyme active site is needed to be

included in the model. The protein surrounding may affect the description of the

reaction in two main ways; the steric effect imposed by the surrounding residues on

the model, and the long-range polarization that can affect the reaction energetics. The

steric effects are modelled by the inclusion of the surrounding residues within the

model and by blocking some atom coordinates where the truncation is made. The

model will gain flexibility with the increase of the size and will hopefully produce

better accurate results than a small and rigid model [207]. The long-range polarization

is modelled with the polarizable continuum technique which provides a homogeneous

medium of some dielectric constant. The effect of the solvation on the core of the

reaction will decrease with the increase of the model size [208, 209]. If the steric

effects and long-range polarization are taken into account, a sufficiently large model

can provide optimum mimicry by keeping the modelled reaction as close as possible

to the experimental one. To understand the effect of the active site residues on the

reactions involving PLP, which was proposed to have a protonated N atom on the

pyridine ring to facilitate the enzymatic reactions [3, 5–10], quantum cluster models

have been used. This approach has been applied to many class of enzymes [208–222]

and has proven to be quite useful to study enzymatic reactions.
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NMR studies of 15N labeled PLP pyridine ring in aqueous solution proposed that

the pyridine ring of PLP is mostly unprotonated under physiological conditions [11].

Besides, in a quantum modelling study on ω-transaminase reaction mechanism,

geometry optimizations end up with the transfer of the proton from N atom of the

pyridine ring of PLP to carboxyl group of Asp259 [214]. On the other hand, the NMR

studies on complexes of silylated aldenamine in the presence of an Asp222 model

Boc-Asp-OtBu [12] and 15N labeled AspAT [13] suggested that the N atom on the

pyridine ring is protonated in AspAT. The protonation of the nitrogen on the pyridine

ring of PLP has been suggested to facilitate the enzymatic reactions in PLP dependent

enzymes via an electron sink effect [3,5–10]. It was also proposed that the protonation

of the pyridine ring N atom can be achieved with the assistance of Asp222 and His143

in AspAT [13]. Our Molecular dynamics simulations of GABA-AT has revealed the

importance of the Asp298 and His190 residues on the protonation of the N atom on

the pyridine ring (see Chapter 3.2). In this study, we show that the interaction between

PLP and Asp298 can be achieved or conserved only with a protonated pyridine ring,

a negatively charged Asp298 side chain and a positively charged His190 (see Chapter

3.2).

To investigate the effect of the active site and its surrounding residues on the

inactivation mechanism of GABA-AT, a comprehensive study is carried out in

conjunction with the previous experimental and theoretical results. What is the effect

of the protonation state of the PLP pyridine ring N atom on enzymatic reactions?

Which factors are enforcing the N atom of the the pyridine ring to be protonated in

the active site? What are the effects of the surrounding residues on the geometrical

parameters of the transition state structures? Which residues should be involved in

modelling studies to get the model that provides optimum mimicry of the active site

of GABA-AT? In order to answer these questions, Michael Addition reaction which

was reported as the most probable inactivation mechanism of γ-vinyl-GABA with

GABA-AT [34, 46] was investigated using quantum cluster approach. The effects of

the surrounding residues, the protonation of N atom on the pyridine ring and how

to enforce this protonation was evaluated with the inclusion of different surrounding

residues.
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3.3.1 Computational details

The calculations were performed using the hybrid DFT functional B3LYP [97, 98,

100, 105, 106] as implemented in the G09 [126] program package. Geometry

optimizations were performed with the 6-31G(d,p) basis set and single point energy

calculations were performed with the larger basis set 6-311G+(2d,2p) to get more

reliable energies. Solvation effects were taken into account by single-point energy

calculations at the same level of theory using the integral equation formalism variant

of the polarizable continuum model (IEFPCM) [123, 124, 163, 164]. Although the

active site of GABA-AT is known to contain water molecules and the modelled

reaction is proposed to be assisted with a water molecule [34], solvents with a lower

dielectric constant (ε = 4) are also commonly considered to be a good representation

of the protein environment [207, 211, 223]. Therefore, a polarizable medium with

two different dielectric constants, ε = 80 and ε = 4, has been chosen to evaluate the

effect of the environment. Frequency calculations were also carried out to identify

the stationary points. Although frozen coordinates will rise few small imaginary

frequencies, some atoms (mainly the backbone atoms of the residues) were kept frozen

during geometry optimizations to restraint the atoms to their initial positions. Similar

procedures has been widely used in many applications. They are referred to a cluster

approach [207–211,223]. All of the energies that are reported in the text are electronic

energies, unless otherwise stated.

Preparation of the models. The initial geometries of the cluster models are

extracted from the molecular dynamics trajectories at 600ps that were obtained with

the MD simulations of γ-vinyl-GABA bound GABA-AT (see Chapter 3.2). In order to

provide stabilization, the residues that are included in our cluster models were chosen

in conjunction with the literature that reports interactions in the active site of PLP

dependent enzymes [13, 28, 45, 46, 48, 52, 202] and our MD simulation results (see

Chapter 3.2). Models of increasing size are shown in Figure 3.33. In order to simplify

the models, some of the residues were truncated and only some part of the side chains

were included during the calculations. As cluster size increases the backbone of the

truncated residues was appended. The backbone atoms of Gly136 and Thr353* were

suggested to be in contact with the phosphate group oxygen atoms of PLP [45,46,52].
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Figure 3.33 : Two dimensional representations of model clusters of increasing size.
Different protonation states of Asp298 and PLP in M4 and M4’ are

given on the right hand side in colored squares.

To include these atoms in our models, the adjacent residues were represented and

modelled with a methyl group (ie. Asn352*, which forms a peptide bond with Thr353*

backbone N) and kept frozen during optimizations.

3.3.2 Results and Discussion

The mechanism based inactivators are designed on the basis of mechanistic

details, hence different sizes of clusters were modeled to reveal the effect of the

surrounding residues on the Michael addition reaction mechanism of γ-vinyl-GABA

with GABA-AT. The Michael addition reaction, the second part of the inactivation

mechanism of GABA-AT with γ-vinyl-GABA, takes place after the external aldimine

formation [34, 46]. In order to explain the details of the inactivation mechanism

of GABA-AT both the active site residues and the different protonation states were

questioned with cluster models.

3.3.2.1 Michael addition reaction with cluster models

The Michael addition reaction of γ-vinyl-GABA is a one-step reaction which is

facilitated by the assistance of a water molecule [34,46]. The reaction takes place with
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the nucleophilic addition of the side chain N atom of Lys329 residue to the terminal

C atom of the vinyl group of the substrate concomitantly with a 1,3 proton transfer

(Figure 3.34).

Truncated phosphate group and Lys329. The first model, Model 0 (M0), is

designed in conjunction with the structure in the previous computational study where

the inactivation mechanism of GABA-AT was under investigation and the carboxyl

group of γ-vinyl-GABA was protonated [34]. Herein, γ-vinyl-GABA is modelled in

an ionic form different than the previous study. In previous computational studies, the

phosphate group of PLP has been represented with a methyl group [2,4,33,34,169,170]

while the Lys329 residue has been represented as methylamine [33,34,166–168]. The

same representations are used for Lys329, and for the phosphate group of PLP in the

smallest model. Single point energy calculations with a higher basis set on optimized

structures led an activation energy barrier of 34.5 kcal/mol (Figure 3.35) while the

activation free energy barrier with a neutral carboxyl group of γ-vinyl-GABA was

reported as 40.7 kcal/mol in the previous study [34]. It was observed that the barrier

was decreased when the solvent effect was taken into account (27.0 kcal/mol and 28.5

kcal/mol with ε = 80 and ε = 4 respectively). In the previous study, the energy gap

between the gas phase and the solvent surfaces was reported at about 26 kcal/mol when

ε = 80 [34]. However, in the presence of ionic carboxyl group this gap decreased to

7.5 kcal/mol. Nevertheless, the difference between the gas phase and solvent energy

surfaces reveals that the model structure is affected with the polarity of the environment

and is thus not large enough to mimic the active site. Thus, a larger model is required

to obtain more accurate results.

Inclusion of phosphate group and Lys329 residue. In order to obtain better

representation of the active site residues, of the truncated Lys329 and the phosphate

group of PLP were removed in Model 1 (M1) (Figure 3.34b). The absence of the

surrounding residues and phosphate group may lead to disruptions on the geometry of

the reactants and transition state. The phosphate group O and P atoms, the backbone

C atom of Lys329 residue and also one of the C atoms on the pyridine ring were

kept frozen during calculations to avoid possible disruptions (see Figure 3.34b). The

activation energy barrier was found 72.5 kcal/mol with M1 (Figure 3.35), which is
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(a) (b)
Figure 3.34 : The Michael addition reaction in GABA-AT with γ-vinyl GABA. (a)

Two dimensional representation of reaction. (b) Three dimensional
representation of Michael addition reaction with model M1. Frozen

atoms are shown with black angle headed arrows.

about 40 kcal/mol higher than the barrier that was calculated for M0. It was observed

that the phosphate group oxygen atoms form hydrogen bonds with the water molecule

which accepts another hydrogen bond from the side chain of Lys329 in the reactant that

was obtained with Intrinsic Reaction Coordinates (IRC) calculations. The presence of

hydrogen bonds stabilizes the reactant, the absence of the corresponding interactions

in transition state structure increases the activation energy barrier. In addition to the

high activation energy barrier with gas phase calculations, it was found that the barrier

decreased drastically when the solvent effect was taken into account. The inclusion

of the phosphate group, which was frozen due to the disruptions of the bonds, may be

the main reason of the increase in the activation energy barriers and may hinder the

decrease of the gap between the gas phase-solvent energy surfaces having difference

dielectric constants. Addition of the negatively charged phosphate group and keeping

it frozen during the geometry optimizations is not a convenient option for modelling

reactions within the protein environment. In the absence of stabilizing interactions

of the opposing residues, modelling charged side chains with methyl group provides

better energy values.

Providing hydrogen bonds to phosphate group. The energy gap between the

potential energy surfaces in the previous model lead us to increase the size in Model 2

(M2, Figure 3.36). The active site residues Thr353* of the other monomer, Gly136 and

Ser137 were included in M2 due to the close proximity to the phosphate group oxygen

atoms and their ability to form stabilizing hydrogen bonds [45, 46, 52](Figure 3.36).
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Figure 3.35 : Activation energy barriers of model clusters. The gas phase energies
(red) are calculated with 6-311G(2d,2p) basis set while the solvent
energies with ε = 4 (blue) and ε = 80 (green) are calculated with

6-31G(d,p) basis set.

The backbone N atoms of Gly136 and Thr353* are close enough to form hydrogen

bonds with the phosphate group oxygens of PLP [45, 46, 52]. Therefore their adjacent

residues, Cys135 and Asn352* respectively, were modeled as methyl groups and their

C atoms were kept frozen during the calculations. Since the interactions between

the oxygens of the phosphate group and the surrounding residues are included in the

model, the phosphate group was not kept frozen (Figure 3.36). The obtained results

pointed out another H-bond which was formed between the Thr353* backbone oxygen

and the assisting water molecule (Figure 3.36b). The obtained barriers with gas phase

calculations and calculations using different media with ε = 80 and ε = 4 are depicted

in Figure 3.35. The presence of H-bond interactions between the phosphate group

and the surrounding residues in M2 caused a rapid decrease of the activation energy

barrier in all media (Figure 3.35) relative to the previous model M1. It is apparent

that when the negatively charged phosphate group is included in the model, including

the surrounding residues to interact with it instead of keeping it frozen may provide
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more accurate results. However, the effect of the polarity of the environment on the

reaction is still high to conclude optimum mimicry of the active site (Figure 3.35) even

though the differences between the gas phase-solvent phase energy surfaces decreased

according to the previous model M1.

(a) (b)
Figure 3.36 : The Michael addition reaction with model cluster M2. Three

dimensional representation of (a) phosphate group interactions, and (b)
transition state center. Frozen atoms are shown with black angle headed

arrows.

Inclusion of Arg192 and Asp298. In the subsequent cluster models, the Michael

addition reaction was modelled with the involvement of Arg192 and Asp298 in order

to keep a total charge similar to the previous models (M1 and M2). The carboxyl group

of the substrate is suggested to interact with the guanidino group of Arg192 [45,46,52]

and possible H-bonds may decrease the activation energy barriers. Furthermore, it was

reported that Asp298 interacts with the pyridine ring of PLP [45, 46]. It was proposed

that the positively charged pyridine ring of PLP could cause an electron sink effect

which facilitates the enzymatic reactions [3, 5–10] and that Asp298 could enforce

the PLP ring nitrogen atom to be protonated in the enzyme [12, 13]. However, the

pyridine ring nitrogen cannot be protonated under physiological conditions [11] yet

there should be a proton between the pyridine ring N atom and side chain of Asp298

in order to form an interaction. Thus the proton should be either on the N atom of

pyridine ring or on the side chain of Asp298. In order to question the effect of the

position of the proton on the Michael addition reaction, different protonation states
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of PLP nitrogen was taken into account in Model 3 (M3) and Model 3’ (M3’). In

the case of a model with a non-protonated pyridine ring nitrogen, the proton should be

shifted to the Asp298 side chain which leads to a neutral aspartate (M3’). In a quantum

chemical study on the ω-Transaminase enzyme from Chromobacterium violaceum

(Cv- ωTA) it was reported that the proton was located on the Asp259 residue since

the proton moves spontaneously from the N atom of the pyridine ring and the side

chain of Asp259 in geometry optimizations [214]. In M3 and M3’, it was observed

that the proton was located between the pyridine ring and Asp298 in the transition

states (Figure 3.37). However, the reactants of M3 and M3’ which were obtained

from IRC calculations show different characteristics by means of the positions of the

aforementioned proton; it could be either bound to Asp298 side chain or close to the

pyridine ring without binding to the N atom in the reactant. The activation energy

barriers for the Michael addition reaction with these two models are depicted in Figure

3.35. The calculated gas phase activation energy barriers of the Michael addition

reaction differs about 1 kcal/mol among the two models, while the single point PCM

calculations yielded barriers that differ from each other about 1-2 kcal/mol. Even

though the difference between the activation energy barriers of two models are not

large enough to distinguish, the gap between the gas and solvent energy surfaces in

M3 found to be higher than in M3’. In addition to the gaps between surfaces, the

activation energy barrier of M3 was calculated lower than that of M3’ when solvent

effects were taken into account with the two dielectric constants. It was found that the

activation energy barriers increased relative to the previous model M2. The loss of the

electron sink effect due to the proton which is not bound to the pyridine ring N atom

in transition state structures (especially of M2) increases the barrier. It was reported

that a negatively charged residue (mainly Asp) in PLP dependent enzymes can enforce

the pyridine ring nitrogen to be protonated with the assistance of a positively charged

residue [13]. Therefore, the loss of the electron sink effect can be prevented by the

inclusion of another residue which could interact with the side chain of Asp298 and

enforce the pyridine ring nitrogen to be protonated (see Chapter 3.2).

Inclusion of His190 to form Asp-His diad. The movement of the proton between

the N atom of pyridine ring and the side chain of Asp298 may be prevented with

a positively charged residue that can interact with Asp298 [13] and enforce it to
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(a) (b)

(c) (d)
Figure 3.37 : The Michael addition reaction with model clusters with the

involvement of Asp298. Three dimensional representation of the
interaction between Asp298 side chain and pyridine ring N atom of

PLP in (a) transition state of M3. (b) transition state of M3’, (c)
reactant of M3 and (d) reactant of M3’. Frozen atoms are shown with

black angle headed arrows.
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stay ionized. In the crystallographic structure of GABA-AT, the only residue that

can have such interaction with Asp298 is His190. Furthermore, in the molecular

dynamics simulations study of GABA-AT, it was reported that the conservation of

the interaction between Asp298 and pyridine ring of PLP can be achieved only with

a positively charged His190 and a negatively charged Asp298 (see Chapter 3.2). It

was computed that the relative interaction free energy between PLP and GABA-AT

has the lowest value among other different protonation states (see Chapter 3.2). Thus,

the Michael addition reaction was modelled with a negatively charged Asp298 and a

positively charged side chain of His190 in Model 4 (M4) (Figure 3.38) to examine

the capability of His190 to reduce the effect of the polarity of the environment on the

potential energy surface. The activation energy barriers of M4 is given in Figure 3.35.

A decrease in the activation energy barriers is observed both for the gas phase and the

solvent energy calculations. Furthermore, the difference between gas phase and solvent

energy surfaces were found 0.9 kcal/mol with ε = 80 and 0.3 kcal/mol with ε = 4. The

energy gaps between the surfaces suggest that the Michael addition reaction with M4

is not affected by the polarity of the environment as compared to the previous models.

Thus, the obtained activation energy barriers are more accurate than the previous

models since more flexibility was granted to the structure and the choice of dielectric

constant became irrelevant [207, 209]. It was found that the Michael addition reaction

requires about 3-4 kcal/mol in M4 which involves several surrounding residues. The

inclusion of the positively charged His190 enabled Asp298 to stay negatively charged

and thus enforced the PLP pyridine ring to be protonated. The enforced protonation

states enabled the electron sink effect which then facilitated the enzymatic reaction by

reducing the activation energy barrier.

3.3.2.2 Effect of Surrounding Residues on Geometries

The geometrical properties of the reaction center were also investigated by means of

distances, angles and dihedrals to understand the effect of the surrounding residues on

the six-membered transition state. The calculated parameters within the six-membered

transition state structure and their labels are depicted in Figure 3.39. It was observed

that the angles within the transition state center were not altered by the increase of the

size of the models (Figure 3.39a). The distances differ from each other about 0.1Å

within the models except the distances between the transferring proton H9 and C5 of
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(a) (b)
Figure 3.38 : The Michael addition reaction with model cluster M4. Three

dimensional representation of the interaction between the pyridine ring
N-Asp298-His190 triad in (a) reactant, and (b) transition state. Frozen

atoms are shown with black angle headed arrows.

γ-vinyl-GABA (a) and transferring proton H7 and O8 of water molecule (c) (Figure

3.39c).

The distances in M0 and M1 are similar. However, it was observed that the carboxyl

group of γ-vinyl GABA and the methylamine in the smallest model M0 have different

orientations relative to the larger model M1 due to the atoms that were kept frozen

during geometry optimizations.

When the residues Gly136, Ser137 and Thr353* were included in M2, it was observed

that the water molecule rotated towards the backbone oxygen of Thr353* and the

distance c was shortened by about 0.3Å. The fitted three dimensional representations of

M1 and M2 are depicted in Figure 3.40. The dihedral η and θ are altered by about 700

and 900 respectively in M2 relative to the M1. Furthermore, the dihedral α diverged

by about 900 in M2 with the inclusion of Gly136, Ser137 and Thr353*. The change of

the distance c may stem from the differences in the aforementioned dihedrals.

It was observed that with the inclusion of Arg192 and Asp298 in M3, the distance a,

and c lengthen, and PLP is tilted by about 90. The three dimensional representations

of fitted M2 and M3 is depicted in Figure 3.41. The tilt in PLP might be caused by

the removal of frozen carboxyl group of γ-vinyl-GABA with the inclusion of Arg192

in M3. The alteration of the distances a, and c may stem from the tilt of the PLP ring.
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(a) (b)

(c) (d)
Figure 3.39 : Geometrical parameters of six-membered MA transition state

structures. (a) Two dimensional representation and labels of distances
a-f, dihedrals (α: H3-N2-H7-O8, β : H6-C5-H9-O8, θ : C1-N2-C4-C5,
η : C14-C15-C5-C4, ν : C13-C14-C15-N16) and angles (ω , φ , χ , δ , λ ,
ρ). (b) The distribution of angles. (c) The distribution of distances. (d)

The distribution of dihedrals.

(a) (b)
Figure 3.40 : The three dimensional representations of the fitted models M1 (C atoms

colored by cyan) and M2 (C atoms colored by pink). (a) The alteration
of the dihedral N16-C15-C5-C4 (red arrow) and its value (colored with
red). (b) The dihedral of C5-H9-O8-H10 in M1 (blue) and in M2 (red).

The frozen atoms are shown with black arrows.
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With the inclusion of Arg192, the torsion of O11-C12-C13-C14 has changed by about

600 in M3 relative to M2. It is also observed that both the dihedrals α and θ are altered

by about 300 in M3. This may also be related to the tilt of the PLP ring. The same

geometrical parameters were obtained in the geometry optimizations of the transition

state structures with models M3 and M3’.

Figure 3.41 : The three dimensional representation of the model M2 (C atoms
colored by pink) and the model M3 (C atoms colored by magenta). The

backbone C atoms of Ly329, Gly136, Ser137, Asp298, Thr353*, and
the N atom on PLP of M3 is fitted to the corresponding atoms of M2.

The inclusion of the His190 side chain in M4, modified the distances a, and c as

compared to M2. The dihedral ν is changed by about 1000 in M4, This may stem from

the alterations of the internal torsions on Arg192. The three dimensional representation

of the interaction between Arg192 and the carboxyl group of γ-vinyl-GABA in M3

and M4 is depicted in Figure 3.42. The dihedral C12-C13-C14-C15 was computed

as -1620 in M3, a change from M4 (-820). In addition to the rotation of the carboxyl

group of γ-vinyl-GABA, the internal torsions of Lys329 are altered. The dihedral

C4-N2-C1-C23 in M3 was computed as -1660 while it changed to -950 in M4.

Additionally the dihedral N2-C1-C23-C22 was measured at -730 in M4 from 1710 in

M3. These rotations, which may stem from the rotation of the γ-vinyl-GABA, might

be the main reason of the changes in the distances a and c.

105



Figure 3.42 : The three dimensional representation of the interaction between Arg192
and the carboxyl group of carboxyl group of γ-vinyl-GABA in model
M3 (C atoms colored by magenta) and in model M4 (C atoms colored

by yellow). The backbone C atoms of Ly329, Gly136, Ser137, Asp298,
Thr353*, and the N atom on PLP of M4 is fitted to the corresponding

atoms of M4. The frozen atoms are depicted with black arrows.

3.3.3 Concluding remarks

In this part of the thesis, the Michael addition reaction of γ-vinyl GABA with

GABA-AT was modeled with different sizes of clusters to find the optimum model

in mimicry of the active site. The cluster sizes were increased until the effect of the

polarity of the environment on the reaction was minimum. The inclusion of the active

site residues within the models helped us to explain the effects of these residues on the

reactivity. The presence of similar residues in many PLP dependent enzymes enabled

us to provide some general aspects for modelling these enzymes.

In the smallest cluster Lys329 was represented as methylamine and the phosphate

group was modeled as a methyl group. The calculations pointed out that the model

is able to provide general perceptions about geometrical parameters and energetics but

not enough to mimic the active site. It was observed that the inclusion of the phosphate

group not only increased the barriers but also increased the effect of the polarity of the

environment. A decrease in the activation energy barrier with the inclusion of Gly136,

Ser137 and Thr353* pointed out that the phosphate group should be either represented

as methyl or should be introduced with its surrounding residues in modelling studies to

obtain better description of the active site and reliable energy results. Even though the

effect of the polarity of the environment was reduced with the inclusion of Arg192 and
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Asp298, the activation energy barriers increased. It was observed that the proton on

the N atom of the pyridine ring moves spontaneously from the corresponding N atom

and the side chain of Asp298 as it was stated in a previous modelling study involving

Asp and PLP [214]. It was proposed that the electron sink effect due to the proton on

the N atom of the pyridine ring facilitates the enzymatic reactions [3, 5–10]. Hence,

the spontaneous movement of the proton might be the main cause of the increase in the

activation energy barrier.

We reported in our molecular dynamics study that His190 in GABA-AT can increase

the interaction between Asp298 and the pyridine ring of PLP, and that the positively

charged His190 can help Asp298 to stay negatively charged [13, 224]. Therefore, the

side chain of the His190 was included in the model to enforce the proposed electron

sink effect. It was observed that providing a hydrogen bond between negatively

charged Asp298 side chain and positively charged His190 side chain helps the proton

to stay on the N atom of the pyridine ring as it was proposed. It was found that both the

activation energy barriers and the effect of the polarity of the environment decreased

remarkably by keeping the corresponding proton on the pyridine ring N atom, which

confirms the proposed electron sink effect.

The geometrical parameters of the transition state center, except the angles, are

modified when the model size increases. The alterations were mainly due to the

removal of the frozen atoms by the inclusion of more interacting residues. It was

observed that the distances within the transition state center were affected with the

inclusion of the Thr353* residue that altered the position of the assisting water

molecule. It was also observed that the tilt of the PLP ring, which might be due to

the rotations within the γ-vinyl-GABA, may also effect the dihedrals and the distances

within the transition state center.

3.4 Improvement of the Linear Scaling of the SEBOMD Simulations

The accurate and reliable study of biological systems remains a challenge for the

Quantum Chemistry (QC) community. The quantum chemical approach is often the

only reliable way to model chemical transformations: bond making/breaking, electron

transfer (redox mechanisms), electronic transition between different energy levels,

ionization, etc. Unfortunately, the numerical solution of the Schrödinger equation

107



becomes increasingly (and often prohibitively) expensive in terms of computational

power when system size increases. The numerical procedures in QC require the

calculation of numerous integrals and the resolution of (non)-linear equations, thus

limiting the size of the systems that can be modelled. In addition, most of the QM

algorithms, in their standard version, lead to a non-linear scaling of the CPU time with

respect to the number of atoms to be considered.

In recent years, new algorithms have been designed to compute the energy of very

large molecular systems (up to a few thousand of atoms) using so-called linear scaling

methodologies for which the CPU time needed to evaluate the energy of one system

is linearly dependent on the size of this system [225–228]. In parallel, due to

the many degrees of freedom that represent such large systems, Car-Parrinello and

Born-Oppenheimer Molecular Dynamics techniques have been developed to explore

their energetical, structural and dynamical properties [229].

As of today, only linear scaling approximate quantum chemical methods like

semiempirical or Density Functional based Tight Binding (DFTB) approaches are

capable of combining both the necessary speed and accuracy to model large

biomolecular systems with reasonable CPU cost, and to allow for long-run molecular

dynamics simulations at the QC level (up to the nanosecond time frame) [230, 231].

The theoretical chemistry group of Nancy has recently implemented Semi-Empirical

Born-Oppenheimer Molecular Dynamics (SEBOMD) capabilities in the AMBER suite

of software by adding to the MD part of AMBER semiempirical QC routines that

use the linear scaling Divide & Conquer algorithm (D&C) [157, 159]. Today, this

permits MD simulations of molecular systems containing several hundreds of atoms

for a few nanoseconds using a single workstation. However, while the D&C algorithm

is intrinsically parallel and scales nicely up to a few tens of CPU cores, it does not

seem to us that this algorithm is the best suited for use on massively parallel computers

containing thousands of cores [160,161]. Thus, our target is to improve the scalability

of the semiempirical Born-Oppenheimer Molecular Dynamics approach on parallel

computers.

Today, the current D&C implementation is not the most efficient one to run on very

large supercomputers or on GPUs. By using available numerical libraries that scale

well on these new hardware architecture, such as LAPACK and/or SCALAPACK, we
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will be able to tackle larger systems by SEBOMD simulations. Instead of the current

simulations that can produce trajectories of a few nanoseconds on systems containing

a few hundreds of atoms (e.g. a peptide in a box a water molecules), we should be

able to perform simulations on thousands of atoms, leading, for the first time, to the

simulations of (small) truly solvated proteins using a complete quantum description at

the atomic level.

3.4.1 Computational details

Our reference systems for profiling studies are boxes of water molecules of different

sizes (64 H2O, 128 H2O, and 216 H2O) and a large solvated box that consists of a small

protein (TrpCage, 20 residues, 284 atoms) and 730 water molecules. For preliminary

study, only a box consisting of 216 water molecules is used since our objective is to

find the best choice of methodology to profile diagonalization routines.

3.4.1.1 Water molecules

Our test case consists of running a 10 step molecular dynamics in the NVT ensemble

at 300K using the Andersen temperature coupling [154]. A time step of 1.0 fs is used

and no SHAKE algorithm [147] is applied.

For the QM part of the simulations, the PM3 Hamiltonian [90] is used with the

PIF2 modification [91–93] for intermolecular core-core interactions. A polynomial

interpolation of the density matrix elements is used from the last three steps as an

initial (guess) density matrix for the current step. When the D&C algorithm is used,

the extent of the first buffer region from the core is fixed at 6.0 Å and no second buffer

region from the core is used.

The number of simulation steps is increased from 1 to 10 and simulations are

performed one by one for each chosen number of steps. In order to get more reliable

results, all of the simulations are performed five times. Thus, 400 different simulations

are performed in total for the preliminary study. In the case of the profiling studies

of the diagonalization routines, 100 different simulations are performed in total for

each eigenvalue solver, yielding 800 simulations in total. In order to get the consumed

times per SCF iteration and gradient calculation, a linear regression is performed on

the total times and the number of iterations or the number of simulation steps. All of
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the computations were carried out on a Dell PowerEdge T620 machine with two Intel

Xeon CPU E5-2640 processors (two 6-cores at 2.50GHz with a total of 32Gbytes of

memory) running under GNU/Linux.

3.4.1.2 Protein

The simulation set-up for the TrpCage protein system is similar to the water molecules

with some slight differences. Instead of the Andersen thermostat, a Langevin

temperature coupling is used and pressure regulation is performed using a Monte Carlo

barostat. The collision frequency for the Langevin dynamics is chosen as 1.0ps−1.

For the QM energy calculation, instead of PM3 [90] with PIF2 modification [91–93],

the AM1/d-PhoT semiempirical hamiltonian [85] is used. Additionally, an empirical

force field correction is applied to all peptide bonds and a force constant for the peptidic

correction of 5.9864 kcal/mol is chosen. The extent of the first buffer region from the

core is fixed at 8.0 Å when the D&C algorithm is used.

Instead of increasing the number of simulation steps from 1 to 10 and performing

simulations one by one for each chosen number of steps, the 10 steps of simulations

are performed directly .

3.4.2 Results and Discussion

In order to understand the time consuming parts of the SEBOMD code, profiling

studies must be performed. However, the profiling results may be affected

mainly by four different parameters; the choice of the method, the choice of the

diagonalization scheme, the choice of using periodic boundary conditions and the

choice of the computation of the long-range interactions. A schematic representation

of these four parameters is given in Figure 3.43. First, the SEBOMD simulation

can perform a standard SCF calculation or use a linear scaling D&C algorithm.

Second, the diagonalization of the Fock matrix could be performed by using a

pseudo-diagonalization procedure or by full diagonalization at each step of the SCF

procedure. Third, periodic boundary conditions (PBC) can be applied or not. This

corresponds to gas phase or condensed phase simulations. When applied, long-range

interactions can be added either by using constant external charges (classical Particle

Mesh Ewald summation) or by polarizing the wave functions using Mulliken charges
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(quantum Ewald summation). In order to find the best methodology for profiling eight

different methodologies for SEBOMD simulations are conducted. The abbreviations

that are used for the simulations are described in Table 3.3.

Figure 3.43 : Parameters that would effect consumed time by a SEBOMD simulation.

Table 3.3 : Abbreviations of SEBOMD simulations and their explanations.

Method:
m0 Standard Closed Shell
m2 Divide & Conquer

Diagonalization:
f0 Pseudo-diagonalization
f1 Full-diagonalization

PBC:
n0 Gas
n1 Condensed Phase

Longrange:
l0 Minimum Image
l1 Classical PME Summation
l2 Quantum Ewald Summation

3.4.2.1 Implementation of eigenvalue solvers

The most crucial point in implementation of eigenvalue solvers is that the solver should

correspond to the problem that is at hand. Furthermore, the solver should deal with the

same type of matrix that is in question (i.e. real or complex). Since a Fock matrix
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is a real symmetric matrix, eigenvalue solvers that are chosen should deal with the

same type of matrices. In the Linear Algebra PACKage (LAPACK) there are eight

different solvers that can be implemented in SEBOMD. These eigenvalue solvers and

their properties are depicted in Table 3.4.

In addition to the implementation of new eigenvalue solvers, a new routine selection

methodology is conducted. In order to improve the SEBOMD code, an automatic

eigenvalue solver selection choice is implemented. The procedure is depicted

in Algorithm 1. If the automatic selection option is used for diagonalization

(diag_routine=0), the fastest eigenvalue solver is scanned during the first eight

SCF iteration. After scanning, the fastest eigenvalue solver is chosen for further

iterations.

Algorithm 1 Procedure for automatic eigenvalue solver selection.
1: maxdiag = 8
2: iter = iteration_number
3: if f irst_call AND iter ≤ maxdiag then
4: diag_routine = iter
5: Perform diagonalization
6: current_time = consumed_time
7: if f astest_time≤ consumed_time then
8: f astest_time = current_time
9: f astest_routine = diag_routine

10: if iter > maxdiag then
11: diag_routine = f astest_routine

The SCAlable Linear Algebra PACKage (SCALAPACK) has similar eigenvalue

solvers than LAPACK. These solvers are simply named in a similar way as in their

LAPACK version but with an extra letter to indicate parallelism; pdsyev, pdsyevd,

pdsyevr, and pdsyevx. In order to implement SCALAPACK solvers, one should

first create grids using Basic Linear Algebra Communication Subprograms (BLACS)

that establish a linear algebra oriented message passing interface.

The implementation procedure of BLACS is depicted in Algorithm 2. The number of

created grids are defined by the number of local_masters, i.e., the processors that

own the subsytems. For instance, if 16 processors are used with local_master =

2, the number of grids would be 2 with 8 processors in each grid if a D&C algorithm

is used. A simple representation of the formation of BLACS grids is depicted in

Figure 3.44. In the case of the Standard Closed Shell (SCS) algorithm only one
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Table 3.4 : Newly implemented eigenvalue solvers. The number of routine represents
the eigenvalue solver selection in SEBOMD simulations.

Routine
Number

Eigenvalue
Solver

Property

2 dsyev Computes all eigenvalues and eigenvectors of a
real symmetric matrix with QR iterations.

3 dsyevd A divide and conquer algorithm is used to
calculate eigenvectors.

4 dsyevr Computes selected eigenvalues and eigenvectors
of a real symmetric matrix. Uses Relatively Ro-
bust Representations to compute eigenspectrum
Eigenvalues computed by the dqds algorithm, and
eigenvectors are computed with Relatively Robust
Representations.

5 dsyevx Computes selected eigenvalues and, optionally,
eigenvectors of a real symmetric matrix. Eigenval-
ues and eigenvectors can be selected by specifying
either a range of values or a range of indices for the
desired eigenvalues.

6 dspev Computes all the eigenvalues and, optionally,
eigenvectors of a real symmetric matrix in packed
storage.

7 dspevd Computes all the eigenvalues and, optionally,
eigenvectors of a real symmetric matrix in packed
storage. If eigenvectors are desired, it uses a divide
and conquer algorithm.

8 dspevx Computes selected eigenvalues and, optionally,
eigenvectors of a real symmetric matrix in packed
storage. Eigenvalues/vectors can be selected by
specifying either a range of values or a range of
indices for the desired eigenvalues.

grid is created since the number of subsystems is equal to one, and the number of

local_master. During the implementation, the number of local_master is

defined by the number of desired processors within the grid (Algorithm 2).

After the creation of the grids, each local_master diagonalizes its own Fock

matrix/matrices with the help of its corresponding workers (other processors within the

same grid) using SCALAPACK eigenvalue solvers in parallel. The detailed procedure
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(a) (b)

(c) (d)

Figure 3.44 : Formation of BLACS grids with local_masters that are defined by
nthread. a. NPROCS=8 with nthread=1, number of grids=8, and

number of local_masters=8. b. NPROCS=8 with nthread=2, number of
grids=4, and number of local_masters=4. c. NPROCS=8 with

nthread=4, number of grids=2, and number of local_masters=2. d.
NPROCS=8 with nthread=8, number of grids=1, and number of

local_masters=1. local_masters are represented with purple color, and
each grid is represented within black rectangles.

that is used in diagonalization of the Fock matrix with SCALAPACK solvers is given

in Algorithm 3. The procedure generally consists of five steps. First, one should

define the array descriptors; a vector that stores the information required to establish

the mapping between an element and its corresponding process, and memory location.

Second, Fock matrix should be sent to the worker processors. Third, every processor

within the grid should set its corresponding local values, the parts that they are going

to work on. Fourth, processors call SCALAPACK solver to diagonalize the Fock

matrix. Last, since only the local_master own the subsytems, the results should

be collected from workers for further computations.

3.4.2.2 External control

The configuration of the Amber installation can be performed with different compilers

and flags which can effect the efficiency of SEBOMD. In most systems the GNU
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Algorithm 2 Creation of grids with BLACS.
1: define nthread I The number of processors in one grid

2: procedure CREATE SUB-GRIDS(setup_subgrid)
3: subgrids = NPROCS/nthread I number of local_masters

4: subnprocs = nthread
5: define number of rows & columns (nprow&npcol) within the grids
6: for k=1,subgrid do
7: for i=1,nprow do
8: for j=1,npcol do
9: umap(k, i, j)= (k−1)∗ subnprocs+(i−1)npcol +( j−1)

I indicates the process-to-grid mapping

10: call blacs_gridmap(subcontxt(k),umap(k,:,:),ldumap,nprow,npcol)

I Maps available processes to grid

I subcontxt defines the CONTEXT of the grid

I ldumap is the leading dimension of the UMAP

11: if subcontxt(k)≥ 0 then
12: mygrid = k

Algorithm 3 Diagonalization procedure using SCALAPACK solvers
1: procedure ARRAY DESCRIPTORS(array_desc)
2: call DESCINIT I Create descriptors

3: call DGEBS2D I Broadcast send descriptors within the grid

4: call DGEBR2D I Broadcast receive descriptors from

local_master

5: procedure SEND FOCK MATRIX(send_array)
6: call IGEBS2D I Broadcast send the dimension of Fock matrix

7: call IGEBR2D I Broadcast receive the dimension from

local_master
8: call DGEBS2D I Broadcast send Fock matrix within the grid

9: call DGEBR2D I Broadcast receive Fock matrix from

local_master

10:
11: procedure SET LOCAL VALUES(set_array)
12: call PDELSET I Find local part of the matrix that correspond

13:
14: procedure DIAGONALIZATION(SCALAPACK)
15: call PDSYEV* I Perform diagonalization with SCALAPACK solver

16:
17: procedure GATHER(gather_array)
18: call NUMROC I Find local number of rows and columns

19: call INDXL2G I Find global indices

20: call DGSUM2D I Perform sum operation, similar to

MPI_Allreduce
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compiler works fine. If the Intel compiler is desired, the intel flag can be used

instead of gnu.

An integrated LAPACK library can be utilized since it is already compiled and

linked to sander in AmberTools. However, if the Fock matrix that is going to be

diagonalized is large, the scaling of the diagonalization may not be as good as in

small problems with the internal LAPACK solvers. Thus, one can give -mkl as a

flag in order to use the eigenvalue solvers provided by the Intel Math Kernel Library

(MKL). In this case, linking to the Intel MKL can be performed with additional flags.

The advantage of using the Intel MKL is that the eigenvalue solvers are threaded

and functions are thread-safe (safe execution by multiple threads). If the program

execution environment has a shared memory architecture, using threaded eigenvalue

solvers can improve efficiency. In order to use threaded versions of the solvers,

-mkl=parallel should be depicted as a flag. The number of threads that are

desired to be used during execution can be defined by the OMP_NUM_THREADS or

MKL_NUM_THREADS environment variables.

3.4.2.3 Preliminary study for profiling

In order to get more accurate results from the profiling studies, the best combination

of methodological options for SEBOMD simulation should be identified since elapsed

time depends on these options. To identify time consuming parts of the simulations

by means of percentages, four different methodological options are used (method,

diagonalization, PBC, and longrange interaction, see Table 3.3). Sixteen different

SEBOMD simulations of 216 water molecules are performed using either standard

closed shell algorithm or D&C algorithm. Execution times by SCF, gradient

calculation and other routines per simulation with increasing number of steps (1 to

10) are depicted in Figure 3.45.

Results obtained with standard closed shell algorithm indicates that the execution time

by SCF routines are below than 50% when pseudo diagonalization (f0) is used (Figure

3.45a) and performing gas (n0) or condensed phase simulations (n1) does not have

a significant effect unless full diagonalization (f1) is performed. Additionally, the

fraction of execution times of these routines get lower when long-range interactions

are added by polarizing the wave functions using Mulliken charges (quantum Ewald
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summation, lr2). SCF routines becomes the most dominant part of the simulations by

means of consumed time when full diagonalization (f1) is performed with condensed

phase (n1) and without long-range interactions (lr0).

In case of SEBOMD simulations using D&C algorithm, SCF routines consumes less

than 50% with pseudo-diagonalization (f0) at gas phase (n0) and without long-range

interactions (lr0) (Figure 3.45b). Performing simulations at condensed phase (n1)

increases the percentage of consumed times of SCF routines in both diagonalization

schemes (f0 and f1). Inclusion of long-range interactions with quantum Ewald

summation (lr2) lowers the consumed times of the SCF routines by means of

percentages as in standard closed shell algorithm. It was observed that, similarly

to standard closed shell algorithm, SCF routines are the most dominant part of the

simulations by means of consumed time when full diagonalization (f1) is performed

with condensed phase (n1) and without long-range interactions (lr0).

As a summary, results obtained with preliminary profiling studies indicates that the

SCF routines are the most dominant part of the SEBOMD simulations, using either

standard closed shell algorithm or D&C algorithm, when full-diagonalization (f1)

procedure applied in condensed phase (n1) without long-range interactions (lr0). In

order to observe the effect of implemented eigenvalue solvers and used libraries

more accurately, all of the profiling studies from herein are performed with these

methodological options.

The critical point in profiling studies is that the number of calls to the subroutines

in standard closed shell (SCS) and D&C algorithms are different from each other.

Additionally, the number of calls to the subroutines alter with the size of the system.

Therefore, the number of calls to some special subroutines are investigated for the

smallest and the biggest system of water molecules (64 and 216) using both the SCS

and D&C algorithms. The simulations are performed with 10 number of simulation

steps at condensed phase (n1), using full diagonalization (f1) and disregarding the long

range interactions (lr0). The obtained results are depicted in Figure 3.46, where doscf

is interrelated with the number of steps in the simulation, mosub is correlated with the

number of SCF iterations, and diag is associated with the number of diagonalization.

Since the number of simulation steps are same, the number of calls to the doscf

routine which computes the Fock matrix is same for all systems and algorithms. In
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(a)

(b)

Figure 3.45 : Execution times of the SCF routine, other routines and gradient routine
as the percentage of the total SEBOMD simulation time with a.

Standard Closed Shell algorithm (m0). and b. D&C algorithm (m2).
The percentages are colored versus the cumulative number of

simulation steps. SCF (bottom) and gradient routines (top) are depicted
with dense colors while the other routines are depicted with light colors.

case of 64 water molecules, the mosub subroutine is called for 141 and 168 times

to perform SCF iterations when, respectively, SCS algorithm and D&C algorithm is

used. When the system of 216 water molecules is simulated, the same subroutine is

called for 152 and 193 times using SCS algorithm and D&C algorithm respectively. In

simulations of 64 water molecules, the default subroutine to perform diagonalizationin

sebomd module (diag) is called for 141 times with SCS algorithm while it is called

for 10816 times with D&C algorithm. The obtained number of calls for diag is
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increased to 152 and 41904 using SCS algorithm and D&C algorithm respectively in

simulations of 216 water molecule.

In order to built the whole density matrix, SCS algorithm uses the denful subroutine,

while D&C algorithm uses the subroutine densub. The denful subroutine is called

for 141 and 152 times in the simulations of 64 and 216 water molecules. In simulations

using D&C algorithm, densub subroutine is called for 10752 and 41688 times with

64 and 216 water molecules respectively.

It is found that, even though the number of SCF iterations (mosub) is almost similar

for the SCS algorithm and the D&C algorithm, the number of diagonalizations

increases drastically when D&C (see Figure 3.46, diag, blue boxes) is used instead

of SCS algorithm (see Figure 3.46, diag, red boxes). When the size of the system

is taken into account, it is observed that the number of diagonalizations (diag) is

almost similar for the smallest and the largest systems with SCS algorithm. However,

a drastic increase is seen in the number of diagonalizations (diag) with the increase of

the system size when D&C is applied. Additionally, the number of calls to the denful

is related to the number of diagonalizations and the size of the system does not have

a significant effect on it. However, the number of calls to the densub subroutine is

effected severely with the size of the system. These results indicates that the profiling

studies may be affected significantly with the number of calls which is related to the

size of the system and the algorithm that is used (SCS or D&C). Since the number of

calls may lead to less reliable results, one should consider the consumed time in one

SCF iteration and also the effect of the system size. Therefore, the consumed time

per diagonalization step (one SCF iteration) is computed in the profiling studies of the

implemented eigenvalue solvers. In case of the simulations using D&C algorithm, the

consumed time per diagonalization step indicates the total time that is required for the

diagonalization of all submatrices that belong to the subsystems.

3.4.2.4 Performance with LAPACK

The most time consuming part of the SEBOMD simulations (when long-range

interactions are not calculated with a quantum Ewald summation) is the SCF

procedure in which the Fock matrix is diagonalized. Diagonalization procedure in

each SCF iteration is performed with a driver routine named diag (as diagp if
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Figure 3.46 : A representation of the call scheme and number of calls in SEBOMD
simulations. The number of calls for 64 and 216 water molecules are

obtained with the condesed phase (n1) simulations, using full
diagonalization (f1) and disregarding the long range interactions (lr0).

The results obtained using D&C algorithm are indicated with blue
boxes, and the results obtained using SCS algorithm are shown with red
boxes. The densub subroutine is called only when D&C algorithm is

used and denful subroutine is called only when SCS algorithm is
used.

pseudo-diagonalization is chosen) that uses a QR iteration algorithm. In addition to

this solver, seven different eigenvalue solvers from LAPACK library (see Table 3.4) are

implemented to improve the efficiency of SEBOMD simulations. The accuracies of the

implemented solvers are investigated by means of the conservation of the total energy

along 500 steps of SEBOMD simulations of 64 water molecules in gas phase (n0)

using a standard closed shell algorithm (m0). The deviations of the total energy from

the average energies along the simulations that are performed with different eigenvalue

solvers are depicted in Figure 3.47. It is observed that the deviation in total energy does

not exceed 2.5 kcal/mol in all cases, indicating that all solvers computes the correct

eigenvalue and eigenvector pairs.
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Figure 3.47 : Conservaion of total energy (Etot) in terms of deviation from average
energy along 500 steps of SEBOMD simulation of 64 water molecules

with standard closed shell algorithm using implemented eigenvalue
solvers.

Since eigenvalue solvers ensures the correct eigenvalue and eigenvector pairs, profiling

studies are performed using three different boxes of water molecules (64, 128 and

216). SEBOMD simulations are performed with full-diagonalization in condensed

phase without long-range interactions. In order to observe the effect of different

libraries from different vendors, Amber internal LAPACK libraries (compiled with

gnu) or LAPACK libraries that are implemented in the Intel MKL are used. The

consumed time per diagonalization step for each eigenvalue solver are calculated using

the internal timer of sander.

The results obtained using the standard closed shell algorithm is depicted in Figure

3.48. It is observed that when the Amber internal LAPACK libraries are used, the
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default diagonalization routine diag is the fastest solver while the slowest one is

dsyev. However, when Intel MKL is used, the diag solver becomes the slowest

routine. Additionally, consumed time per diagonalization step for every solver is also

reduced by using Intel compilers and MKL. The results indicates that the internal

LAPACK library of Amber is not optimized enough to obtain high performance. It

is found that, the fastest combination to diagonalize Fock matrix with standard closed

shell algorithm is to use the dsyevr solver implemented in the Intel MKL and to

compile the SEBOMD code with the Intel compiler.

Figure 3.48 : Execution times of eigenvalue solvers in one SCF iteration performed
in SEBOMD simulations of different sizes of systems using the

standard closed shell algorithm. Each eigenvalue solver is represented
with different color. Execution times are calculated for both the

integrated LAPACK library (left) and the Intel MKL (right). The Gnu
compiler is used to compile the SEBOMD code in the case of the

integrated LAPACK library while the Intel compiler is used instead of
the Gnu one in the case of the Intel MKL.

The diagonalization step is also profiled when the D&C algorithm is used and the

results are depicted in Figure 3.49. It was observed that, if the Amber internal

LAPACK library is used, the diag routine is still the fastest solver to diagonalize

the Fock matrix. Similarly to the standard closed shell algorithm, the required time per

diagonalization is reduced with the Intel MKL and the fastest solver is then dsyevr.

The results indicates that the D&C algorithm compiled with the Intel MKL has better

performance with large system size than with the Amber integrated LAPACK library.
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In the SEBOMD simulations, the standard closed shell algorithm leads to better

performance when the size of the system is small, however, the D&C algorithm

provide better performance when the system size is large. This indicates that the

performances of these two algorithms intersect at a point, namely the crossover point,

when the performances are same with the same problem size. If the problem size

exceeds this point, using the D&C algorithm instead of the standard closed shell

algorithm would provide better performance. In case of the integrated LAPACK library

(compiled with ’gnu’ flag), the crossover point is found to be smaller than 216 water

molecules. However, the crossover point is located beyond 216 water molecules when

the Intel MKL is used. Additionally, the Intel MKL would allow larger systems to

be diagonalized in lesser time with the D&C algorithm relatively to the integrated

LAPACK library.

Figure 3.49 : Execution times of eigenvalue solvers for one SCF iteration performed
in SEBOMD simulations of different sizes of systems using the D&C
algorithm. Each eigenvalue solver is represented by different color.

Execution times are calculated for both the integrated LAPACK library
(left) and the Intel MKL (right). The Gnu compiler is used to compile

the SEBOMD code in the case of the integrated LAPACK library while
the Intel compiler is used instead of the Gnu one in the case of the Intel

MKL.

Profiling studies with different compilers and libraries, which pointed out the effect

of external control on performance, led us to construct an algorithm to automatically

choose the fastest eigenvalue solver (see Algorithm 1). This algorithm is implemented

in the SEBOMD code and can be called with a diagonalization routine option. When
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a user give diag_routine=0 as an input, the automatic eigenvalue selection is

called and for the first eight SCF iterations all eigenvalue solvers that are implemented

are scanned. After the first eight SCF iterations, the fastest solver is selected for

further computations. The automatic solver selection is investigated with 1 step of

SEBOMD simulation of 216 water molecules using standard closed shell algorithm

and result is depicted in Figure 3.50. In the first SCF iteration the diag solver is

used to diagonalize Fock matrix. In the following seven iterations dsyev, dsyevd,

dsyevr, dsyevx,dspev, dspevd, and dspevx are called respectively. After

the last eigenvalue solver is used (eight iteration) to diagonalize the Fock matrix, the

fastest routine, dsyevr, is choosen and the following iterations are performed with

this solver.

Figure 3.50 : The execution time of the eigenvalue solvers per SCF iteration with the
automatic eigenvalue solver selection option. In the scanning section

(first eight iterations), different solvers are used for each iteration. The
different eigenvalue solvers are represented by different colors of points

and the fastest solver (dsyevr) is depicted with an arrow.

3.4.2.5 Performance with SCALAPACK

In order to improve the scalability of SEBOMD simulations on parallel computers,

the eigenvalue solvers that are in SCALAPACK (pdsyev, pdsyevd,pdsyevr, and

pdsyevx) are implemented in the SEBOMD code. These SCALAPACK routines
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uses the same computation algorithms as in their LAPACK versions. In order to call

these solvers, a linear algebra oriented message passing interface is established using

BLACS routines. Implementation of the BLACS and SCALAPACK driver routines

and of the calling procedures can be found in Algorithm 2 and Algorithm 3.

Previous versions of Amber would allow only serial execution of SEBOMD

simulations using standard closed shell algorithm. The implementation of

SCALAPACK solvers allows this algorithm to be run on multi-cores. However, when

standard closed shell algorithm is used to run SEBOMD simulations on multi-cores,

there could be only one local_master. Since there is only one local_master,

all of the computations of SE part of the simulation are performed on single processor

except the diagonalization procedure. In order to profile SCALAPACK routines,

SEBOMD simulations of 216 water molecules are performed using this algorithm.

The results that are obtained with SCALAPACK solvers are depicted in Figure

3.51. It was observed that the most scalable solver is pdsyevx. However, using

SCALAPACK solvers with the standard closed shell algorithm does not provide high

parallel efficiency (E(NPROCS)) which is described as;

E(NPROCS) =
Timeserial

TimeNPROCS×NPROCS
(3.4)

where Timeserial is the execution time with 1 processor, NPROCS is the number of

processors, and TimeNPROCS is the execution time with NPROCS processors. The

most efficient performance with standard closed shell algorithm can be obtained with

pdsyevx on 2 cores (see Figure 3.51, E(2) = 570.50s
2×(413.17s) = 0.69). When a larger

number of processors is used, the parallel efficiency is computed below 0.5 for all

eigenvalue solvers.

In the case of the D&C algorithm, the number of local_masters can be defined

by the variable nthread, which is the total number of cores in a BLACS grid

(see Algorithm 2). For instance, if nthread=2 and the total number of processors

(NPROCS) is equal to 8, there would be four local_master which are located

on four BLACS grid (see Figure 3.44b). Results obtained using the D&C algorithm

with a 6Å buffer and 216 water molecules are depicted in Figure 3.52. It is observed

that the elapsed times obtained with SCALAPACK solvers are always larger than their

LAPACK versions. Additionally, the elapsed times increase in most cases with the

number of cores (i.e. pdsyevd in Figure 3.52a and Figure 3.52b). This indicates that
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Figure 3.51 : Elapsed times obtained with SEBOMD simulations with standard
closed shell algorithm using different eigenvalue solvers from

SCALAPACK. Different number of processors are represented with
different colors. Elapsed time obtained with the serial simulation using

dsyev in Amber15 is shown with dashed line.

the computation of small Fock matrices requires very short time relative to the required

time for communication within the grid. Increasing the number of local_masters

decreased the elapsed times (Figure 3.52b), yet LAPACK versions of the solvers are

still faster than the SCALAPACK versions. Results that are obtained points out that

using a small buffer region and performing diagonalization with SCALAPACK solvers

would not improve the performance of the D&C algorithm on parallel machines, since

the Fock matrices are not large enough. Thus, a larger buffer region is chosen to

increase the size of Fock matrices and to observe the effect of the size.

The larger buffer is chosen as 8Å, and the results that are obtained are given in

Figure 3.53. The problem of the increment of elapsed times with the increment

of cores is mainly solved by using large Fock matrices until eight cores with one

local_master (Figure 3.53a). When eight cores are used, elapsed time increases

except in pdsyevx. However, with two local_master, the increment of elapsed

126



(a)

(b)

Figure 3.52 : Elapsed times obtained from SEBOMD simulations of 216 water
molecules using the D&C algorithm with a. buffer=6Å on 1

local_master. b. buffer=6Å on 2 local_masters. Eigenvalue
solvers are depicted with "?" as first letter to indicate both LAPACK

and SCALAPACK versions. In SCALAPACK versions of the solvers,
"?" indicates "p". Reference elapsed time obtained with the dsyev

solver in Amber15 is shown with dashed line while elapsed times with
LAPACK versions of the solvers are shown with black columns.

Number of used processors with SCALAPACK routines are depicted
with red (1 processor), blue (2 processor), green (4 processors), and

yellow (8 processors) columns.

times is stopped (except with dsyevr). The main cause of different patterns obtained

with different number of local_masters is due to the required communication
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time. Since the larger local_master number decreases the size of the grid (with

the same number of cores and relative to less local_master), communication time

would become lesser. Furtermore, the number of subproblems per master will decrease

with larger local_master number.

Results point out that there is a critical balance between the size of Fock matrices, the

number of subproblems (subsystems in SEBOMD) per local_master, and the size

of the grids. It was observed that the most scalable solver is pdsyevx. However,

LAPACK versions of the solvers are found to require less time than SCALAPACK

solvers in all cases. Thus, using LAPACK solvers instead of SCALAPACK versions,

would result in more efficient SEBOMD simulations.

3.4.2.6 Performance with Intel MKL threading

The SCALAPACK solvers could not improve the efficiency of SEBOMD simulations

and using Gnu compilers with integrated LAPACK libraries cannot provide good

performance. SEBOMD simulations can have best performance when Intel compilers

and LAPACK solvers integrated in Intel MKL are used. The advantage of using the

Intel MKL is that one can use threads which are thread-safe. Thus, threaded versions

of LAPACK solvers have been investigated.

The first system in question was the simulation box containing 216 water molecules.

In order to profile the threaded solvers, simulations are performed with the D&C

algorithm using only one processor. This would allow to observe if using threaded

versions of LAPACK solvers can improve performance. Results obtained using

different number of threads are depicted in Figure 3.54. Elapsed times obtained with

LAPACK solvers that do not use the threaded versions, and the reference elapsed

time obtained with the dsyev solver that is implemented in Amber15 is also taken

into consideration to inspect if the use of threads can improve performance of the

current SEBOMD version. It was observed that, for all eigenvalue solvers, one can

perform simulations that requires less elapsed times using threads. In case of solvers

dsyev, dsyevx, dspev and dspevx, threaded versions requires more time if only

1 thread is used. However, performance can be improved with the increase in the

number of threads. In case of dsyevx, simulation ends with less elapsed time if

threads are more than 2, while dspev and dspevx requires more than 4 threads
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(b)

Figure 3.53 : Elapsed times obtained from SEBOMD simulations of 216 water
molecules using the D&C algorithm with a. buffer=8Å on 1

local_master. b. buffer=8Å on 2 local_masters. Eigenvalue
solvers are depicted with "?" as first letter to indicate both LAPACK

and SCALAPACK versions. In SCALAPACK versions of the solvers,
"?" indicates "p". Reference elapsed time obtained with the dsyev

solver in Amber15 is shown with dashed line while elapsed times with
LAPACK versions of the solvers are shown with black columns.

Number of used processors with SCALAPACK routines are depicted
with red (1 processor), blue (2 processor), green (4 processors), and

yellow (8 processors) columns.

to be faster than unthreaded versions. The threaded versions of dsyevd, dsyevr

and dspevr are found to provide better performance than their unthreaded versions.
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The best performance obtained with eigenvalue solver dsyevd, which provides about

35% gain even with 2 threads. Since the best performance is obtained with eigenvalue

solver dsyevd, further profiling studies with threaded versions are performed with

this solver.

Figure 3.54 : Elapsed times obtained with 10 steps of SEBOMD simulations of 216
water molecules with buff=8Å and using implemented solvers with
Intel MKL and threads. Reference elapsed time obtained with the
dsyev solver in Amber15 is shown with dashed line while elapsed
times without threading are shown with black columns. Number of

threads that are used are represented with red (1 thread), blue (2
threads), green (4 threads), and yellow (8 threads) columns.

Simulations performed with 216 water molecules provide information on how to

improve efficiency with LAPACK solvers. However, it is crucial to observe if

efficiency of SEBOMD simulations can be improved with larger systems, such as

a solvated box containing a small protein. Therefore, SEBOMD simulations with a

simulation box that contains a small protein having 20 residues (TrpCage, 284 atom)

and 730 water molecules are performed with the threaded version of the dsyevd

eigenvalue solver. In all of the computations, D&C algorithm is used with buffer=8Å.

Simulations are performed using different number of nodes where each node consists
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of 16 cores. Results obtained with the use of dsyevd on different number of nodes

using 1 and 2 threads are depicted in Figure 3.55. Elapsed times are investigated

in conjunction with the total number of cores (Total number of cores = Number of

MPI tasks * Number of threads). It is observed that the performances obtained using

1 thread are mostly better than the performances of the simulations using 2 threads.

However, the elapsed times of the simulations using different number of threads

become similar to each other with the increment of the total number of cores. When

64 cores are used in total, elapsed times obtained with 1 and 2 threads on 4 nodes

becomes almost similar (i.e. 64 MPI tasks * 1 thread vs 32 MPI tasks

* 2 threads). In case of 128 cores, using 2 threads instead of 1 thread provided

better performance. Thus, if the total number of cores is larger than 64 cores, using at

least 2 threads with dsyevd in simulations of large systems would require less time,

and provide higher efficiency than using 1 thread or non-threaded version on the same

number of cores.

Figure 3.55 : Elapses times obtained with 10 steps of SEBOMD simulations of
solvated box with protein using buff=8Å and threaded the dsyevd

solver in Intel MKL. Elapsed times using 1 thread are represented with
solid columns, while 2 threads are represented with pattern filled

columns. Different number of nodes are represented with red (1 node),
blue (2 nodes), green (4 nodes), and yellow (8 nodes) columns.
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3.4.3 Concluding remarks

The diagonalization of the Fock matrix in the semiempirical part of SEBOMD

simulations is time consuming and the current version of SEBOMD cannot scale well

on parallel computers. In order to improve performance of the SEBOMD approach,

new eigenvalue solvers from LAPACK & SCALAPACK have been implemented and

evaluated.

Preliminary profiling studies have pointed out that if full-diagonalization is applied in

condensed phase systems without long-range interactions, SCF routines becomes the

dominating part in SEBOMD by means of elapsed time. Thus, the implemented solvers

have been profiled using these methodological options in order to observe performance

that is mostly dependent on the SCF part.

Seven different LAPACK eigenvalue solvers have been implemented in total and

deviation of the total energy from the average energy indicated that all solvers found

the correct eigenpairs and could be used for molecular dynamics simulations. Profiling

studies using increasing sizes of systems (from 64 to 216 water molecules) have been

performed using either Gnu or Intel compilers to assess the effect of external control

on the performance. The time per diagonalization procedure has been computed

with the internal timer of sander. It was observed that the Gnu compiler with

the integrated LAPACK solvers did not provide high performance both for standard

closed shell and D&C algorithms. Moreover, the default solver in SEBOMD (the

diag routine) was still the fastest diagonalizer with these options, and only solver

dsyevr could provide similar performance to the diag routine. However, the

performance increased when the Intel MKL was used with the Intel compiler. When

a standard closed shell algorithm was applied, all of the implemented solvers were

faster than the diag routine compiled with the Intel MKL option. In the case of

the D&C algorithm, the default solver was found to be faster than the solvers that

uses packed storage (dspev, dspevd, and dspevx). For both the standard closed

shell and the D&C algorithms, the solver dsyevr exhibited higher performance

than both newly implemented solvers and the diag routine. The obtained results

pointed out that the performance of the diagonalization procedure was substantially
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affected by external control. Thus, to ensure the selection of the fastest diagonalizer,

an automatic eigenvalue solver selection module has been implemented. When this

module was called, each diagonalizer was tested respectively during a scanning period

(the first eight SCF iterations) and the fastest solver was chosen and used for further

computations.

In order to improve efficiency of SEBOMD on parallel computers, solvers from

SCALAPACK have also been implemented in addition to the LAPACK solvers. These

solvers mainly uses similar algorithms to compute eigenpairs as in their respective

LAPACK versions. Implementation of the SCALAPACK solvers allowed us to use

standard closed shell algorithm in SEBOMD simulations, for the first time, on parallel

machines. It was observed that SCALAPACK solvers did not scale well and the best

efficiency among SCAPACK solvers could be obtained with pdsyevx on 2 cores.

Simulations with the D&C algorithm pointed out that, SCALAPACK solvers did not

provide higher efficiency as in standard closed shell algorithm. In fact, the D&C

algorithm had worse performance than the standard closed shell algorithm when there

was only one local_master. Additionally, the use of different sizes of buffers

showed that the performance strictly depended on the size of the Fock matrix. Since

the sizes of Fock matrices in the D&C algorithm are not large enough, one cannot

obtain higher efficiency with SCALAPACK solvers than with the LAPACK solvers.

The higher performance of LAPACK solvers vs. their SCALAPACK versions led

us to question if performance can be improved using the threaded versions of the

diagonalizers. In order to investigate the efficiency with threaded eigenvalue solvers,

preliminary simulations of the box of 216 water molecules has been performed using

the D&C algorithm on 1 core with different number of threads. It was observed

that one can improve the performance of diagonalization procedure with the use of

threads, especially with the dsyevd solver. Using preliminary studies as a reference,

simulations with a box containing a small protein (TrpCage, 20 residues, 284 atoms)

and 730 water molecules have been performed with the D&C algorithm. Simulations

have been performed with different number of total cores on different number of

nodes using different number of threads. Elapsed times were compared by means

of total number of cores. Results pointed out that, when the total number of cores

were not large enough, using only 1 thread provided better performance. However,
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performances of simulations with 1 and 2 threads became similar with the increase in

total number of cores. When total number of processors that were used reached 128

cores, simulations required less time with more than 1 thread.

3.5 SEBOMD Simulations on C-N bond breaking reactions involving PLP

complexes

The use of small representative models provided some clues regarding the reactions

occurring within GABA-AT [3, 33, 34, 232], while large models [214] and QM/MM

calculations [233–236] provided information on the effect of the surrounding residues

on the reactivity of PLP dependent enzymes. The effect of the explicit solvation on the

stabilities of GABA conformers have been studied at QM level [19], and the stabilities

of GABA analogues have been addressed with QM/MM calculations [237].

In addition to the various QM and QM/MM calculations, SEBOMD simulations can

also be performed to investigate chemical reactions involving PLP complexes since the

approach uses a NDDO Hamiltonian as a reactive force field. SEBOMD methodology

have been successfully applied to molecules in condensed phase, including liquid water

and N-methyl acetamide in water [157,159]. However, chemical transformations such

as bond forming/breaking have not been investigated yet. The newly implemented

eigenvalue solvers in SEBOMD now enables the simulations of thousands of atoms,

but simulations of larger proteins still cannot be performed due to the computational

demand. Instead, model structures and explicit water molecules can be included within

the samples.

In order to investigate chemical transformations with SEBOMD simulations, four

different C-N bond formation/breaking reactions are studied using umbrella sampling.

The reversible reactions are involved in the proposed inactivation mechanisms of

GABA-AT with γ-vinyl-GABA [46] and have been studied theoretically [34]. The two

dimensional representation of the investigated reactions are depicted in Figure 3.56.

The first reaction in question involves the nucleophilic attack of the N atom of

γ-vinyl-GABA to the C atom of PLP-methylamine complex (Figure 3.56a). This

reaction is the first step of the proposed external aldimine formation between

γ-vinyl-GABA and PLP. The second reaction is the C-N bond breaking within the
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γ-vinyl-GABA-PLP-methylamine complex (Figure 3.56b). This reaction ends up with

a γ-vinyl-GABA-PLP complex where the methylamine is the leaving group. The third

reaction is the first step of the proposed enamine pathyway which involves the attack

of methylamine on the PLP imine carbon (Figure 3.56c). The last reaction in question

also occurs in the proposed enamine pathway and involves the C-N bond breaking

which produces PLP-methylamine complex (Figure 3.56d). For simplicity, all of the

reversible reactions are modelled as bond breaking reactions, meaning that the products

are the separated molecules.

(a) (b)

(c) (d)
Figure 3.56 : Two dimensional representations of the reactions that are chosen for

SEBOMD simulations. (a) First step of external aldimine formation.
(b) The C-N bond breaking within the

γ-vinyl-GABA-PLP-methylamine complex. (c) The attack of
methylamine on the PLP imine carbon. (d) The formation of

PLP-methylamine complex within the proposed Enamine pathway. The
reactants are denoted with superscript R, the separated products are

denoted with superscript S, and the modelled bond breaking reactions
are depicted with red arrows.
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3.5.1 Computational details

3.5.1.1 QM calculations

Prior to the SEBOMD simulations, the reactions are modelled with the QM

calculations. All of the QM calculations were performed with the Gaussian’09(G09)

program package [126] and the solvation effect of water was considered using the

integral equation formalism variant of the polarizable continuum model (IEFPCM)

[123, 124, 163, 164]. Both geometry optimizations and frequency calculations in the

water environment were performed with the B3LYP [97, 98, 100, 105, 106] method

using the 6-31+G(d,p) basis set. Semiempirical AM1 [77], PDDG [86], and PM3 [79]

Hamiltonians were also considered. Intrinsic Reaction Coordinate (IRC) calculations

were performed for further characterization of the transition states.

3.5.1.2 QM/MM calculations

The samples were prepared using the optimized geometries of the reactants that were

obtained with the QM calculations. The molecules have been prepared using the

Antechamber program [141] of AMBER 14 [238]. The samples were solvated with

explicit TIP3P water molecules [193]. The simulation boxes were cubic, of edge length

37.252Å, had an initial density of 1.0, and contained about 1700 water molecules. The

QM region includes all solute atoms (44 atoms in all samples), and the MM region

corresponds to the water molecules.

Periodic boundary conditions were imposed on the systems. The Particle Mesh Ewald

summation technique was used with the default 8Å cutoff [153]. Simulations were

performed with the use of PM3 [79], and AM1/d [84, 85] Hamiltonians to describe

the solute. The equilibrations of the samples were performed in a two stage process.

First, after a short 1000 step minimization with a harmonic restraint of 50 kcal/mol/Å2

on all non-hydrogen atoms, a 5ps molecular dynamics was performed using isotropic

position scaling at 10K. Positional restraints were not applied during the simulations.

A time step of 0.5fs was used by the implementation of the SHAKE algorithm for

the bonds involving hydrogens [147] within the MM region. Second, the thermostat

temperature was linearly increased from 10K to 300K during a 10ps simulation using
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the Andersen temperature coupling [154]. Production simulations were performed at

300K in the NPT ensemble using the Andersen temperature coupling [154] and a 8Å

cutoff distance was used for the QM region. The umbrella sampling protocol was

applied to simulate the C-N bond breaking reactions. The C-N distance was increased

from 1.4Å to 5.0Å by a step of 0.5Å. For each window, 15ps of simulation were

performed which led to a total simulation time of 1095ps for each reaction. Extraction

of the potential of mean force (PMF) was performed with the use of the weighted

histogram analysis method (WHAM) [239].

3.5.1.3 SEBOMD simulations

The samples were solvated with explicit TIP3P water molecules [193]. The simulation

boxes were cubic, of edge length 19.711Å, had an initial density of 1.0, and contained

about 234 water molecules. Periodic boundary conditions were imposed on the

systems. The Particle Mesh Ewald summation technique was used with a 6Å cutoff

[153]. All of the simulations were performed at 300K using the Andersen temperature

coupling [154]. The PM3 Hamiltonian [79] was used with the PIF3 modification [94].

Longrange interactions were added by polarizing the wave functions using Mulliken

charges (quantum Ewald summation), and the D&C algorithm was used. The extent

of the first buffer region from the core was fixed at 6Å. The equilibration of the

samples were performed at constant volume using different λ values which enabled the

computation of a mixed energy value between SEBOMD and full MM computations

according to;

Epot = λESEBOMD +(1−λ )EMM (3.5)

The λ value was increased from 0.0 to 1.0 by steps of 0.1 corresponding to 11

different 1ps SEBOMD simulations. Production simulations were performed in the

NPT ensemble using isotropic position scaling, and the pressure was controlled with

a Monte Carlo barostat. Umbrella sampling protocol was applied to simulate the C-N

bond breaking reactions. The C-N distance was increased from 1.4Å to 5.0Å by steps

of 0.1Å. For each window, 15ps of simulation were performed, leading to a total

simulation time of 555ps for each reaction. Extraction of the PMF was performed

with the use of the WHAM [239].
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3.5.2 Results and Discussion

3.5.2.1 Preliminary study on bond breaking reactions

SEBOMD uses a QM semiempirical NDDO Hamiltonian (AM1, PM3, etc.) to perform

molecular dynamics [157]. In order to describe intermolecular interactions in water

and solute-solvent interaction correctly, SEBOMD simulations were performed using

the PM3 Hamiltonian [79] with the PIF3 modification [94]. However, it is important

to investigate the effect of different computational approaches and Hamiltonians on

the reactions to prospect the possible alterations on the potential energy surfaces.

Therefore, the reactions were modelled by QM calculations using implicit water as

solvent, and QM/MM calculations were performed with explicit water molecules that

were located in the MM region. The C-N distances within the transition state centres,

the activation free energy barriers of the bond breaking reactions, and the relative free

energies of the separated products were benchmarked to study the variations on the

reaction coordinates.

The C-N distances in the transition states that have been computed with QM and

QM/MM calculations are given in Table 3.5. The transition states were located

with a single negative eigenvalue in the QM calculations while they were located

with a peak in the free energy computed by the WHAM in the case of QM/MM

calculations. The calculated C-N distances with different computational approaches

and Hamiltonians differ from each other up to 0.25Å. The QM calculations using

DFT and AM1 both yielded similar C-N distances for every reaction, while PDDG

(except for R01), and PM3 overestimated the same distance relative to DFT and

AM1 counterparts. The QM/MM calculations using AM1d yielded almost similar

C-N distances with the QM calculations using AM1. Additionally, the computed

C-N distances in QM/MM calculations using PM3 were almost similar with its QM

counterparts. We also tried to investigate the reactions using AM1 Hamiltonian with

QM/MM calculations. However, a proton transfer observed within the reactants during

the relaxation simulations for QM/MM calculations preventing the transition state

structure modelling.

138



Table 3.5 : The C−N distances (Å) in transition state structures.The superscript i
indicates the quantum mechanical calculations with implicit water. The

superscript e indicates the QM/MM calculations with explicit MM water
molecules.

DFTi PDDGi AM1i PM3i AM1de PM3e

R01 1.99 1.96 1.96 2.10 1.96 2.10

R02 1.90 2.04 1.98 2.15 2.01 2.12

R03 2.05 2.16 2.00 2.21 1.98 2.15

R04 1.96 2.06 1.96 2.15 1.94 2.10

The activation free energy barriers and the relative free energies of the separated

products computed with QM and QM/MM calculations are depicted in Table 3.6.

It was observed that the computed activation free energy barriers were mainly

overestimated in QM calculations with PM3 relative to both DFT, PDDG and AM1

except for R01. In addition to the QM calculations, PM3 Hamiltonian yielded

highest activation free energy barriers for all reactions in QM/MM calculations.

When the relative free energies of separated products were taken into account, it

was observed that the bond breaking reactions are mainly exothermic with QM

calculations. However, the use of a PM3 Hamiltonian yielded endothermic R03 and

R04. Furthermore, all of the reactions except R01 were also found to be endothermic

in the QM/MM calculations using PM3 Hamiltonian.

Overall, it was observed that the PM3 Hamiltonian yielded the largest C-N distances

for the bond breaking reactions in both QM and QM/MM calculations. The highest

activation free energy barriers were mainly computed with the PM3 Hamiltonian.

Additionally, the QM calculations with PM3 yielded endothermic R03 and R04, and

the QM/MM calculations with PM3 yielded endothermic R02, R03, and R04.

3.5.2.2 SEBOMD simulations

The SEBOMD simulations were performed on selected the C-N bond breaking

reactions (see Figure 3.56) using the PM3 [79] Hamiltonian with the PIF3 modification

[94]. In order to examine the SEBOMD capabilities in modelling reactions and in

computing reaction free energies, the variation of the C−N distances and the activation
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Table 3.6 : The activation free energy barriers (kcal/mol) of the located transition
states and the relative free energies of the separated molecules. The
reference structures for each reaction are the complexes in which the

solute molecules are covalently bound. The superscript s is used to denote
the total relative free energies of the separated molecules. The superscript
i indicates the quantum mechanical calculations with implicit water. The
superscript e indicates the QM/MM calculations with explicit MM water

molecules.

R01 R02 R03 R04

DFTi 4.9 −9.5s 0.3 −13.0s 7.8 −5.4s 3.4 −5.5s

PDDGi 1.9 −12.8s 4.0 −10.7s 10.9 −0.8s 5.8 −8.6s

AM1i 6.6 −10.0s 5.0 −11.9s 7.0 −10.5s 6.7 −10.5s

PM3i 6.0 −9.5s 9.0 −4.9s 15.3 3.2s 10.4 0.8s

AM1de 9.0 −9.3s 9.8 −4.6s 10.6 −4.5s 6.4 −14.9s

PM3e 12.6 −1.3s 14.6 3.3s 15.6 3.7s 15.4 1.2s

free energy barriers were investigated and compared to the QM and the QM/MM

calculations using the same Hamiltonian.

The calculated C−N distances and the activation free energy barriers are given in

Table 3.7. It is observed that, the C−N distances in transition state structures are very

similar to the QM and QM/MM calculations (PM3i, and PM3e respectively, see Table

3.5). The computed distances in the SEBOMD simulations differed by up to 0.04Å

from the PM3i and the PM3e calculations for all reactions.

Table 3.7 : The C−N distances (Å) in transition state structures and the calculated
activation free energy barriers (∆G‡, kcal/mol) in SEBOMD simulations

of C-N bond breaking reactions R01, R02, R03, and R04.

C-N distance ∆∆∆GGG‡

R01 2.10 16.6

R02 2.18 18.4

R03 2.19 18.9

R04 2.11 15.4

It is observed that the SEBOMD simulations overestimated the activation free energy

barriers about 3-10 kcal/mol relative to the QM counterparts (PM3i), and 0-4 kcal/mol
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relative to the QM/MM counterparts (PM3e). The activation free energy barrier for

R01 was overestimated by 10.6 kcal/mol relative to the PM3i calculations, and 4

kcal/mol relative to the PM3e calculations. The SEBOMD simulations overestimated

the barrier of R02 about 9 kcal/mol relative to the the PM3i calculations, and 4 kcal/mol

relative to the PM3e calculations. In case of R03, the barrier was overestimated about 3

kcal/mol relative to both of the PM3i and the PM3e calculations. The activation energy

barrier of R04 was overestimated by about 4 kcal/mol relative to the PM3i calculations,

and was similar to the PM3e calculations.

The reaction coordinates were also investigated by means of PMF. The results

are depicted in Figure 3.57. A complex formation was observed in the QM/MM

calculations of the the first reaction (R01) where the corresponding C-N distance

was about 2.90Å. However, SEBOMD simulations located a complex not only for

the first reaction (R01) but also for the second reaction (R02).The distance between

the corresponding C and N atoms in the complexes was computed about 2.9Å as

in the QM/MM calculations but for both of the reactions. The three dimensional

representations of some selected conformers of the complexes are depicted in Figure

3.58. In almost all of the complex conformers in R01, a water molecule was found to

donate hydrogen bonds to the carboxyl group oxygen atom of vigabatrin, and also to

the carbonyl oxygen of PLP (Figure 3.58a). In the case of R02, a water molecule that

donates a hydrogen bond to the carboxyl group oxygen atom of vigabatrin (Figure

3.58b) was found. It was observed that, the same oxygen atom of the carboxyl

group accepts another hydrogen bond from the imine nitrogen of the external aldimine

(formed by PLP and vigabatrin).

3.5.3 Concluding remarks

The SEBOMD simulations have been performed using umbrella sampling on four

different C-N bond breaking reactions that involve PLP complexes. The first example

of the SEBOMD simulations on chemical transformations provide general insights on

the capabilities of the SEBOMD methodology to follow reaction coordinates and to

provide relative free energy estimates.

In order to investigate the possible alterations on the potential energy surfaces,

different computational approaches and Hamiltonians have been used to model the
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(a)

(b)
Figure 3.57 : The PMF of C-N bond breaking reactions. (a)R01. (b)R02. (c)R03.

(d)R04. The results obtained with SEBOMD simulations are depicted
with red line, and the results obtained with QM/MM calculations are

depicted with green dashed line. The complex between the products is
depicted with a black arrow. Continued on next page.

reactions prior to the SEBOMD simulations. It was found that the PM3 Hamiltonian

overestimated the C−N distances in almost all of the located transition state structures

relative to the QM and the QM/MM counterparts. The activation free energy barriers

were also overestimated almost in all cases with the PM3 Hamiltonian. Additionally,

the PM3 Hamiltonian yielded endothermic reactions in both the QM (R03, and R04),

and the QM/MM (R02,R03, and R04) calculations.
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(c)

(d)
Figure 3.57 : – continued from previous page. The PMF of C-N bond breaking

reactions. (a)R01. (b)R02. (c)R03. (d)R04. The results obtained with
SEBOMD simulations are depicted with red line, and the results

obtained with QM/MM calculations are depicted with green dashed
line. The complex between the products is depicted with a black arrow.

The SEBOMD capabilities in chemical transformations were investigated with the

variation of the C − N distances and the relative free energies. It was observed

that the SEBOMD methodology was able to locate the transition state structures

with the same C−N distances that were obtained in QM and QM/MM calculations.

The activation free energy barriers were overestimated about 3-10 kcal/mol in the

SEBOMD simulations relative to the QM calculations using PM3 Hamiltonian. When
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the QM/MM calculations were taken into account, it was observed that the SEBOMD

overestimated the activation free energy barriers by less than 4 kcal/mol.

(a)

(b)
Figure 3.58 : Three dimensional representations of different conformers of

vigabatrin, PLP, and methylamine complexes that are located with the
SEBOMD simulations. a. Complex conformers that are formed

between vigabatrin and PLP-methylamine imine in R01. b. Complex
conformers that are formed between vigabatrin-PLP imine and

methylamine in R02.
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4. CONCLUSIONS

In this thesis, different approaches have been used to get a deeper understanding of the

mechanistic insights of the reactivity and the dynamics of the PLP dependent enzyme,

GABA-AT. Model structures have been used in quantum mechanical calculations to

understand the mechanistic insights of different isomers and the effect of the fluorine

in the inactivation of GABA-AT. Molecular dynamic simulations have been performed

to reveal the roles of the active site residues. The effect of the active site residues

on the reactivity has been studied with the use of quantum cluster models. Prior to

the SEBOMD applications, the performance of the methodology has been improved

with the implementation of new eigenvalue solvers. The first application of the

SEBOMD approach on chemical transformations has been studied using these newly

implemented routines. As a test case, C-N bond breaking reactions involving PLP

complexes have been investigated.

The mechanistic details of transimination and HF elimination reactions, were studied

computationally with different conformers of GABA and its fluorine-substituted

analogues. Since the fluorine-substituted mechanism-based substrate analogues are

widely used for the inactivation of PLP-dependent enzymes, our work provide

some clues regarding the effect of the fluorine atom and the binding preference of

GABA-AT with different isomers. The results indicated that the requirement of

high concentrations of fluorine substituted analogues to inhibit GABA-AT and the

poor efficiency of the (S)-3-F-GABA relative to (R)-3-F-GABA may stem from the

instability of the bioactive conformers. It was observed that the poor performance of

the (S)-3-F-GABA relative to (R)-3-F-GABA cannot be correlated to the energy profile

of the transimination. However, the last step of the HF elimination path was found to

be distinctive for the efficiency differences of the enantiomers.

In order to elucidate the ionization states and the roles of the active site residues

in GABA-AT, molecular dynamic simulations of apo, holo and vigabatrin bound

GABA-AT samples were studied. The presence of similar residues in many PLP
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dependent enzymes enabled us to provide some general aspects of the active site

residues of the same class of enzymes. The catalytic mechanism of PLP dependent

enzymes is usually divided into a first and a second half-reaction. The activity of PLP

dependent enzymes seems to be controlled by the amino acids present in the active

site for both half reactions. Especially, the His190-Asp298 diad that is found in many

PLP dependent enzymes generates an electric field which should greatly influence the

electronic properties of PLP. Therefore, any QM or QM/MM study on the reactivity

of any PLP dependent enzyme should at least include these two residues in the QM

region.

The results obtained from the molecular dynamic simulations enabled us to provide

some clues regarding the active site residues of the GABA-AT and their roles in

general. In order to understand the effect of these active site residues on the reactions

involving PLP, and to find an optimum model to mimic the active site, quantum

cluster models were used. It was found that the phosphate group of PLP should be

either represented as a methyl group or should be stabilized by neighbouring residues

through hydrogen bonds in the modelling studies to avoid inaccurate energy values.

The presence of a positively charged residue that can interact with the carboxylic

substrates may reduce the activation energy barriers. The inclusion of the Asp-His

diad, which exists in many PLP dependent enzymes, can enforce the Asp to stay

negatively charged. The presence of this diad can remarkably improve the mimicry

of the active site in the modelling studies of PLP dependent enzymes.

The increase of the computer power enabled the studies of large models using quantum

mechanical descriptors. However, the numerical solution of the Schrödinger equation

becomes increasingly expensive in terms of computational power when size increases.

As of today, only linear scaling approximate quantum chemical methods are capable

of combining both the necessary speed and accuracy to model large biomolecular

systems with reasonable CPU cost. SEBOMD uses the linear scaling D&C algorithm

which permits MD simulations of molecular systems containing several hundreds of

atoms. However, the D&C implementation is not the most efficient to run on very

large supercomputers due to the diagonalization process of the Fock matrix. In order

to improve performance of the SEBOMD approach, new eigenvalue solvers from

LAPACK & SCALAPACK have been implemented. Performance of the SEBOMD
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simulations has been improved by implemented LAPACK solvers. The efficiency

of the solvers strictly depended on the choice of the library and/or the compiler.

SCALAPACK solvers could not provide higher efficiency than LAPACK solvers since

the size of Fock matrix/matrices were not large enough. When a large number of

cores was used (more than 64 cores) in SEBOMD simulations of large systems,

using threads did lower the cost of the simulations. The automated selection of the

diagonalizer has been implemented only for the serial version. Similar automation

procedure can be implemented for the parallel computations by which the set of total

number of cores, total number of threads, and solver can be scanned and optimized.

As of today, a system that contains a small protein in water can be simulated with

a simulation speed of 1.31 ps/day with the diag routine and 1.46 ps/day with the

newly implemented dsyev solver on 128 cores. With the implementation of new

eigenvalue solvers, the same system can be simulated on the same number of cores with

a simulation speed of 1.59 ps/day with dsyevd. In order to overcome the bottleneck

of the diagonalization, D&C algorithm should be replaced by another algorithm, such

as the Density Matrix Minimization (DMM). DMM, in which the full density matrix

is constructed, combines an electronic density minimization scheme with the use of

parse matrix-matrix multiplies to achieve linear scaling.

Thanks to the improved performance of the SEBOMD simulations, we present the

first example of a chemical transformations studied through SEBOMD simulations.

It provides general insights on the capabilities of the SEBOMD approach. Four

different C-N bond breaking reactions that involve PLP complexes and 234 water

molecules were studied using umbrella sampling techniques. It was observed that

the SEBOMD simulations can be used to investigate chemical transformations. The

approach is able to locate transition state structures. Additionally, it yields similar

distances for the transition state center than what can be obtained with QM or QM/MM

calculations. The activation free energy barriers are overestimated relative to the QM

and the QM/MM calculations using the same Hamiltonian. This alteration in the

potential energy surfaces may stem by the differences between implicit or explicit

solvent modelling, and its description by means of QM or MM.
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APPENDIX A.1: Force Field
Modifications for Molecular Dynamics
Simulations

The AMBER files that have been used to prepare the samples with the tleap program,
part of the AMBER package.

Iron-Sulfur Cluster

FES.gaff

Thi s i s t h e a d d i t i o n a l / r e p l a c e m e n t p a r a m e t e r s e t f o r I r o n
MASS
FE 5 5 . 8
BOND
FE−SH 200 .0 2 . 3 5
FE−S 200 .0 2 . 3 5
ANGLE
SH−FE−SH 5 0 . 0 104 .5
S−FE−S 5 0 . 0 104 .5
S−FE−SH 5 0 . 0 104 .5
CT−SH−FE 5 0 . 0 104 .5
FE−S−FE 5 0 . 0 7 0 . 0
DIHE
FE−S−FE−S 1 0 . 0 0 . 0 0 .
FE−S−FE−SH 1 0 . 0 0 . 0 0 .
SH−FE−SH−CT 1 0 . 0 0 . 0 0 .
CT−SH−FE−S 1 0 . 0 0 . 0 0 .
CT−SH−FE−SH 1 0 . 0 0 . 0 0 .
NONBON

FE 2 .0000 0 .4417

FES.leapin

l oadamberpa rams FES . g a f f
s e t FES . 8 0 0 . S1 t y p e S
s e t FES . 8 0 0 . S2 t y p e S
s e t FES . 8 0 0 . FE1 t y p e FE
s e t FES . 8 0 0 . FE2 t y p e FE
s e t FES . 8 0 0 . S1 c h a r g e −0.45
s e t FES . 8 0 0 . S2 c h a r g e −0.45
s e t FES . 8 0 0 . FE1 c h a r g e 0 . 7
s e t FES . 8 0 0 . FE2 c h a r g e 0 . 7
bond FES . 8 0 0 . S1 FES . 8 0 0 . FE1
bond FES . 8 0 0 . S1 FES . 8 0 0 . FE2
bond FES . 8 0 0 . S2 FES . 8 0 0 . FE1
bond FES . 8 0 0 . S2 FES . 8 0 0 . FE2
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Cys Amino Acids (Bound to Iron-Sulfur Cluster)

CYM.leapin

CYM = loadpdb CYM. pdb
s e t CYM. 1 3 5 .N c h a r g e −0.46300
s e t CYM. 1 3 5 .HN c h a r g e 0 .25200
s e t CYM. 1 3 5 .CA c h a r g e 0 .03500
s e t CYM. 1 3 5 .HA c h a r g e 0 .04800
s e t CYM. 1 3 5 .CB c h a r g e −0.03300
s e t CYM. 1 3 5 . HB2 c h a r g e 0 .07900
s e t CYM. 1 3 5 . HB3 c h a r g e 0 .07900
s e t CYM. 1 3 5 . SG c h a r g e −0.23400
s e t CYM. 1 3 5 . C c h a r g e 0 .61600
s e t CYM. 1 3 5 .O c h a r g e −0.50400
s e t CYM head CYM. 1 3 5 .N
s e t CYM t a i l CYM. 1 3 5 . C
check CYM
s a v e o f f CYM s u b s t r a t . l i b

Lys329-PLP Complex (The N on the pyridine ring is protonated)

PLP-NH.gaff

Thi s i s t h e a d d i t i o n a l / r e p l a c e m e n t p a r a m e t e r s e t f o r I r o n
MASS
BOND
ANGLE
HA−CA−N2 5 0 . 0 120 .00
CA−CA−N2 7 0 . 0 120 .10 (CM−CA−N2 )
CA−CT−H1 5 0 . 0 109 .50 (CA−CT−HC)
CA−CT−OS 5 0 . 0 109 .50 (CT−CT−OS)
CA−C −O 8 0 . 0 125 .30 (CM−C −O)
C −CA−N2 7 0 . 0 120 .10 (CM−CA−N2 )
C −CA−CT 7 0 . 0 120 .00 (CA−CA−CT)
CA−N2−CA 7 0 . 0 120 .00 (CC−NA−CR)
CT−CA−N2 7 0 . 0 120 .00 (CT−CC−NA)
DIHE
NONBON

PLP-NH.leapin

l oadamberpa rams PLP . g a f f
PLP = loadpdb PLP . pdb
b o n d b y d i s t a n c e PLP
s e t PLP . 2 . N t y p e N
s e t PLP . 2 . H t y p e H
s e t PLP . 2 . C t y p e C
s e t PLP . 2 . O t y p e O
s e t PLP . 2 . CA t y p e CT
s e t PLP . 2 .HA t y p e H1
s e t PLP . 2 . CB t y p e CT
s e t PLP . 2 . HB2 t y p e HC
s e t PLP . 2 . HB3 t y p e HC
s e t PLP . 2 . CG t y p e CT
s e t PLP . 2 . HG2 t y p e HC
s e t PLP . 2 . HG3 t y p e HC
s e t PLP . 2 . CD t y p e CT
s e t PLP . 2 . HD2 t y p e HC
s e t PLP . 2 . HD3 t y p e HC
s e t PLP . 2 . CE t y p e CT
s e t PLP . 2 . HE2 t y p e H1
s e t PLP . 2 . HE3 t y p e H1
s e t PLP . 2 . NZ t y p e N2
s e t PLP . 2 . HZ1 t y p e H
s e t PLP . 2 . C4A t y p e CA
s e t PLP . 2 . H4A t y p e HA
s e t PLP . 2 . C4 t y p e CA
s e t PLP . 2 . C3 t y p e C
s e t PLP . 2 . O3 t y p e O
s e t PLP . 2 . C2 t y p e CA
s e t PLP . 2 . C2A t y p e CT
s e t PLP . 2 . H2A1 t y p e HC
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s e t PLP . 2 . H2A2 t y p e HC
s e t PLP . 2 . H2A3 t y p e HC
s e t PLP . 2 . N1 t y p e N2
s e t PLP . 2 . H1 t y p e H
s e t PLP . 2 . C6 t y p e CA
s e t PLP . 2 . H6 t y p e HA
s e t PLP . 2 . C5 t y p e CA
s e t PLP . 2 . C5A t y p e CT
s e t PLP . 2 . H5A1 t y p e H1
s e t PLP . 2 . H5A2 t y p e H1
s e t PLP . 2 . O4P t y p e OS
s e t PLP . 2 . P t y p e P
s e t PLP . 2 . O1P t y p e O2
s e t PLP . 2 . O2P t y p e O2
s e t PLP . 2 . O3P t y p e O2
s e t PLP . 2 . N c h a r g e −0.515
s e t PLP . 2 . H c h a r g e 0 .340
s e t PLP . 2 . C c h a r g e 0 .399
s e t PLP . 2 . O c h a r g e −0.443
s e t PLP . 2 . CA c h a r g e 0 .007
s e t PLP . 2 .HA c h a r g e 0 .128
s e t PLP . 2 . CB c h a r g e −0.103
s e t PLP . 2 . HB2 c h a r g e 0 .064
s e t PLP . 2 . HB3 c h a r g e 0 .064
s e t PLP . 2 . CG c h a r g e −0.113
s e t PLP . 2 . HG2 c h a r g e 0 .076
s e t PLP . 2 . HG3 c h a r g e 0 .076
s e t PLP . 2 . CD c h a r g e −0.120
s e t PLP . 2 . HD2 c h a r g e 0 .068
s e t PLP . 2 . HD3 c h a r g e 0 .068
s e t PLP . 2 . CE c h a r g e −0.019
s e t PLP . 2 . HE2 c h a r g e 0 .090
s e t PLP . 2 . HE3 c h a r g e 0 .090
s e t PLP . 2 . NZ c h a r g e −0.322
s e t PLP . 2 . HZ1 c h a r g e 0 .391
s e t PLP . 2 . C4A c h a r g e 0 .018
s e t PLP . 2 . H4A c h a r g e 0 .190
s e t PLP . 2 . C4 c h a r g e −0.254
s e t PLP . 2 . C3 c h a r g e 0 .469
s e t PLP . 2 . O3 c h a r g e −0.569
s e t PLP . 2 . C2 c h a r g e −0.400
s e t PLP . 2 . C2A c h a r g e −0.013
s e t PLP . 2 . H2A1 c h a r g e 0 .038
s e t PLP . 2 . H2A2 c h a r g e 0 .038
s e t PLP . 2 . H2A3 c h a r g e 0 .038
s e t PLP . 2 . N1 c h a r g e 0 .075
s e t PLP . 2 . H1 c h a r g e 0 .288
s e t PLP . 2 . C6 c h a r g e −0.244
s e t PLP . 2 . H6 c h a r g e 0 .155
s e t PLP . 2 . C5 c h a r g e −0.001
s e t PLP . 2 . C5A c h a r g e 0 .216
s e t PLP . 2 . H5A1 c h a r g e 0 .030
s e t PLP . 2 . H5A2 c h a r g e 0 .030
s e t PLP . 2 . O4P c h a r g e −0.695
s e t PLP . 2 . P c h a r g e 1 .990
s e t PLP . 2 . O1P c h a r g e −0.875
s e t PLP . 2 . O2P c h a r g e −0.875
s e t PLP . 2 . O3P c h a r g e −0.875
s e t PLP head PLP . 2 . N
s e t PLP t a i l PLP . 2 . C
check PLP
s a v e o f f PLP s u b s t r a t . l i b

Lys329-PLP Complex (The N on the pyridine ring is not protonated)

PLP-N.gaff

Remark l i n e goes h e r e
MASS
BOND
CM−NT 477 .00 1 .343 same as CR−NA, p e n a l t y s c o r e = 0 . 2
ANGLE
CM−NT−CT 70 .000 120 .000 G.M. ( p o s t ) r e v i s i o n
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HA−CM−NT 50 .000 120 .000 same as H5−CR−NA, p e n a l t y s c o r e = 1 . 2
CA−CM−NT 70 .000 120 .000 same as CC−CW−NA, p e n a l t y s c o r e = 1 . 5
CM−NT−H 50 .000 120 .000 same as CR−NA−H , p e n a l t y s c o r e = 1 . 1
C −CA−CM 63.000 120 .000 same as C −CA−CA, p e n a l t y s c o r e = 4 . 9
CA−CA−CM 63.000 120 .000 same as CA−CA−CB, p e n a l t y s c o r e = 4 . 2
CA−C −O 80 .000 128 .800 same as CB−C −O , p e n a l t y s c o r e = 3 . 0
C −CA−CT 70 .000 120 .000 G.M. ( p o s t ) r e v i s i o n
C −CA−NA 70 .000 120 .000 G.M. ( p o s t ) r e v i s i o n
CA−NA−CA 70 .000 120 .000 same as CC−NA−CR, p e n a l t y s c o r e = 7 . 4
CT−CA−NA 70 .000 120 .000 same as CT−CC−NA, p e n a l t y s c o r e = 4 . 5
H4−CA−NA 50 .000 120 .000 G.M. ( p o s t ) r e v i s i o n
CA−CA−NA 70 .000 123 .500 same as CB−CA−N2 , p e n a l t y s c o r e = 6 . 8
CA−CT−H1 50 .000 109 .500 same as CA−CT−HC, p e n a l t y s c o r e = 0 . 1
CA−CT−OS 50 .000 109 .500 same as CM−CT−OS , p e n a l t y s c o r e = 4 . 9
DIHE
HA−CM−NT−CT 1 1 .500 180 .000 2 .000 same as X −CA−NA−X , p e n a l t y s c o r e =1080.0
CA−CM−NT−CT 1 1 .500 180 .000 2 .000 same as X −CA−NA−X , p e n a l t y s c o r e =1080.0
HA−CM−NT−H 1 1 .500 180 .000 2 .000 same as X −CA−NA−X , p e n a l t y s c o r e =1080.0
CA−CM−NT−H 1 1 .500 180 .000 2 .000 same as X −CA−NA−X , p e n a l t y s c o r e =1080.0
IMPROPER
CA−HA−CM−NT 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
C −CA−CA−CM 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
CA−CA−C −O 1 0 . 5 180 .0 2 . 0 Using g e n e r a l i m p r o p e r

t o r s i o n a l a n g l e X−X−C−O, p e n a l t y s c o r e = 2 0 . 0 )
C −CT−CA−NA 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
CA−CA−NA−N 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
CA−H4−CA−NA 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
NONBON

PLP-N.prep

0 0 2
Th i s i s a remark l i n e
m o l e c u l e . r e s
PLP XYZ 0
CHANGE OMIT DU BEG

0.0000
1 DUMM DU M 999 .000 999 .0 −999.0 .00000
2 DUMM DU M 999 .000 −999.0 999 .0 .00000
3 DUMM DU M −999.000 999 .0 999 .0 .00000
4 N N M −4.160000 1 .199000 −1.237000 −0.546008
5 H H E −4.985000 1 .639000 −1.404000 0 .356971
6 CA CT M −4.216000 −0.251000 −0.980000 0 .023103
7 HA H1 E −3.588000 −0.728000 −1.802000 0 .116554
8 C C M −5.640000 −0.859000 −1.095000 0 .421096
9 O O E −6.011000 −1.745000 −1.827000 −0.463174

10 CB CT 3 −3.709000 −0.575000 0 .419000 −0.112108
11 HB2 HC E −4.319000 0 .046000 1 .087000 0 .063161
12 HB3 HC E −3.944000 −1.608000 0 .664000 0 .063161
13 CG CT 3 −2.239000 −0.247000 0 .652000 −0.128008
14 HG2 HC E −1.938000 0 .767000 0 .407000 0 .088521
15 HG3 HC E −1.638000 −1.014000 0 .039000 0 .088521
16 CD CT 3 −1.951000 −0.513000 2 .038000 −0.106328
17 HD2 HC E −2.458000 0 .229000 2 .692000 0 .034681
18 HD3 HC E −2.283000 −1.494000 2 .344000 0 .034681
19 CE CT 3 −0.495000 −0.417000 2 .501000 −0.026388
20 HE2 H1 E 0.064000 −1.291000 2 .427000 0 .065297
21 HE3 H1 E −0.615000 −0.168000 3 .622000 0 .065297
22 NZ NT B 0.303000 0 .677000 1 .851000 −0.299819
23 HZ1 H E −0.104000 1 .606000 1 .740000 0 .324666
24 C4A CM B 1.481000 0 .444000 1 .301000 −0.169733
25 H4A HA E 2.027000 −0.604000 1 .312000 0 .381932
26 C4 CA B 2.197000 1 .535000 0 .621000 −0.313564
27 C3 C B 1.580000 2 .844000 0 .621000 0 .405118
28 O3 O E 0.672000 3 .190000 1 .379000 −0.669643
29 C2 CA B 2.230000 3 .920000 −0.287000 −0.160315
30 C2A CT 3 1.753000 5 .323000 −0.306000 −0.012903
31 H2A1 HC E 1.675000 5 .780000 −1.274000 0 .016576
32 H2A2 HC E 0.708000 5 .394000 0 .047000 0 .016576
33 H2A3 HC E 2.393000 6 .002000 0 .337000 0 .016576
34 N1 NA S 3.213000 3 .557000 −1.066000 −0.310101
36 C6 CA B 3.883000 2 .343000 −0.883000 −0.170134
37 H6 H4 E 4.716000 2 .183000 −1.565000 0 .103899
38 C5 CA B 3.362000 1 .323000 −0.067000 0 .069579
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39 C5A CT 3 4.120000 0 .045000 −0.038000 0 .222106
40 H5A1 H1 E 5.262000 0 .262000 −0.039000 0 .010918
41 H5A2 H1 E 3.975000 −0.577000 0 .845000 0 .010918
42 O4P OS S 3.734000 −0.750000 −1.198000 −0.719859
43 P P 3 3 .296000 −2.282000 −0.643000 2 .163796
44 O2P O2 E 2.284000 −3.297000 −1.479000 −0.985207
45 O3P O2 E 4.503000 −3.306000 −0.417000 −0.985207
46 O1P O2 E 2.463000 −2.230000 0 .693000 −0.985207

LOOP
C5 C4

IMPROPER
−M CA N H
CA +M C O
C4 H4A C4A NZ
C3 C5 C4 C4A
C4 C2 C3 O3
C3 C2A C2 N1
C2 C6 N1 H1
C5 H6 C6 N1
C4 C6 C5 C5A

DONE
STOP

Lys329-Vigabatrin-PLP Complex (The N on the pyridine ring is protonated)

VIG-NH.gaff

Thi s i s t h e a d d i t i o n a l / r e p l a c e m e n t p a r a m e t e r s e t f o r I r o n
MASS
BOND
ANGLE
HA−CA−N2 5 0 . 0 120 .00
CA−CA−N2 7 0 . 0 120 .10 (CM−CA−N2 )
CA−CT−H1 5 0 . 0 109 .50 (CA−CT−HC)
CA−CT−OS 5 0 . 0 109 .50 (CT−CT−OS)
CA−C −O 8 0 . 0 125 .30 (CM−C −O)
C −CA−N2 7 0 . 0 120 .10 (CM−CA−N2 )
C −CA−CT 7 0 . 0 120 .00 (CA−CA−CT)
CA−N2−CA 7 0 . 0 120 .00 (CC−NA−CR)
CT−CA−N2 7 0 . 0 120 .00 (CT−CC−NA)
DIHE
NONBON

VIG-NH.leapin

l oadamberpa rams VIG . g a f f
VIG = loadpdb VIG . pdb
b o n d b y d i s t a n c e VIG
s e t VIG . 2 . N t y p e N
s e t VIG . 2 . H t y p e H
s e t VIG . 2 . C t y p e C
s e t VIG . 2 . O t y p e O
s e t VIG . 2 . CA t y p e CT
s e t VIG . 2 .HA t y p e H1
s e t VIG . 2 . CB t y p e CT
s e t VIG . 2 . HB2 t y p e HC
s e t VIG . 2 . HB3 t y p e HC
s e t VIG . 2 . CG t y p e CT
s e t VIG . 2 . HG2 t y p e HC
s e t VIG . 2 . HG3 t y p e HC
s e t VIG . 2 . CD t y p e CT
s e t VIG . 2 . HD2 t y p e HC
s e t VIG . 2 . HD3 t y p e HC
s e t VIG . 2 . CE t y p e CT
s e t VIG . 2 . HE2 t y p e H1
s e t VIG . 2 . HE3 t y p e H1
s e t VIG . 2 . NZ t y p e NT
s e t VIG . 2 . HZ1 t y p e H
s e t VIG . 2 . CI t y p e CT
s e t VIG . 2 . HI2 t y p e H1
s e t VIG . 2 . HI3 t y p e H1
s e t VIG . 2 . CJ t y p e CT
s e t VIG . 2 . HJ2 t y p e HC
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s e t VIG . 2 . HJ3 t y p e HC
s e t VIG . 2 . CK t y p e CT
s e t VIG . 2 . HK2 t y p e H1
s e t VIG . 2 . CL t y p e CT
s e t VIG . 2 . HL2 t y p e HC
s e t VIG . 2 . HL3 t y p e HC
s e t VIG . 2 .CM t y p e CT
s e t VIG . 2 .HM2 t y p e HC
s e t VIG . 2 .HM3 t y p e HC
s e t VIG . 2 . CN t y p e C
s e t VIG . 2 . ON1 t y p e O2
s e t VIG . 2 . ON2 t y p e O2
s e t VIG . 2 . NP t y p e N2
s e t VIG . 2 . HP t y p e H
s e t VIG . 2 . C4A t y p e CA
s e t VIG . 2 . H4A t y p e HA
s e t VIG . 2 . C4 t y p e CA
s e t VIG . 2 . C3 t y p e C
s e t VIG . 2 . O3 t y p e O
s e t VIG . 2 . C2 t y p e CA
s e t VIG . 2 . C2A t y p e CT
s e t VIG . 2 . H2A1 t y p e HC
s e t VIG . 2 . H2A2 t y p e HC
s e t VIG . 2 . H2A3 t y p e HC
s e t VIG . 2 . N1 t y p e N2
s e t VIG . 2 . H1 t y p e H
s e t VIG . 2 . C6 t y p e CA
s e t VIG . 2 . H6 t y p e HA
s e t VIG . 2 . C5 t y p e CA
s e t VIG . 2 . C5A t y p e CT
s e t VIG . 2 . H5A1 t y p e H1
s e t VIG . 2 . H5A2 t y p e H1
s e t VIG . 2 . O4P t y p e OS
s e t VIG . 2 . P t y p e P
s e t VIG . 2 . O1P t y p e O2
s e t VIG . 2 . O2P t y p e O2
s e t VIG . 2 . O3P t y p e O2
s e t VIG . 2 . N c h a r g e −0.504
s e t VIG . 2 . H c h a r g e 0 .352
s e t VIG . 2 . C c h a r g e 0 .396
s e t VIG . 2 . O c h a r g e −0.441
s e t VIG . 2 . CA c h a r g e 0 .014
s e t VIG . 2 .HA c h a r g e 0 .107
s e t VIG . 2 . CB c h a r g e −0.115
s e t VIG . 2 . HB2 c h a r g e 0 .085
s e t VIG . 2 . HB3 c h a r g e 0 .085
s e t VIG . 2 . CG c h a r g e −0.097
s e t VIG . 2 . HG2 c h a r g e 0 .051
s e t VIG . 2 . HG3 c h a r g e 0 .051
s e t VIG . 2 . CD c h a r g e −0.123
s e t VIG . 2 . HD2 c h a r g e 0 .084
s e t VIG . 2 . HD3 c h a r g e 0 .084
s e t VIG . 2 . CE c h a r g e 0 .003
s e t VIG . 2 . HE2 c h a r g e 0 .043
s e t VIG . 2 . HE3 c h a r g e 0 .043
s e t VIG . 2 . NZ c h a r g e −0.505
s e t VIG . 2 . HZ1 c h a r g e 0 .315
s e t VIG . 2 . CI c h a r g e −0.007
s e t VIG . 2 . HI2 c h a r g e 0 .062
s e t VIG . 2 . HI3 c h a r g e 0 .062
s e t VIG . 2 . CJ c h a r g e −0.118
s e t VIG . 2 . HJ2 c h a r g e 0 .057
s e t VIG . 2 . HJ3 c h a r g e 0 .057
s e t VIG . 2 . CK c h a r g e −0.010
s e t VIG . 2 . HK2 c h a r g e 0 .117
s e t VIG . 2 . CL c h a r g e −0.087
s e t VIG . 2 . HL2 c h a r g e 0 .069
s e t VIG . 2 . HL3 c h a r g e 0 .069
s e t VIG . 2 .CM c h a r g e −0.151
s e t VIG . 2 .HM2 c h a r g e 0 .038
s e t VIG . 2 .HM3 c h a r g e 0 .038
s e t VIG . 2 . CN c h a r g e 0 .513
s e t VIG . 2 . ON1 c h a r g e −0.685
s e t VIG . 2 . ON2 c h a r g e −0.658
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s e t VIG . 2 . NP c h a r g e −0.311
s e t VIG . 2 . HP c h a r g e 0 .376
s e t VIG . 2 . C4A c h a r g e 0 .009
s e t VIG . 2 . H4A c h a r g e 0 .248
s e t VIG . 2 . C4 c h a r g e −0.276
s e t VIG . 2 . C3 c h a r g e 0 .489
s e t VIG . 2 . O3 c h a r g e −0.608
s e t VIG . 2 . C2 c h a r g e −0.503
s e t VIG . 2 . C2A c h a r g e 0 .020
s e t VIG . 2 . H2A1 c h a r g e 0 .019
s e t VIG . 2 . H2A2 c h a r g e 0 .019
s e t VIG . 2 . H2A3 c h a r g e 0 .019
s e t VIG . 2 . N1 c h a r g e 0 .016
s e t VIG . 2 . H1 c h a r g e 0 .270
s e t VIG . 2 . C6 c h a r g e −0.238
s e t VIG . 2 . H6 c h a r g e 0 .133
s e t VIG . 2 . C5 c h a r g e −0.012
s e t VIG . 2 . C5A c h a r g e 0 .205
s e t VIG . 2 . H5A1 c h a r g e 0 .049
s e t VIG . 2 . H5A2 c h a r g e 0 .049
s e t VIG . 2 . O4P c h a r g e −0.671
s e t VIG . 2 . P c h a r g e 1 .843
s e t VIG . 2 . O1P c h a r g e −0.813
s e t VIG . 2 . O2P c h a r g e −0.813
s e t VIG . 2 . O3P c h a r g e −0.813
s e t VIG head VIG . 2 . N
s e t VIG t a i l VIG . 2 . C
check VIG
s a v e o f f VIG s u b s t r a t . l i b

Lys329-Vigabatrin-PLP Complex (The N on the pyridine ring is not protonated)

VIG-N.gaff

Remark l i n e goes h e r e
MASS
BOND
CM−NT 477 .00 1 .343 same as CR−NA, p e n a l t y s c o r e = 0 . 2
ANGLE
CM−NT−CT 70 .000 120 .000 G.M. ( p o s t ) r e v i s i o n
HA−CM−NT 50 .000 120 .000 same as H5−CR−NA, p e n a l t y s c o r e = 1 . 2
CA−CM−NT 70 .000 120 .000 same as CC−CW−NA, p e n a l t y s c o r e = 1 . 5
CM−NT−H 50 .000 120 .000 same as CR−NA−H , p e n a l t y s c o r e = 1 . 1
C −CA−CM 63.000 120 .000 same as C −CA−CA, p e n a l t y s c o r e = 4 . 9
CA−CA−CM 63.000 120 .000 same as CA−CA−CB, p e n a l t y s c o r e = 4 . 2
CA−C −O 80 .000 128 .800 same as CB−C −O , p e n a l t y s c o r e = 3 . 0
C −CA−CT 70 .000 120 .000 G.M. ( p o s t ) r e v i s i o n
C −CA−NA 70 .000 120 .000 G.M. ( p o s t ) r e v i s i o n
CA−NA−CA 70 .000 120 .000 same as CC−NA−CR, p e n a l t y s c o r e = 7 . 4
CT−CA−NA 70 .000 120 .000 same as CT−CC−NA, p e n a l t y s c o r e = 4 . 5
H4−CA−NA 50 .000 120 .000 G.M. ( p o s t ) r e v i s i o n
CA−CA−NA 70 .000 123 .500 same as CB−CA−N2 , p e n a l t y s c o r e = 6 . 8
CA−CT−H1 50 .000 109 .500 same as CA−CT−HC, p e n a l t y s c o r e = 0 . 1
CA−CT−OS 50 .000 109 .500 same as CM−CT−OS , p e n a l t y s c o r e = 4 . 9
DIHE
HA−CM−NT−CT 1 1 .500 180 .000 2 .000 same as X −CA−NA−X , p e n a l t y s c o r e =1080.0
CA−CM−NT−CT 1 1 .500 180 .000 2 .000 same as X −CA−NA−X , p e n a l t y s c o r e =1080.0
HA−CM−NT−H 1 1 .500 180 .000 2 .000 same as X −CA−NA−X , p e n a l t y s c o r e =1080.0
CA−CM−NT−H 1 1 .500 180 .000 2 .000 same as X −CA−NA−X , p e n a l t y s c o r e =1080.0
IMPROPER
CT−O2−C −O2 1 0 . 5 180 .0 2 . 0 Using g e n e r a l i m p r o p e r

t o r s i o n a l a n g l e X−O2−C−O2 , p e n a l t y s c o r e = 1 0 . 0 )
CA−HA−CM−NT 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
C −CA−CA−CM 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
CA−CA−C −O 1 0 . 5 180 .0 2 . 0 Using g e n e r a l i m p r o p e r

t o r s i o n a l a n g l e X−X−C−O, p e n a l t y s c o r e = 2 0 . 0 )
C −CT−CA−NA 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
CA−H4−CA−NA 1 . 1 180 .0 2 . 0 Using t h e d e f a u l t v a l u e
NONBON
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VIG-N.prep

0 0 2
Th i s i s a remark l i n e
m o l e c u l e . r e s
VIG XYZ 0
CHANGE OMIT DU BEG

0.0000
1 DUMM DU M 999 .000 999 .0 −999.0 .00000
2 DUMM DU M 999 .000 −999.0 999 .0 .00000
3 DUMM DU M −999.000 999 .0 999 .0 .00000
4 N N M −5.753000 0 .848000 0 .486000 −0.564059
5 H H E −6.681000 0 .924000 0 .852000 0 .362093
6 CA CT M −5.797000 0 .204000 −0.816000 0 .021453
7 HA H1 E −5.423000 0 .904000 −1.533000 0 .113159
8 C C M −7.219000 −0.119000 −1.283000 0 .425189
9 O O E −7.915000 0 .759000 −1.777000 −0.471271

10 CB CT 3 −4.899000 −1.019000 −0.822000 −0.108953
11 HB2 HC E −5.187000 −1.602000 0 .028000 0 .049855
12 HB3 HC E −4.971000 −1.435000 −1.805000 0 .049855
13 CG CT 3 −3.459000 −0.679000 −0.621000 −0.134414
14 HG2 HC E −3.327000 −0.509000 0 .427000 0 .076201
15 HG3 HC E −3.226000 0 .095000 −1.323000 0 .076201
16 CD CT 3 −2.586000 −1.877000 −0.984000 −0.083301
17 HD2 HC E −2.655000 −2.562000 −0.165000 0 .041148
18 HD3 HC E −2.885000 −2.185000 −1.965000 0 .041148
19 CE CT 3 −1.143000 −1.475000 −1.085000 −0.098696
20 HE2 H1 E −1.110000 −0.431000 −0.849000 0 .116026
21 HE3 H1 E −0.599000 −2.175000 −0.487000 0 .116026
22 NZ NT B −0.600000 −1.602000 −2.461000 −0.535773
23 HZ1 H E −0.113000 −0.755000 −2.677000 0 .326364
24 CI CT 3 0 .413000 −2.702000 −2.363000 −0.001531
25 HI2 H1 E 0.490000 −2.957000 −1.327000 0 .044309
26 HI3 H1 E 0.129000 −3.446000 −3.077000 0 .044309
27 CJ CT 3 1 .783000 −2.187000 −2.789000 −0.138913
28 HJ2 HC E 1.603000 −1.576000 −3.649000 0 .057424
29 HJ3 HC E 2.402000 −3.056000 −2.870000 0 .057424
30 CK CT 3 2.486000 −1.279000 −1.785000 −0.038390
31 HK2 H1 E 2.168000 −0.269000 −1.937000 0 .110071
32 CQ CT 3 4.001000 −1.367000 −1.958000 −0.098364
33 HQ2 HC E 4.434000 −1.073000 −1.025000 0 .059265
34 HQ3 HC E 4.208000 −2.336000 −2.362000 0 .059265
35 CM CT 3 4.464000 −0.352000 −2.994000 −0.166114
36 HM2 HC E 3.830000 0 .504000 −2.897000 0 .043959
37 HM3 HC E 4.525000 −0.868000 −3.930000 0 .043959
38 CN C B 5.861000 0 .093000 −2.645000 0 .556961
39 ON1 O2 E 6.037000 1 .164000 −2.058000 −0.721739
40 ON2 O2 E 6.804000 −0.631000 −2.947000 −0.721739
41 NP NT B 2.162000 −1.755000 −0.448000 −0.200063
42 HP H E 1.742000 −2.659000 −0.367000 0 .292993
43 CA4 CM B 2.105000 −0.888000 0 .575000 −0.205872
44 HA4 HA E 2.171000 0 .157000 0 .355000 0 .396372
45 C4 CA B 1.951000 −1.302000 2 .017000 −0.298490
46 C3 C B 1.720000 −2.639000 2 .380000 0 .410312
47 O3 O E 1.778000 −3.651000 1 .439000 −0.657380
48 C2 CA B 1.532000 −2.950000 3 .744000 −0.178773
49 CA2 CT 3 1 .282000 −4.347000 4 .223000 −0.008874
50 HA21 HC E 1.169000 −4.344000 5 .287000 0 .011798
51 HA22 HC E 0.390000 −4.725000 3 .770000 0 .011798
52 HA23 HC E 2.110000 −4.969000 3 .954000 0 .011798
53 N1 NA S 1.571000 −1.957000 4 .693000 −0.323539
55 C6 CA B 1.797000 −0.649000 4 .336000 −0.162488
56 H6 H4 E 1.837000 0 .112000 5 .088000 0 .104171
57 C5 CA B 1.973000 −0.313000 3 .001000 0 .038163
58 CA5 CT 3 2 .054000 1 .156000 2 .635000 0 .208485
59 HA51 H1 E 2.047000 1 .693000 3 .560000 0 .020329
60 HA52 H1 E 2.886000 1 .249000 1 .968000 0 .020329
61 OP4 OS S 0.917000 1 .611000 1 .909000 −0.724030
62 P P 3 1 .151000 2 .873000 0 .920000 2 .181480
63 OP2 O2 E 2.019000 2 .367000 −0.259000 −0.985643
64 OP3 O2 E −0.236000 3 .387000 0 .489000 −0.985643
65 OP1 O2 E 1.909000 3 .944000 1 .629000 −0.985643

LOOP
C5 C4
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IMPROPER
−M CA N H
CA +M C O
CM ON1 CN ON2
C4 HA4 CA4 NP
C3 C5 C4 CA4
C4 C2 C3 O3
C3 CA2 C2 N1
C5 H6 C6 N1
C4 C6 C5 CA5

DONE
STOP
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