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UTILISING WEB-BASED GIS APPLICATION FOR SPATIAL
CENTROGRAPHIC ANALYSIS OF EARTHQUAKE DATA

SUMMARY

Geographical Information Systems (GIS) have become an essential tool for analyses
and calculations because they handle all the events that can be displayed on a map in
a digital environment. In this study, the earthquake data obtained by the sensors of the
US Geological Survey (USGS) located in many regions of the world have been
transferred to the geographical information system and analysed for the detection of
the earthquakes’ intensified regions via centrography method. The earthquake data of
the USGS, which holds the information on earthquakes from the year of 1900 to the
present day in a database and shared via web services, has been queried with different
parameters and the obtained data has been analysed by using centrography in the
geographical information system.

In this thesis, a web GIS application was needed in the first place, and modelling was
done as to transform the structure of the earthquake data. Later on, the design of the
web services to be queried for the earthquake data was investigated, and the code
blocks were prepared to provide the necessary communication between the web GIS
application and the web services and transform the model to apply the earthquake data.
The earthquakes had been classified according to their magnitude while they were
shown on the map and they were reflected on a thematic map. Thematic maps are the
map types that are generated by classifying the phenomena on the map according to
its characteristics and the representation of the phenomena can be based on either a
colour scale or a size scale. On this count, the user, who checks the map, can easily
distinguish the elements with different values because of the colours and the sizes of
the markers. In this study, the earthquakes have been represented with different colours
according to their magnitude, and it has been ensured that the users of the application
could easily see where the earthquakes are more severe and weaker. Although the
human beings may have a general idea of the density points on the map, it has no
scientific or statistical significance. The aim of this study is to find the regions where
earthquakes are clustered by statistical analysis instead of giving the initiative to the
human to define the density regions. There are various methods in geographical
information systems for this purpose. Some of them are heat map, centrography and
clustering methods. In this study, an iterative algorithm has been developed using the
centrography methods to identify the concentration zones of the earthquakes.

Centrography is basically a statistical method that aims to find out where a
phenomenon is clustered, investigate whether there is any displacement or trend in the
density over time and support the decision maker to choose the right decision for the
future plans for the region based on the results. The centrography algorithm developed
in this study tried to find out the areas, in which the earthquakes occurred frequently.
However, since it is not enough to develop only the algorithm, the results obtained in
the analyses have also been investigated. The results obtained for this purpose have
also been compared with the results of the heat map method, which is another GIS

XiX



method. The results of the centrography method were expected to show the same zones
that are displayed with high temperature value on the heat map. The results show that
the centroids generated by the algorithm developed in this study covers the high

temperature fields on the heat map.
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WEB CBS UYGULAMASIYLA DEPREM VERILERI UZERINDE
CENTROGRAPHY ANALIZI

OZET

Insanlik tarihiyle birlikte bilim, i¢inde yasanilan dogay1 ve evreni daha dogru anlama
amaci giitmistiir. Bilimin bir¢cok alanda, eldeki veriler 1s1ginda yanlis ¢ikarimlar
yaptig1 su gotiirmez bir gercek olsa da zaman igerisinde bilim, kendi yanlislarin1 da
diizeltmistir ve her gegen giin dogru bilgiye daha ¢ok yakinsamaktadir. Ornegin,
onceleri duraganligin bir gerceklik oldugu ve bir cismi hareket ettirmek i¢in kuvvetin
gerektigine inanilsa da ileriki bilimsel caligsmalar gostermistir ki aslolan harekettir ve
kuvvet, bir cismi durdurmak igin gereklidir. Diinya da evrendeki tiim diger maddeler
gibi hareket ve kuvvet temeliyle olugsmustur ve hareketini durmaksizin siirdiirmiistiir.
Kitalarin her gecen giin yer degistirmesi, riizgarlar, daglarin olusumu ve dalgalar gibi
giinlik hayatta bulabilecegimiz birgok etkinlik, diinyanin hala aktif olduguna birer
isarettir. Bazilar1 dogal afet olarak adlandirilan bu hareketlilikler, yine diinyanin
olusumdan itibaren, ¢ogu insanlik tarafindan yikici olarak goriilse de iginde
yasadigimiz gezegenin buglnkl halini olusturmustur ve degistirmeye de devam
etmektedir. Onceleri insanlar, tipki diger canlilar gibi ve evrimin de acikladig: sekilde
dogaya adapte olarak yasamlarimi siirdiirmiiglerdir. Daha sonralar1 yerlesik hayata
gecisle birlikte hizli bir kentlesme baslamistir. Kentlesme ile birlikte yer hareketlerinin
insanlar tizerindeki 6zellikle yikici etkisi onemli derecede dikkat ¢ekmistir. Yapilan
tiim ¢alismalar gostermistir ki dogal afetleri 6nlemek miimkiin degildir. Ciinkii bu
doga olaylarmin tamami diinyanin dinamigiyle alakali ve gerceklesmek
durumundadir. Bunun 6grenilmesiyle birlikte insanlik, dogal afetlerin yikici etkilerini
en aza indirmek i¢in ¢aligmalar yapmistir. Gelisen teknolojiyle birlikte bir¢ok dogal
afetin gerceklesmeden belli bir siire Oncesinde fark edilip edilemeyecegi iizerine
aragtirmalar yapilmistir. Ornegin, diinyanin herhangi bir yerinde tsunami olusma
thtimali oldugunda, tsunamiden etkilenecek bdlgelerdeki insanlar heniiz tsunami
ulagmadan bilgilendirilmekte ve bu da can kayiplarinin 6niine ge¢mektedir. Ancak bu
tir bir erken uyan sisteminin gelistirilemedigi ya da uyari ile gergeklesme siiresi
arasinda yeterli siirenin bulunmadig1 dogal afetler i¢in istatiksel analizler biytk 6nem
arz etmektedir. Bu sayede dogal afetlerin nerelerde daha ¢ok gergeklestigi, nerelerde
daha ¢ok yikici etkiye sahip oldugu 6ngoriilebilir duruma gelmektedir.

Cografi Bilgi Sistemleri, harita tizerinde gosterilebilecek tiim olgular1 dijital ortamda
ele almasindan o6tiirii analiz ve hesaplamalar i¢in ¢ok 6nemli araglar haline gelmistir.
Bu c¢alismada da diinyanin bir¢ok bdlgesine yerlestirilen sensorler sayesinde elde
edilen deprem verilerinin web tabanli Cografi Bilgi Sistemi ortamina aktarilarak
yogunlastig1 bolgelerinin tespiti i¢in analiz yapilmistir. 1900 yilindan giintimiize kadar
her biylklukten depremin bilgilerini bir veritabaninda tutan ve web servisler
araciligiyla paylasima acan Amerikan Jeolojik Arastirma Enstitliisi’'nden (USGS)
deprem verileri farkli parametrelerle sorgulanarak verilerin web tabanli harita tizerinde
gorsellestirilmesi yapilmistir. Bu amagcla, 6ncelikle bir web tabanli CBS uygulamasi
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ihtiyac1 dogmustur ve deprem verilerinin yapisina uygun olacak sekilde bir mekansal
modelleme yapilmistir. Daha sonra deprem verilerinin sorgulanacagi web servislerin
tasarimi incelenerek, gerekli iletisimi saglayacak, deprem verilerini uygulamadaki
modele donistiirecek kod bloklart hazirlanmistir.  Depremler harita Uzerinde
gosterilirken buyukluklerine gore siniflandirilarak tematik bir harita tizerinden
kullanicilarla  paylagilmistir.  Bu  uygulamaya  http://centro.boransimsek.com
adresinden ulasilabilmektedir. Tematik haritalar, haritada incelenen olgularin, kendine
0zgl ozelliklerine gore siniflandirilip, kimi zaman renk skalasi, kimi zaman da farkli
bliytikliikteki isaretlerle temsil edilmesiyle elde edilirler. Bu sayede haritay1 inceleyen
kisiler farkl1 degerlere sahip elemanlar1 g6z yardimiyla kolaylikla ayirt edebilirler. Bu
calismada da depremler biyUklUklerine gore farkli renklerle temsil edilmislerdir ve
uygulamay1 kullanan kisilerin depremlerin nerelerde daha siddetli ve nerelerde daha
zay1f etkili olduklarini kolayca gérmeleri saglanmistir. Her ne kadar insan genel bir
bakisla haritadaki yogunluk noktalar1 hakkinda fikir sahibi olabilse de bunun higbir
bilimsel ve istatistiksel zemini yoktur. Bu c¢alismada da amaglanan, yogunluk
bolgelerinin tespitini insan goziiniin inisiyatifine birakmak yerine, istatistiksel
analizlerle depremlerin kiimelendigi bolgeleri bulmaktir. Bu amag i¢in Cografi Bilgi
Sistemlerinde gesitli yontemler vardir. Bunlardan bazilari 1s1 haritasi, centrography ve
kiimeleme yontemleridir. Bu ¢alismada depremlerin yogunlastigi bélgelerin tayini icin
centrography yontemleri kullanilarak iteratif bir algoritma gelistirilmistir.

Centrography, temelde bir olgunun nerelerde kiimelendigini bulmay1 amaglayan ve
zaman igerisinde bu yogunlukta herhangi bir yer degistirme ya da ydnelim olup
olmadigini arastiran, sonuglariyla da bolge hakkinda ileriye doniik yapilacak planlar
icin dogru karar vermeye yardimci olan bir istatiksel analiz yontemidir. Bu calismada
gelistirilen centrography algoritmasiyla depremlerin hangi bdlgelerde sikca
gerceklestigi bulunmaya c¢alisilmistir. Ancak tek basina bu algoritmay1 gelistirmek
yeterli olmadigindan, analizlerde elde edilen sonuclarin da dogrulugu arastirilmistir.
Bu amag¢ dogrultusunda elde edilen sonuglar, bir bagka cografi bilgi sistemi yontemi
olan 1s1 haritas1 yontemiyle de karsilastirilmigtir. Is1 haritalar1 ¢ogunlukla maviden
kirmiziya dogru ilerleyen bir renk skalasiyla, incelenen olgularin en seyrek oldugu
yerleri mavi, en yogun oldugu yerleri kirmiziyla gdsteren haritalardir. Bu analizde de
ayni1 deprem verileri 1s1 haritalar ilizerine yansitilarak yogunlastigi bolgeler kirmizi
renklerle gosterilmistir. Daha sonra gelistirilen centrography algoritmasiyla tiretilen
bolgelerin, 1s1 haritasinda kirmiziyla gosterilen bolgelerle st tiste gelip gelmedigi
karsilagtirilmistir. Analiz sonucunda goriilmiistiir ki iki farkli yontem de ayn1 bolgeleri
yogunluk bdlgeleri olarak belirlemistir.

Bu calismada, depremlerin kiimelendigi bolgelerin tayini disinda bir baska fikir verici
sonugla da karsilasilmistir. Biiytikliigi 7 ve Uzeri olan depremler uzun bir zaman
araliginda incelendiginde goriilmiistiir ki, yikici etkisi ¢ok yuksek olan depremler
cogunluka diinyanin olusumundan itibaren kitalarin birbirininden ayrilmasina sebep
olan ana fay hatlarinin g¢evresinde toplanmistir. Bu depremler belli bir noktanin
etrafinda  kiimelenmedikleri i¢in bu ¢aligmada gelistirilen  yontemlerle
bulunamamiglardir. Ancak bu depremlerin konumlar: ile egri uydurma yodntemi
kullanildiginda goriilmiistiir ki, tiretilen egri, deprem verisi arttik¢a ana fay hatlarina
yakinsamaktadir.

Yapilan analizler sonucunda goriilmiistiir ki, San Francisco ve Alaska eyaletlerinde
her giin yaklasik 300 deprem gerceklesmekte ve herhangi bir zaman kesiti alindiginda,
gerceklesen tiim depremlerin yaklasik yiizde yetmisinin bu bdlgelerde bulundugu
gorulmektedir. Ancak bu bolgelerde olusan ¢ogu depremin biiytikliigii ¢ok kucuk
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oldugundan heniiz yikici etkiye sahip degildir. Bunun yani sira, yalnizca biiyiikligi
yiiksek depremler incelendiginde goriilmektedir ki Kuzey ve Giiney Amerika kitasinin
bat1 kiyis1 boyunca ana fay hatt1 ¢evresinde zaman igerisinde ¢okca yikici etkiye sahip
depremler konumlanmastir.

Bu c¢alismanin amaci dogrultusunda, elde edilen sonuglar da gosteriyor ki San
Francisco ve Alaska bolgelerinde depremlerin yogunlagsmasi, bolgelerin ana fay
hattinin yakininda olmas1 ve bolgenin ileride olusabilecek siddetli depremlere gebe
olmasi sebebiyle, bu bolgelerde insa edilmis ve edilecek tiim binalarin bu riskler goz
onlnde bulundurularak gerekli ¢alismalarin yapilmasi ve karsilasilabilecek hasarlarin
en aza indirilmesi gerekmektedir. Ek olarak, bdlgenin okyanus kiyisinda olmasi
sebebiyle olas1 siddetli bir depremin, arkasindan bir tsunamiyi de tetikleyebilecegi goz
ontinde bulundurulmalidir.
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1. INTRODUCTION

1.1 Motivation

Since the earthquake is a highly destructive natural disaster, it is crucial to determine
the most frequent and effective areas in order to be aware of the risks of the location.
Earthquakes’ nature is different than the other natural disasters such as hurricanes and
volcanoes because the earthquakes are mostly non-forecastable disasters. It is possible
to take precautions and actions before the forecastable natural disaster happens or
reaches the place. However, it is difficult to take final actions to prepare for an
earthquake before it happens. Particularly, there are several types of study focus on
earthquakes. One type of the studies is the study that the geoscientists focus on the
structure of the Earth and the interactions between the internal layers of the Earth in
order to understand the earthquakes’ reasons and the movements of the fault lines that
cause earthquakes. As a result of these studies, the geoscientists are able to generate a
map that shows the plates on the Earth, the fault lines that tend to split the plates with
earthquakes and the movements of the plates and the fault lines in time series. Even
though the studies of the geoscientists give the full picture of the lines that the
earthquakes recur themselves along, the information that tells when and where the
earthquake happens is still unknown. Another type of the studies on earthquakes
mostly focus on the statistical analysis that aims to find the zones that the earthquakes
happen frequently. In this thesis, the study focuses on statistical analysis on the
earthquakes recorded since the beginning of the twentieth century in order to allow
people to have more accurate location based decisions in related fields such as

urbanisation and industry zone planning.

1.2 Purpose of the Thesis

This thesis aims to explain;

e How the centrography method, which is a GIS technique, can be applied on the

earthquake data, which contains the earthquakes recorded since the year of



1900 and is provided by the United States Geological Survey (USGS) through

the web services,
e How the spatial data can be adapted into a web GIS application,

e How the cluster zones of the earthquakes can be located on the web GIS

application,

Although the centrography method has been only applied to the earthquake data in this
thesis, it can be performed as it is used in this study, on any phenomenon that can be
represented spatially such as natural disasters, human migration and the spread of the
contagious diseases.

It is evident that the analyses done on a web GIS application are much more effective
as the calculations are done by computers, visual as the information can be displayed

on a digital map and useful for the decision-making stage.



2. GEOGRAPHICAL INFORMATION SYSTEMS (GIS)

There are two different approaches to define GIS, first of which is the technical
approach. Geographical Information Science has been defined as a field of information
science specialising on the fundamental issues arising from creation, handling, storage
and use of geographical information (Longley et al., 2001). In other words, GIS is a
technological approach to answer the question of “What is where and when?”. The
second approach is the theoretical approach, which defines GIS as a supportive
solution for decision making according to the analysis done on the spatial data in order

to take better action based on the analysis results.

2.1 Components of GIS

GIS consists of five key elements, which are hardware, software, data, people, and
methods (Figure 2.1).

Hardware

Figure 2.1: The components of GIS.
I) Hardware

Hardware is the computer that the GIS application runs on. With the development of
technology, GIS software can be operated on various hardware such as centralised
servers, stand-alone desktop computers and mobile devices.



1) Software

At this moment software refers to the GIS application’s itself and its primary task is to
provide the functions to store, manipulate, analyse and visualise the spatial data. A
GIS application uses a database, which is designed with the rules of Relational
Database Management System (RDBMS), in order to store the data. A GIS project
needs a code development, which contains the implementation of the procedures to

process and analyse the data.
I11) Data

Since all the procedures in a GIS project are entirely based on the data, which will
hereafter refer to spatial data, it is the most critical component amongst the others in
GIS. The spatial data is represented in two different models as raster data and vector
data. Raster data model is the transformation of an area into a grid. It consists of equal
sized square cells such as pixels. Each cell stores a single value, which represents the
characteristics of the spatial phenomenon based on the research field such as

magnitude, elevation and spectral value (Figure 2.2).

Cell

N
3
N

Figure 2.2: An example of a raster data model.

Since the raster model averages the values within a given pixel to acquire a single
value, the more area included in per pixel means, the less precision for the related data
values (Campbell and Shin, 2012, Figure 2.3). For example, if the cell’s size is larger
than the width of a road, the road may not exist within the raster dataset.



Figure 2.3: The loss of the precision according to the cell size.

There are several advantages of the raster data model such as having a simple structure,
being a robust format for advanced spatial and statistical analysis, providing the ability
to perform fast overlays with complex datasets and uniformly store points, lines and
polygons. The raster data model fall under four main categories:

e Base maps

e Surface maps

e Thematic maps

e Attributes of a feature

On the other hand, the vector data model is the representation of an area by
transforming the elements of the area into points, lines and polygons. For example, a
digitised map can be considered as a vector data because, in the end, the data will

contain the actual map points, lines and polygons as coordinates.

Since raster and vector data models both have advantages and disadvantages each
other, it is crucial to define the data model will be used in a project based on the needs
of the project. There is no restriction to define only one data model for a project. Raster
data can be obtained easily by scanners, remote sensors and satellite images and gives
quick information in pixels about the area. However, it needs higher resolution images
or digitisation of the images when it comes to analysing discrete features such as
polygons. In contrast, since the vector data has more precise values such as coordinates
and elevation about the feature and can be easily transferred into a database structure,

it is much more useful to make an analysis on discrete objects and easier to develop a



software programme to analyse. However, it is a time-consuming process to gather a

vector data.
1V) People

People is one of the leading factors of GIS because the people are the component that
builds, manages and develops the GIS projects. GIS projects are a set of systems that
need to run synchronised work of fieldworkers, database developers and
administrators, data entry operators, data processor experts and end users. Therefore,
a GIS project can succeed if the people, who work on any part of the system, are trained

well. Also, if the GIS is institutionalised, the projects can be appropriately managed.
V) Methods

The components are required to be managed together in a synchronised manner in GIS.
The methods in all phases of a project, which are the pre-project, project development
and post-project, will determine the success or failure of the project in each of the data,
resource, human, finance, risk, quality, standards and time components of the projects
are managed in-house and together. Ensuring the sustainability and up-to-date of GIS

can be achieved through methods to be determined and implemented.

2.2 Functions in GIS

A spatial analysis consists of several steps as a chain, where each step is done one by
one till the end. These steps are defined as functions in GIS and each function defines

the way how the data will be handled.

2.2.1 Data acquisition

Data acquisition is the most critical and time-consuming part of a GIS project because
the entire project should be established on a well-organised dataset if the project is
desired to be serviceable and adequate. There are several options for input data to be
used in a GIS project such as digitised maps, images obtained from satellites, Global

Positioning System (GPS) data and tabular data.

The tabular data is the most convenient input data amongst the other input data types
for a GIS project because the tabular data format can be quickly transformed and
integrated into a database structure. Although the data obtained from GPS is also

another useful input and has accurate information, it can only be effective in small



areas. The technique to obtain images from an aircraft or a satellite is called remote
sensing in GIS, and in this technique, the devices use laser and radar altimeter in order
to produce some aerial photographs to create topographic maps. In contrast to the GPS,
vast areas can be reached by remote sensing technique. Another option to have an input
data for a GIS project is the digitisation of maps. The process of digitising the paper-
based maps is the most time-consuming process, and it needs significant human power

to work on.

2.2.2 Data processing

Data processing is the step that the necessary parts of the dataset are extracted. When
the necessary data is obtained, the data is transferred to the data storage component of

the GIS project, which is mostly a database.

2.2.3 Data storage and management

The data acquired with one of the methods above must be either stored or managed to
provide GIS project to process it. The most convenient way to store the data is using a
database attached to the GIS project. In order to store the data efficiently, it is highly
recommended to build a relational database model because of its very well organised
structure and flexibility. In some projects, instead of storing the data, the data is
directly retrieved from a data provider through services to be managed. In this thesis,
the data is obtained from the web services of USGS to process the data and reflect the

results in the web application.

2.2.4 Data querying and analysis

Data querying is the part that the necessary information is built by correlating the data
stored in the database with the filters based on the analysis. The generated information

is analysed on the GIS application, and the results are interpreted.

2.2.5 Data presentation

Data presentation is the stage, where the final information and the analysis results are
displayed on the GIS application. In this stage, the analysis results are shown to the

GIS users so that the users can deduce by the analysis.



2.3 Web GIS

Web GIS is a type of distributed information system, comprising at least a server and
a client, where the server is a GIS server and the client is a web browser, desktop
application or mobile application (ESRI, ArcGIS). In other words, web GIS can be
defined as any GIS that uses web technology to communicate between a server and a
client. There are some elements essential to web GIS. First of all, the GIS server should
have a URL so that clients can access through the web. The client sends the request to
the web GIS server, and the server performs the requested GIS operations and sends
the response back to the client. All the communications rely on HTTP specifications.
The response format sent back to the client can be in several formats such as XML,
JSON, GeoJSON and HTML.

There are several advantages of web GIS regarding capability, accessibility and cost.
First of all, since a web GIS application can be accessed via web browsers, it provides
a cross-platform solution to the users. In other words, the compatibility is not an issue
for a user to think about. It is entirely independent on the platform that is developed
because when it is accessed via web browsers, the application is interpreted in a unified
model thanks to the standards of web technologies. In contrast, the desktop GIS
applications are fully dependent on the platform that they are developed, and it is much
more costly to install a workstation to run the application. Secondly, a web GIS
application can be reached by a large number of users, and this also reduces the cost
and effort as averaged by the number of users. Finally, since the web GIS application
can serve to multiple users at the same time, it provides better organised technological

resource consumption while multi-tasking.

Nowadays, with the developments in web technologies, cloud computing also has
taken its place in web GIS field. Cloud computing provides more powerful and 24/7
online servers than the stand-alone servers, where the large-scale computing requests
can be handled easily. “For instance, a cloud-based GIS solution currently helps a
medical supply company to provide the vital medical aids to the patients with the
tighter time frame” as Victoria Kouyoumjian (2011), who is an IT strategies architect
at ESRI, stated.

To develop a web GIS project, there are several steps to be followed, first of which is

the modelling the database structure. When the database is designed, the application



type must be decided carefully. For example, if the intent is to provide well-organised
data to the clients, then developing a web service could be a better solution instead of
developing an application with a user interface. If the intent is to allow users to make

an analysis on a map, then developing a web application could be a useful approach.

2.3.1 Database modelling and RDBMS

Since it stores and provides the data, which is the vital component of a GIS project,
the database represents the essential layer in a GIS project. In addition, it is often
difficult to change the structure and the design of a database because the changes that
are done on the database may cause a chain of modification in the application
developed based on the database. Therefore, it is better to spare enough time to
establish a well-organised database structure depends on the needs of the project. For
this purpose, the relational database model could be an efficient solution with a better
understanding of its normalisation methods such as first normalisation (1NF), second
normalisation (2NF) and third normalisation (3NF) in order to reduce the duplications,

avoid the anomalies and organise a relation based structure.

2.3.1.1 First normal form (1NF)

The first normalisation method aims to organise all the tables, each column of which
only keeps indivisible (atomic) value, in the database. Also, each value stored in a
column should be of the same data type. In this method, each column is examined and
if there is any column contains more than one value (Table 2.1), the data types of the
values are analysed. If the values refer to a different feature, then unique columns are
added for each value. If the data types of the values are same, then the row is duplicated
for each value on the corresponding column until there is no column contains multiple
values (Table 2.2).

Table 2.1: Unnormalised table.

EarthquakelD Location Country Magnitude Category
1 41.273, Georgia, 4.8 Cat. 2
41.411 Turkey
2 39.167, Turkey 3.6 Cat. 1
38.061
3 4.2 Cat. 2

13.084, Thailand,
102.446 Cambodia




Table 2.2: First normal form

EarthquakelD  Latitude

Longitude Country Magnitude Category

1

WWN -

41.273
41.273
39.167
13.084
13.084

41.411
41.411
38.061
102.446
102.446

Georgia 4.8
Turkey 4.8
Turkey 3.6
Thailand 4.2
Cambodia 4.2

Cat. 2
Cat. 2
Cat. 1
Cat. 2
Cat. 2

2.3.1.2 Second normal form (2NF)

Second normalisation method aims to eliminate the partial dependencies in the tables,

and it can only be applied to the database, which is in first normal form. Partial

dependency is defined as the functional dependency of a non-prime attribute, which is

not a part of the primary key but is functionally dependent of an attribute that is fully

dependent of the primary key in a table. To eliminate the partial dependency, the

columns have partial dependency must be extracted to another table and the columns

must be replaced with the ID values of the new table so that the relation stays in place.

The “Country” column in Table 2.3 has the partial dependency with the “Latitude”,

“Longitude” and “Magnitude” columns, where they form the primary key together in

the table. Extracting the values in the “Country” column into the new table, the partial

dependency can be eliminated (Table 2.4).

Table 2.3: Second normal form.

EarthquakelD Latitude Longitude CountrylD Magnitude Category
1 41.273 41.411 1 4.8 Cat. 2
1 41.273 41.411 2 4.8 Cat. 2
2 39.167 38.061 2 3.6 Cat. 1
3 13.084 102.446 3 4.2 Cat. 2
3 13.084 102.446 4 4.2 Cat. 2

Table 2.4: Extraction of the partial dependent values.

CountrylD CountryName
1 Georgia
2 Turkey
3 Thailand
4 Cambodia
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2.3.1.3 Third normal form (3NF)

Thirds normalisation method aims to eliminate the transitive dependency in the tables.
A transitive dependency is defined as the functional dependency between three or more
columns, where one column relies on the second column through the third column
called intermediate column. In Table 2.3, the “Category” column is fully dependent on
the “Magnitude” column in order to define the earthquake’s category. Also, the
“Magnitude” column is dependent on the “EarthquakelD” column because it indicates
the basic information of an earthquake. In order to eliminate the dependencies, it is
required to create a new table for the transitive column, keep all the fully dependent
columns together with their primary keys in the individual tables and create a relation
table between the two tables (Table 2.5, 2.6, 2.7, 2.8).

Table 2.5: Earthquake-Category relation table.

EarthquakeCategorylD  EarthquakelD CategoryID
1 1 2
2 2 1
3 3 2

Table 2.6: Category table.

CategorylD Category
1 Cat. 1
2 Cat. 2
3 Cat. 3
4 Cat. 4
5 Cat. 5

Table 2.7: Earthquake table.

EarthquakelD  Latitude Longitude Magnitude
1 41.273 41.411 4.8
2 39.167 38.061 3.6
3 13.084 102.446 4.2

11



Table 2.8: Earthquake-Country relation table.

EarthquakeCountrylD  EarthquakelD CountrylD
1 1 1
2 1 2
3 2 2
4 3 3
5 3 4

2.3.2 Web services

Web service is a software system designed to support interoperable machine-to-
machine interaction over a network (W3C Glossary, 2004). It enables machines to
communicate with each other through the World Wide Web (WWW) protocols such
as Hypertext Transfer Protocol (HTTP). More specifically, a web service has a request-
response model (Figure 2.4), and it responds the requests with machine-readable texts
in several formats such as Extensible Markup Language (XML) and JavaScript Object
Notation (JSON).

Web Server

Client

T Iil Web Service

X5L
S0APHTTR *_ XML
{Custom X500 (Dratauit X50)
: .| & ol
XL o En
“‘é{_',\ le— P |
— = L
- Database
EIm WY ETm
SOARHTTR WML |
(Dl X30) {Detautt XS0 I

XSL

Figure 2.4: The diagram of a request-response structure in web services.

XML is the most common format used by the web services to receive the requests and
send the response back. Since it is the text-based format and hierarchically organised,
a human can easily interpret it. The other advantage of XML is that it provides position
independence in the structure. On the other hand, JSON provides simpler structure
than XML format and consumes less space, which allows faster data interchange

between the systems.
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For a while ago, another data format, which is called GeoJSON, has been started to be
used for the GIS purposes. It is a format that keeps the same rules of JSON structure
but more specialised for GIS data. In this thesis, GeoJSON format has been used for
the data while requesting from the web services of USGS. The web application
developed for the thesis has been adapted to extract the valuable information from the

GeoJSON response.

2.3.3 Code development

Code development part of a GIS project is the part that the data stored in the database
is processed and displayed on the screen with Graphical User Interface (GUI). Before
starting the code development, the environment must be chosen based on the needs.
There are several types of application such as console application, desktop application
and web application. If the project is defined as a data provider, then it is also an option
to develop a web service, from which the 3™ party client applications can request the
data. In this thesis, a web application is decided to be developed because it is intended
to request the data with some parameters from the web services of USGS and display
the results of the analysis on a map. A web application consists of two different parts,

which are back-end and front-end.

2.3.3.1 Back-end development

Back-end development is the part of coding that is entirely hidden to the end users,
and mostly this part is responsible for interacting the database, processing the data and
providing the result data packages to the front-end side. For the back-end development,
it is essential to decide which programming language to be used in the project.
Although there is a wide range of programming languages, it is highly recommended
to decide an object-oriented programming language. In this project, Microsoft’s C#
programming language has been used for the back-end development. As a framework,
the version of 4.6.1 has been selected, and the web application has been developed on
Microsoft’s Visual Studio 2015 environment. The Microsoft’s C# programming
language is a fully object-oriented programming language, and it is fully compatible
with the Microsoft’s SQL Server 2014, which is the database server. To build the
communication between the web application and the database, Entity Framework v6

has been used.
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While developing the back-end side of a project, it is critical to define the
responsibilities. In order to organise the responsibilities, a technical concept is
recommended, which is called n-tier development. The n-tier development consists of
three layers to separate the responsibilities: Data Access Layer (DAL), Business Layer
(BL), Presentation Layer (PL). Data Access Layer is the part of the code, where the
database communication standards of the project are configured. Also, this layer is the
only layer, which communicates with the database. Business Layer is the layer that
responsible for the communication between the Presentation Layer and the Data
Access Layer. Most of the logical processes are handled in this layer before requesting
the corresponding data from the DAL. The security configurations such as user
authentications, timeout decision for the system can be implemented in this layer so
that it reduces the workload on the DAL and the bandwidth consumption on the
database server. The Presentation Layer is the layer that is responsible for the
interpretation of the user’s actions, transmitting the user’s requests to BL and informs

the user about the results.

2.3.3.2 Front-end development

Front-end development is the part that the developer mostly focuses on the design and
the implementation of the user interface. In a web application project, the user interface
is the part that the user can see through the web browser such as Internet Explorer,
Mozilla Firefox and Google Chrome. The responsibilities on the front-end
development are also split into three concepts, which are called design or layout, visual
properties and functionalities.

First, Hypertext Markup Language (HTML) is the basic web programming language
that is used to prepare the layout of the web pages. Second, Cascading Style Sheets
(CSS) is the specific style sheet language used to define the visual features and the
abilities of the HTML elements. Finally, the JavaScript language is responsible for the
actions done by the user on the web page and the communication between the front-
end and the back-end. jQuery is the most popular JavaScript library that is developed

to ease the front-end development.

In this thesis, the front-end side of the web application has been developed using the
Microsoft’s web programming language, ASP.NET. In addition to the ASP.NET’s

built-in libraries, the JavaScript/jQuery and CSS frameworks of Bootstrap have been
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used for the front-end development. Bootstrap is an open source toolkit widely used
by web developers, especially the front-end developers, that contains very well
organised JavaScript functions and responsive stylesheets. Also, the JavaScript library
of MapBox has been integrated into the project as it provides the special GIS functions.
The libraries of MapBox have been developed to be operational on the open source

map, whose provider is Open Street Map (OSM).
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3. CENTROGRAPHY IN GIS

Statistical analysis forms a substantial part of the spatial analysis techniques in
Geographical Information Systems, where the spatio-temporal datasets are processed
in order to have characteristic results about the inspected phenomenon such as
tendency, frequency, dispersion and concentration areas. It is a fact that each statistical
analysis has its useful methods that generates better results. In this study, the
centrography method has been applied on earthquake datasets to analyse the dispersion

and to find the concentration areas.

3.1 Clustering

Everitt et. al defines the clustering as “a technique that is concerned with exploring
datasets to assess whether or not they can be summarised meaningfully in terms of a
relatively small number of groups or clusters of objects or individuals which resemble
each other and which are different in some respects from individuals in other clusters”
(p. 13). Although there are several clustering methods that are used for different cases,
the k-means clustering algorithm is defined as a standard clustering method. The
standard algorithm is also called as Lloyd’s algorithm since the algorithm was first
suggested by Stuart Lloyd in 1957. The algorithm consists of several steps to find the
cluster centres. First of all, the number of clusters is chosen and the mean centre points
are calculated for each cluster. Then, each point in the dataset is assigned to the closest
cluster centre. When each point is associated to the cluster centres, then the new cluster
centres are defined. Until the predefined threshold criterias are met, the points are

assigned to the centres and new centres are defined.

The interface of a Web GIS application to display the clustering results can be defined
by the developers as they want. Mostly, the cluster points displayed on the map show
the number of points that are associated to them and the clustering algorithm is

executed when the zoom level is changed (Figure 3.1).

17



“\Horotiu

% SH 18
Neforori 56 114
N\
SH 1 20
B 76
\
KRV ; Magellan Helghts
Woodridge 4469 SH 1B
Koura 274 i J oaf Huntington
Flagstaft T
<owhai \ 3 4012‘~h 26
SH39 R Pukete Huntington
4 8 SH18
X Saint lrews Parkwood
e .;)v-.‘, 4060 Chedworth
Avalon Industrial v 2
14 \ Chartwell D
\ Fairview Downs
Fairfield S
\ 3
3 Forest Lake i SH 1B
39 Nawtgn. N -aro 9166 Claudelags32 SH 26
deroa
780 \\ 58
Y s
Western Heights Franklo\r1"" Hamilton o9
SH 23 | s Werdale
1 Dinsdale Hamiiton East 3799
itawhata N
| Hillcrest
66 | Matangi
7682 Riverlea
Melvil =
221 :
- | Fitzroy
emple View \ .
F Deanwell AT
Glenwvi
521 S0 monere

Figure 3.1: The representation of the cluster points on the map.

3.2 Centrography

Centrography is one of the Geographical Information Systems (GIS) techniques,
which allows one to assess and measure the average location, dispersion, movements,
and directional change of a phenomenon through time (LeBeau, 1987). As Kellerman
stated that “these techniques include measures of central tendency equivalent to the
mode, mean and median, and measures of dispersion such as the variance, standard
deviation and analysis of variance transformed to two and three dimensions” (p. 3).
The terms “centrography” and “centrogram”, which are suggested by the Mendeleev
Centrographical Laboratory, compactly express the group of geographical studies in
this field of two-dimensional statistical analysis (Sviatlovsky and Eells, 1937). In the
beginning, these analyses were bounded by the studies about human populations. For
instance, the studies in 1937, which were about the movement of the centre of
population in Europe and Northern America, showed that there was a contrary on the
direction of movements. The movement in Europe had a tendency toward the east
while the movement in Canada and the United States had toward the west. Also, the

information was obtained that the movement in the northern hemisphere had been
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away from the Atlantic Ocean and toward the Pacific Ocean. In the light of this
information, the studies suggested that the Pacific Ocean may become the

concentration of the population. The result of the studies can be seen in Figure 3.2.

Figure 3.2: The trends of the centre of the population (Sviatlovsky and Eells, 1937).

Subsequent studies, which this method has been applied in, have been addressed
different issues such as crops, natural disasters, criminology and a variety of regional
distributions of other social and economic factors. In 1987, this method had been used
by LeBeau, who was a professor at the Department of Criminology and Criminal
Justice in Southern Illinois University, to analyse the 5-year dataset of lone-assailant
rapes classified by type of offender (LeBeau, 1987). Mamuse et al. (2009) made a
spatial centrographic analysis of mineral deposit clusters, using the komatiite-hosted
Kambalda nickel sulphide deposit cluster (Figure 3.3). This study shows that the
spatio-geometric partitions are likely locales for spatial analysis of nickel orebodies
and endowment. The centrographic approach is potentially useful in mineral resource
estimations and mineral exploration targeting and can be considered as a sample study

in recent years.
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Figure 3.3: The komatiite clustering (Mamuse et al., 2009).

This technique aims to support the decision-making process based on the
phenomenon’s actual clustered points or trend through time. Centrography can also be
applied to a non-geographic phenomenon, but if the focused data is spatial data, then
it becomes a GIS technique. First of all, since the centrography focuses on the
centralised area, the clustered points must be calculated based on the coordinates of
the phenomenon. There are several ways to find the average locations such as distance-
based analysis, which only concentrates on the locations, and density-based analysis
that includes the effects of the typical information in addition to the location. On a 2-
D flat plane, it is easy to find the average location by applying the standard
mathematical operations. When it comes to an analysis of the locations of a
phenomenon on the earth, which is projected onto a 2-D plane, then some effects of
the projection applied must be taken in to account. In order to ease the analysis, the
earth is transformed into a 2-D plane with several map projection methods.

3.3 Map Projection

Map projection is a mathematical transformation that aims to reshape the 3-
dimensional earth on a 2-dimensional plane. It is evident that there will be some
distortions and loss of the data during the process of the transformation. There are

several projection types such as cylindrical, conical and azimuthal projection, each of
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which uses different reference lines to transform the earth on a surface. Hence, it is
crucial to choose the correct projection type to be used in the analysis because each

projection type has its advantages and disadvantages.

3.3.1 Conical map projection

Conical map projection is the projection method, where the inner surface of a cone is
used as a 2-dimensional surface to reflect the sphere onto. In this method, a cone is
placed on the top or the bottom of the globe, and the sides of the cone touching the
sphere are well defined in order to have an accurate scale for the points along the
tangent line (Figure 3.4). While the cylindrical projection methods are utilised to have
a better result for the whole sphere, the conical projection methods are more useful to

get a better result for a hemisphere.
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Figure 3.4: Representation of the conical map projection (Kennedy, 2000).

3.3.2 Azimuthal map projection

Azimuthal map projection, which is also known as planar projection, is another way
of transforming a globe onto a flat plane according to an aspect. In this projection
method, the contact point of the tangent line, which can be at either pole, the equator
or any intermediate point on the globe, specifies the aspect for the projection (Figure
3.5). The simplest forms of the azimuthal projections are the polar aspects, in which
all meridians are shown as straight lines radiating at their true angles from the centre,
while parallels of latitude are circles, concentric about the pole (Snyder, 1982). One of
the most known examples of the polar azimuthal equidistant projection can be the

emblem of the United Nations.
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Figure 3.5: The aspects in azimuthal map projection (Kennedy, 2000).

3.3.3 Cylindrical map projection

A cylindrical projection is the transformation of the globe onto a cylindrical surface,
in which the meridians are equally spaced while the spacing between parallel lines of
latitude increases toward the poles. In this projection type, the sphere to be projected
is encapsulated with a cylinder, and the sphere is expanded along the inner surface of
the cylinder. Such projections are considered as conformal projections, which means
that the shapes and the angles describe the spatial relationships are preserved. There
are some cylindrical projection types, which are used according to the complexity of
the situation, such as normal, transverse and oblique (Figure 3.6). In normal projection
method, the equator is used as the tangent line. In contrast, a meridian is chosen for
the sphere to be projected along with transverse projection method. In oblique
projection method, the cylinder is rotated around a great circle line, which is different

than the equator and a meridian.

Normal Transverse Oblique

Figure 3.6: Cylindrical map projection types (Kennedy, 2000).

In this study, the transverse Mercator projection has been used because the map
provider, Mapbox, supports the Web Mercator projection that is referred to as
EPSG:3857 (WGS84 Web Mercator Projection). The Web Mercator projection is a
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sort of the Mercator projection that is mostly used in Web-based mapping applications.
The primary difference between the Mercator and the Web Mercator projections is that
the Web Mercator projection uses the spherical formulas while the large-scale

Mercator projection uses the ellipsoidal formulas.

3.3.3.1 Transverse Mercator Projection and UTM

Mercator projection, which is a type of cylindrical projection, is based on enclosing
the globe by a visionary cylinder touching at the equator and projecting the earth onto
the cylinder. Since the angles and small shapes on the globe project as the same angles
and shapes on the map, this projection is a conformal projection. In a small
neighbourhood of the equator, there are microscale errors on a Mercator map.
However, if it is desired to map an area, which is along a meridian of longitude, the
distortion would increase too much. In order to deal with this situation, the opinion of
a Mercator projection, whose cylinder touches the earth along a meridian of longitude,
reveals the Transverse Mercator projection. Since the Transverse Mercator projection
IS very accurate in narrow zones, it has become the basis for a global coordinate system
called as Universal Transverse Mercator System (UTM). In UTM projection, the
transverse cylinder rotates by 6° increments, so it creates 60 projection zones as a strip.
Each zone has a central meridian, which broadens north-south along the middle of the
zone by 3°. In the UTM projection, all zones are projected differently by using
different coordinate system (Figure 3.7). Therefore, they should not be combined
because of the distortion.

Figure 3.7: UTM grid zones on a projected map of the Earth.
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3.4 Centrography Methods

Since the primary objective in centrography is to find the focal points or areas, there
are several mathematical equations available to calculate the centre points according
to the needs of the subject. Some of these methods are the mean centre, which is also
known as spatial mean, weighted spatial mean and median centre. The final centre
found with one of these methods represents the centre of the centroid. To locate the
exact centroid, the radius needs to be defined after having the centre. To find the radius,
there are several methods can be applied such as standard distance deviation and

distance methods.

3.4.1 Mean centre (Spatial mean)

The mean centre is a central or average location of a set of points (Wong and Lee,
2005). The calculation of the mean centre contains the summation of X and Y values
of each coordinate individually and dividing each of these sums by the number of
coordinates. This calculation generates the mean X and Y values, which produce the

average coordinate of the spatial dataset. The formula of this calculation is as follows:

i=1
n n

n
X.
7:x1+x2+---+xnzz ' (3.1)

The calculation of the mean centre for a sample dataset (Table 3.1), which has been
used in this study, has been shown below (3.2, 3.3).

Table 3.1: Sample earthquake location dataset.

Earthquake ID Latitude (°) Longitude (°)
1 17.112 26.443
2 21.002 31.312
3 18.442 27.745
4 18.856 29.568
5 20.518 30.214
6 19.794 28.645
7 17.483 27.826
8 19.639 28.194
9 20.168 29.477

10 18.964 27.365
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10
D X, =191.978° X =19.198 (3.2)

i=1

10
DY, =286.789 Y =28.679° (3.3)

i=1
The spatial mean point of the sample dataset is located at the point of (19.198, 28.679).

3.4.2 Weighted mean centre

The weighted mean centre is the average location, which is produced by weighting
coordinates with another variable. In this case, the coordinates of the weighted mean

centre, (X,,,Y,, ), are given by:

N N

inwi _ zYiWi

>_<w= i W : (3.4)

where “w” represents the weight for each value.

The calculation of the weighted mean centre of the sample dataset (Table 3.2) has been
shown below (3.5, 3.6).

Table 3.2: Sample earthquake location and magnitude dataset.

Earthquake ID Latitude (°) Longitude (°)  Magnitude (°)

1 17.112 26.443 5.5
2 21.002 31.312 6.4
3 18.442 27.745 7.9
4 18.856 29.568 8.2
5 20.518 30.214 4.4
6 19.794 28.645 7.5
7 17.483 27.826 8.0
8 19.639 28.194 4.7
9 20.168 29.477 3.8
10 18.964 27.365 5.6
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10
D X;w, =1182.578° X, =19.074° (3.5)

i=1

10
> Yw, =1775.632° Y, = 28.639 (3.6)

i=1

3.4.3 Median centre

The median centre for a dataset is the point, which the half of the values in the dataset
are smaller while the other half is larger than this value. When the dataset contains
two-dimensional values such as locations then the median centre is described as the
point where 50% of the values fall east of north/south line and 50% fall west of that
line, while an east/west line divides the values where 50% fall north of the line and
50% fall south of that line (Figure 3.8). The point, at which these lines intersect, is the

median centre of the locations.

The median centre for a dataset is calculated by arranging in the values either
ascending or descending order. The value at medium represents the median value. If
the size of the dataset is even, the average of the two values at middle gives the median
value. For a dataset contains two-dimensional values such as locations, the median
centre is calculated by finding median values of each component of the points in the

dataset individually and generating a new point with these median values.

Figure 3.8: Representation of the median centre (Stoddard R., 1993).

26



3.4.4 Standard distance deviation

Standard distance deviation (also known as standard distance and analogous to
standard deviation unclassical statistics) (Furfey, 1927; Bachi, 1957), is a distance that
is applied as the radius of a circle known as standard distance circle (SDC) centred at
the spatial mean centre of the spatial point pattern (Mamuse et. al, 2009). A large
standard distance deviation indicates that the data points can spread far from the mean
centre and a small standard distance deviation indicates that they are clustered tightly
around the mean centre. The formula to calculate the standard distance deviation is

given by:

o Jzi_l(xi X Y-V -

where X and Y values represent the latitude and longitude components of the centre
point, which is calculated with one of the average finding methods such as mean

centre, median centre and weighted mean centre.

The standard distance deviation calculated for the sample dataset (Table 3.1) indicates
that the centralised area has a radius of 1.838 (3.8).

Ogy =1.838 (3.8)

3.4.5 Distance methods

Since the centrography aims to locate the concentration areas of a dataset, calculating
the distances between the phenomens and the centre points is indispensable in order to
draw an area. Therefore, it is crucial to choose the most accurate distance method to
have more precise results. In this study, Euclidean and Mahalanobis distance methods

have been applied and the results of each method have been compared.

3.4.5.1 Euclidean distance

Euclidean distance (ED) is the straight-line between two points in Cartesian
coordinates. To calculate the Euclidean distance between two points in 2-dimensional

Cartesian coordinates, the following equation has been applied:
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d =0~ %,)2 +(y, - ¥,)? (3.9)

where d is the Euclidean distance, X and y values are the coordinate components of

the points. In this thesis, the Euclidean distance has been applied to obtain the distance
between the mean centre point and the earthquake locations. The distance results have
been used to define the furthest earthquake to the mean centre. The furthest earthquake
in each iteration has been eliminated from the dataset since the aim is to find a
concentration area. The Euclidean distance method has been applied on the dataset
(Table 3.1) and the first two earthquakes are given as the two furthest earthquakes to

the mean centre (Table 3.3).

Table 3.3: Euclidean distance result table.

Earthquake ID Latitude (°) Longitude (°)  Euclidean Distance (°)

1 17.112 26.443 3.057
2 21.002 31.312 3.192
3 18.442 27.745 1.201
4 18.856 29.568 0.952
5 20.518 30.214 2.024
6 19.794 28.645 0.597
7 17.483 27.826 1.915
8 19.639 28.194 0.655
9 20.168 29.477 1.256
10 18.964 27.365 1.334

3.4.5.2 Mahalanobis distance

Mahalanobis distance (MD), which is also called as normalised Euclidean distance, is
a method that takes the correlation in the data into account while calculating the
distance. The correlation in the data is calculated using the inverse of the variance-
covariance matrix of the dataset (De Maesschalck et al., 2000). In this method, the
variance-covariance matrix is constructed based on the dataset. To calculate the

variance-covariance matrix, the following equation is applied:

X, =X-X (3.10)

(Xo) (3.11)
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where X is the matrix consists of the n data values, X is the matrix consists of the mean

values, C, is the variance-covariance matrix. When the variance-covariance matrix is

calculated, the inverse of the matrix is calculated to be used in distance equation. The
equation to calculate Mahalanobis distance is as follows:

d, =/(X, - X)C, (X, - X)T (3.12)

where C_* is the inverse of the variance-covariance matrix. The equation gives a

diagonal matrix, where the distance values for each earthquake are located at the

diagonal of the matrix.

The calculations done on the sample earthquake dataset in Table 3.1 gives different
result than the Euclidean distance method. While the furthest earthquake is found as
the same in both methods, the second furthest earthquake found with Mahalanobis
distance method is different than the one found with Euclidean distance method (Table
3.4).

Table 3.4: Mahalanobis distance result table.

Earthquake ID Latitude (X) Longitude () Mahalanobis Euclidean
Distance (°) Distance (°)
1 17.112 26.443 1.752 3.057
2 21.002 31.312 1.907 3.192
3 18.442 27.745 0.681 1.201
4 18.856 29.568 1.674 0.952
5 20.518 30.214 1.145 2.024
6 19.794 28.645 0.966 0.597
7 17.483 27.826 1.801 1.915
8 19.639 28.194 1.288 0.655
9 20.168 29.477 0.829 1.256
10 18.964 27.365 1.478 1.334

The comparison of the results obtained by the Mahalanobis and Euclidean distance
methods show that the methods sort the earthquakes in different order. For example,
while the Euclidean distance method shows the earthquake assigned with the ID of 3
is the closest to the mean centre, the Mahalanobis distance method gives the
earthquake assigned with the ID of 6 is the closest to the mean centre. On the other
hand, the Euclidean distance method gives the earthquake assigned with the ID of 7 is
the second furthest to the mean centre whereas the Mahalanobis distance method says
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the earthquake assigned with the ID of 1 is the second furthest earthquake. The reason
of the difference between the distance methods is the difference in the principle of the
methods. The Mahalanobis distance takes the correlation in the data into account while
finding the distances. In other words, the distance between the same earthquake and
the mean centre might be found different for a different dataset, where the mean centre
has the same value. Therefore, it is obvious that the Mahalanobis distance method is
fully dependent of the correlation of the dataset. However, the Euclidean distance
method takes the points into account individually so that each point in the dataset has
its own effect on the calculation of the distance, except the calculation of the mean
centre. In other words, the distance between the same point and the mean centre will
be always same in a different dataset, where the mean centre has the same value.

Therefore, it is crucial to choose the most proper method to have correct results.

In this study, both the Mahalanobis and the Euclidean distance methods have been
applied separately in the algorithm to compare the results. It’s been understood that
the centroids obtained by applying the Mahalanobis distance method have greater error
margins than the ones calculated by the Euclidean distance. The centroids obtained by
both distance methods separately have been displayed on the map to see the error
margins (Figure 3.9, 3.10).

Figure 3.9: The centroids calculated by the Euclidean distance method.
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Figure 3.10: The centroids calculated by the Mahalanobis distance method.

The results show that the centroids calculated by the Mahalanobis distance method do
not fully cover the earthquakes seem they are shifted because the method doesn’t takes
the exact distance into account as it is done in the Euclidean distance method. Instead,
the Mahalanobis distance method calculates the relative distances based on the

correlation between the earthquakes and the mean centres.
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4, CASE-STUDY: CENTROGRAPHY ANALYSIS ON EARTHQUAKES

4.1 Data Gathering and Data Modelling

In this study, the spatial-temporal earthquake data including magnitude has been
gathered through the web services of the United States Geological Survey (USGS).
The web services provide the real-time data, and they are reachable from any platform
because of being open data platform. The functions and the parameters that can be
used to filter the data are shared in the manifests of the web services (Figure 4.1). The
web service provides several parameters such as time interval, minimum magnitude

and latitude and longitude based region definition to query the earthquake data.

Time
All times use 1ISO8601 Date/Time format. Unless a timezone is specified, UTC is assumed. Examples:

® 2018-04-08, Implicit UTC timezone, and time at start of the day (00:00:00)
® 2018-04-08T15:51:22, Implicit UTC timezone.
® 2018-04-08T15:51:22+00:00, Explicit timezone.

parameter type default description

present use 1508601 Date/Time format. Unless 3
ndtim String %z
time
- NOW - 30 08601 m I
ttime String

days

updatedafter String  null e .

Location

Requests that use both rectangle and circle will return the intersection, which may be empty, use with caution.

Rectangle

Requests may use any combination of these parameters.

parameter type default  description
Decimal X
T 2 0907 . Limit to events with a latitude larger than the specified minimum. NOTE: min values must be less than
minlatitude [-90,9 -9
maxvalues.
degrees Z
Decimal
— e i Limit to a longitude larger than the specified minimum. N
minlongitude [-360,360] g
o= i & <-180 or maxlongitude > 180. NOTE: min values mustb
egrees
Decimal g
» = [-90,90] o Limit to events with a latitude smaller than the specified maximum. NOTE: min values must be less than
maxlatitude -90,90] o
maxvalues.
degrees
Decimal } ]
Limit to eve a longitude smaller than the specified maximum. NOTE: rects s the

180

dateline by u

Figure 4.1: The parameters defined in the manifest of the web services of the USGS
to filter the earthquake data (USGS API Documentation, 2018).
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In order to request and analyse the data, a web GIS application has been developed in

this study. First of all, the earthquake data model has been designed and implemented

in the web application based on the response structure in GeoJSON format that is
described in the API documentation of the web service (Figure 4.2). The GeoJSON

response has been analysed and parsed into indivisible objects according to the

relationship between the data types in the response. For example, the metadata and the

spatial data has been separated, and the location information has been extracted to the

geometry class, which is included by the feature class that also includes the properties.
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Figure 4.2: The class diagram of the earthquake data in web GIS application.

4.2 Designing the Web GIS Application

A panel has been designed in the web application to define the parameters as input

values to be sent within the HTTP request package to the web service in order to get

the filtered earthquakes. In this study, the parameters are limited with the date, location

and magnitude fields (Figure 4.3).
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To display the map on the web page, the JavaScript and CSS libraries of the Mapbox
have been integrated into the project. The map has been configured the be a thematic
map as to display the earthquakes with the icons having distinct colours and sizes based
on the magnitude information. The colour and magnitude scale has been added to the

bottom-right corner of the map as a legend.
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‘ Centrography Analysis on Earthquakes

© Mapbox © OpenStreetMap Improve this map

Figure 4.3: The parameters input panel and the map in the web GIS application.

On the back-end development, first, a function that interacts with the web services of
USGS has been developed to query the data and parse the response. To build the
connection, an instance of the WebClient class, which is defined in the .NET
Framework 4.6.1, has been created and the generated URL that contains the address
of the web service and the parameters has been provided to the WebClient object so
that the necessary information can be requested. Secondly, the GeoJSON response has
been parsed to the collection object that contains the earthquake data objects, and the
collection has been transmitted to the front-end functions. On the front-end side, a
feature layer has been created to bind the earthquake list on the map. First, a feature
object that consists of type, geometry and property objects has been created for each
earthquake in the list, and while creating the feature object, only the necessary
information such as coordinates, magnitude and the title has been extracted from the

earthquake object to lessen the memory load. Also, icons are defined for each
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earthquake based on the magnitude. When the feature layer is filled with the
earthquakes, then they are displayed on the map (Figure 4.4).

© Mapbox & OpenStreethap Improve this map

Figure 4.4: The representation of a sample earthquake dataset on the map.

4.3 Implementation of the Centrography Algorithm

An algorithm has been developed for this study to apply centrography methods and
find the concentration areas. The algorithm consists of an iterative method, where the
non-centralised earthquake subset, which is the full dataset for the first iteration, is
processed in each iteration. First of all, the mean centre point is calculated for the full
set of the earthquake at the beginning of the iteration. Then, each earthquake’s location
is compared with the weighted mean centre regarding distance. The furthest
earthquake to the mean centre is eliminated from the copy of the earthquake list, which
will be considered as the centralised earthquake list at the end of the iteration. To
determine the furthest earthquake from the mean centre, the distance between the mean
centre and the earthquakes must be calculated for each earthquake. Although there are
a number of distance calculation methods, the Euclidean and Mahalanobis distance
methods have been used to calculate the distances. The process of the determination
and elimination of the furthest earthquake is repeated until the 40%, which is defined
as a threshold in this study, of the earthquakes remain in the final list. The final list is
considered as the list of the earthquakes that are concentrated within an area. After the
determination of the final list, the earthquakes in the final list are excluded from the
initial list in order to avoid being reprocessed. Then, the initial iteration is re-executed
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to find the other centroids. Besides, each concentration areas found in each iteration
are expected to pass a confidence test to be considered as correct centroids. To
determine whether a centroid is correct or not, the radius of the centroid is compared
with the maximum distance between the earthquakes in the initial set. If the radius of
the centroid is equal to or smaller than the 2% of the maximum distance, then the
centroid is tagged as correct and displayed on the map (Figure 4.5, 4.6).

Start

y

Request the earthquake dataset

Y

Find the weighted mean centre
of the dataset

Y

y

Iterate over the dataset

Y

Find the earthquake furthest
from the mean centre

Remove the furthest earthquake

Create a centroid with the distance
fromthe dataset

and the mean centre

Digtance < Threshold

3

Add the centroid to the centroid list

Y

No

Remove the earthquakes inside the centroid
from the total dataset

Remaining EQ amount < Total amount * 0.4

/ Digplay the centroids on the map /

Figure 4.5: The workflow of the centrography algorithm.
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Figure 4.6: The representation of the centroids on the map.

Since all map projection methods have distortions and errors, it is essential to define
how to calculate the real distance between two points on a projected map. The distance
between consecutive longitudes differs according to the latitude on a 2-D map, onto
which the earth is projected with the transverse method that has also been used in this
study. The Haversine Formula (4.1, 4.2, 4.3) has been applied to the latitude and
longitude ranges to calculate the exact distance. The Haversine Formula is:

a :sinz(A—Z(p) +COS ¢, - COS @, -SinZ(A—;) (4.1)
¢ =2 -arcsin(min(l, /a)) (4.2)
d=R-c (4.3)

where @ is the latitude, 4 is the longitude and R is the radius of the Earth, which is

6371 km. The unit of the latitude and longitude values have been converted to radian
unit. This calculation produces the distance in km. The radius’ of the centroids have
been calculated by the standard distance deviation method, which produces the result
in radian. The Haversine Formula has also been applied to the radiuses of the centroids

to have the exact length in km.
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4.4 Centrography with Curvilinear Approach

Centrography methods have been mostly used to locate the concentration regions with
the circular or eliptical approach. However, it is not always possible to find any
centroid for a dataset if the spatial data is dispersed on a wide region. In case the data
Is spread along a pattern and if a curve can be fit for the pattern, then the shortest
distance between the phenomenon’s locations and the curve can be taken into account

to define the curvilinear centroids.

In this study, it’s been noticed after several deep inspections with different filters that
the earthquakes, which have a magnitude greater than 7.0, are spread along a pattern.
First of all, another algorithm has been developed to generate a 5" degree polynomial
curve in order to analyse the pattern of the dispersion. After the analysis of the curve,
it is been detected that the curve’s pattern seems similar to the major fault lines that
are also called the tectonic plate boundaries. Then, the GeoJSON information of the
tectonic plate boundaries has been also displayed on the map so that the fitted curves

and the major fault lines can be compared against each other (Figure 4.7, 4.8).
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Figure 4.7: The fitted curve (blue) and the major fault lines (red) for America plates.
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Figure 4.8: The fitted curve (blue) and the major fault lines (red) for Asia plates.

4.5 Conformity Test and Analysis of the Results

To test the accuracy of the concentration areas found by the centrography algorithm
applied in this study, the results are shown in several histograms such as scatter chart
and distance distribution graph. It’s been aimed to analyse the distribution of the
distances between the earthquakes and the centroids so that the accuracy of the
centrography algorithm can be tested. On the other hand, the scatter chart has been
generated to see the relative dispersion by shifting the axes, where the centroid centres
are located at (0,0). The locations of the earthquakes have also been shifted

accordingly.

First of all, when the central zones are defined (Figure 4.9) after the iterations, the
distance between each earthquake and the mean centres has been calculated. The
distance values have been added to the histogram to obtain a distance distribution
graph. If there is more than one centralised zone, the distance distribution histograms

have been generated for each zone separately (Figure 4.10, 4.11).
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Figure 4.9: The centroids for the earthquakes between 27.04.2018 and 28.04.2018.
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Figure 4.10: The distance distribution for the first centroid.
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Figure 4.11: The distance distribution for the second centroid.
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The first histogram (Figure 4.10) shows that 75% of the earthquakes in the full dataset
are in 3305 km range from the first centroid.

Secondly, the centrography algorithm has been compared with the heat map results.
Heat map is a thematic map type that is mostly used to distinguish the concentration
zones by finding a correlation based on the distance between the phenomenons to
generate a clustering points. In heat maps, the transition between the markers on the
map is smoother than the clustered maps. Basically, a heat map uses a colour scale to
show the frequency difference. In most of the heat maps, the colour scale is defined as
from blue to red, from fewer elements to more elements respectively. In this study, the
red zones represent the concentration zones for the earthquakes (Figure 4.12).

Figure 4.12: The heat map representation of the earthquakes.

To test the precision of the centroids, heat map is a practical tool because the centroids
are simply expected to be positioned at the same location with the high temperature
zones on the map. The centroids generated by the centrography algorithm developed
in this study are located as covering the high temperature zones on the heat map (Figure

4.13), which means that the centroids can be considered as accurate.
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Figure 4.13: The location of the centroids on the heat map.

The Web GIS application developed in this study has been published on a public
domain so that anyone, who is interested in such analysis, can do the analysis on the
earthquake data, which can be filtered with the provided parameters. The Web

application can be reached at http://centro.boransimsek.com.
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5. CONCLUSIONS

In this study, the earthquakes happened since the year of 1900 have been projected on
a map and an analysis have been done to locate the concentration areas in order to have
an idea about where the earthquakes are more frequent. To have a better argument, the
earthquakes have been queried with a number of different parameters such as time
intervals, magnitude, depth and location ranges. Once the earthquake data is obtained
and displayed on the map, the centrography algorithm has been applied on the
earthquake dataset to show the concentration zones. The results show the plate
contains the states of San Francisco and Alaska in the United States has the most of

the earthquakes (Figure 5.1).

a

.

Figure 5.1: The distribution of the earthquakes happened between 01.01.2017 and
04.01.2017.

However, the magnitudes of the earthquakes are mostly less than 3.0, which means
that the earthquakes are not highly destructive as the ones happen on the plate that
contains Australia and Philippines. In addition, the plate between Alaska and San
Francisco averagely holds more than 300 earthquakes per day. It can be easily dedus

that the plate is notably active in terms of geological dynamism.

The earthquakes, which have magnitude greater than 7.0, have been analysed with a

different approach than the circular centrography methods. The idea of this approach
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was to find out a pattern that gives a better opinion about the earthquakes dispersion,
where a circular centroid is not possible to define. First of all, the major fault lines that
form the tectonic plates have been displayed on the map as polylines to see whether
such destructive earthquakes are located close to the major fault lines or not. To
compare the dispersion of the earthquakes with the tectonic plate boundaries, a 5%
degree polynomial curve fitting algorithm has been developed in the web GIS
application. The polynoms that are generated by the fitting algorithm have been

displayed on the map as polylines as well (Figure 5.2).
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Figure 5.2: The fitted curve (blue) and the fault line (red).

The distances between points on the polynoms and the points on the major fault lines
have been calculated along the curves by step-by-step iteration and the distances have
been shown on the histogram (Figure 5.3).
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Figure 5.3: The distance distribution for the polynoms and the major fault lines.

The results show that 60% of the earthquakes, which have magnitude greater than 7.0,
are dispersed in 500 kilometers neighbourhood of the major fault lines. It can be
predicted that the destructive earthquakes tend to recur themselves at the locations,

which are close to the major fault lines.

This stuidy also shows that the curvilinear centrography approach can be useful to
define a pattern for the cases that finding a circular centroid is not possible.
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