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REDUCED DIMENSIONAL FEATURES FOR OBJECT RECOGNITION

SUMMARY

Object recognition is one of the substantial problems of computer vision area.
Traditional solutions consist of feature based object recognition techniques. Hence,
there are many studies which are proposed feature detection and description methods.
Object recognition can be performed with high accuracy thanks to these robust
features. However, these features suffer from their high dimensional structure, in other
words “curse of dimensionality”. Hence, dimensionality reduction of the feature
vectors is quite studied and methods that reduce computational load are proposed, in
the literature.

In this thesis, dimensionality reduction of visual features using autoencoders is
proposed. And, the effect of dimensionality reduction of visual features are
investigated on object recognition task. For this purpose, three well-known feature
vectors are selected which are Histogram of Oriented Gradients (HOG), Scale
Invariant Feature Transform (SIFT) and Speeded-Up Robust Features (SURF).

To conduct experiments, three subsets of Caltech-256 dataset images are designed and
HOG, SIFT and SURF feature vectors are obtained from these subsets. Dimensionality
of these feature vectors are reduced to half using autoencoders. Then, object
recognition is tested with original and reduced dimensional vectors with three different
distance measures.

Autoencoders which are unsupervised neural network algorithms, are selected for
dimensionality reduction of feature vectors since autoencoders can capture nonlinear
relationship in data, provide trained model for new inputs and do not need labels. Also,
Principal Component Analysis (PCA) is used for dimensionality reduction of these
feature vectors for comparison, since PCA is commonly used for dimensionality
reduction of these vectors in the literature. Moreover, experiments using the proposed
method and PCA, are repeated on images with noise and results are reported.

The results show that object recognition accuracies are improved owing to
dimensionality reduction. This shows that unnecessary features and noise are
eliminated by dimensionality reduction. In addition to this, dimensionality reduction
provides memory and time efficiency.
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NESNE TANIMA iCiN BOYUTU INDIRGENMIS OZNITELIK
VEKTORLERI

OZET

Gergek verilerin ¢ogunlugu biiylik boyutlu verilerdir. Ancak biiylik boyutlu verilerin
islenmesi bazi nedenlerden 6tiirii zordur. Biiyiik boyutlu veriler biiyiik hesapsal yiik
olusturur, daha ¢ok bellek ve zamana ihtiyag duyar ve gorsellestirme agisindan
zorluklar barindirir. Biiyiik boyutlu verilerin islenmesindeki bu zorluk literatiirde
“Boyutsallik laneti” olarak isimlendirilmistir. Bu nedenle boyut indirgeme, verilerin
islenmesinde 6nemli bir basamak olarak karsimiza ¢ikmaktadir. Literatiirde, boyut
indirgeme tizerine bir¢ok teknik Onerilmistir. Bu teknikler kullandiklar1 yontemler
acisindan Oznitelik secme ve Oznitelik ¢ikarma metodlar1 olarak iki baslikta
toplanabilir. Veriyi doniistiirme bi¢imleri agisindan ise dogrusal ve dogrusal
olmayanlar olarak siniflandirilabilir.

Nesne tanima ise bilgisayarla gorii alanmnin, iizerinde ¢okc¢a calisilmis ve ¢alisilmaya
devam edilen problemlerinden bir tanesidir. Nesne tanima, goriintiideki cisim veya
cisimlerin anlamlandirilmast anlamina gelmektedir. Nesne tanima i¢in kullanilan
yontemlerden bir kismi Oznitelik vektorlerinden faydalanmaktadir. Literatiirde, bu
amagla tanimlanmis bir¢ok Oznitelik vektorii elde etme metodlar1 onerilmistir. Bu
vektorlerden popiiler ii¢ tanesi, bu tez calismast icin secilmistir. Bunlar HOG
(Histogram of Oriented Gradients - Yonlii Gradyanlarin Histogrami), SIFT (Scale -
Invariant Feature Transform - Olgekten Bagimsiz Oznitelik Déniisiimii) ve SURF
(Speeded - Up Robust Features - Hizlandirilmis Giirbiiz Oznitelikler) vektorleridir.

Bu tezde boyut indirgeme etkisi nesne tanima problemi {izerinde incelenecektir ve
Oznitelik vektorlerinin nesne siniflandirma basariminin artmasi hedeflenmektedir. Bu
durumda farkli smiflara ait veri noktalar1 arasindaki mesafeyi arttiracak yontemler
diisiiniilebilir. Ancak SIFT ve SURF vektorleri i¢cin boyle bir yontem kullanilamaz.
Ciinkii bu vektorler tim goriintiiyii degil, goriintiideki dnemli noktalar1 betimleyen
vektorlerdir. Gortintiilerdeki 6nemli noktalar her zaman resme 6zgii olmak zorunda
degildir, ayn1 6nemli nokta birgok goriintiide birden bulunabilir. Bu nedenle,
goriintlilerin  siniflandirilmasinda ve ayni zamanda nesne tanimada kullanilan
yontemler, sorgulanan goriintii ile en ¢ok ortak veya benzer 6nemli nokta igeren resmin
secilmesiyle gerceklesmektedir.

Literatiirde denetimli ve denetimsiz algoritmalar kullanilarak bu konuya iligkin
caligmalar yapilmistir. Denetimli algoritmalar SIFT ve SURF gibi yerel goriintii
tanimlayicilart icin iki sekilde etiket bilgisi kullanmislardir. Bunlar 6znitelik
vektoriiniin i¢inde bulundugu goriintiiniin sinif etiketini kullanmak veya 0znitelik
vektorlerini gruplandirarak etiket bilgisi elde etmek seklindedir. Ancak iki yontem de
sakincalidir. Bir 6znitelik vektorii yerel bilgiye dayali oldugundan sadece bir nesne
simifiyla bagdastirllamaz ve yukarida da belirtildigi gibi bu durum smf etiketi
kullanmay1r verimsiz kilmaktadir. Vektorleri gruplandirma stratejisinde ise
kullanicinin belirledigi sayida grup olusturulmakta ve grup etiketleri vektor etiketi
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olarak kullanilmaktadir. Benzer sekilde kullaniciya bagli olan bu etiketleme asamasi
da verimsizdir. Bu nedenle denetimsiz 6grenen algoritmalardan faydalanilmalidir. Bu
amacla, bu ¢alismada denetimsiz 6grenen bir yapay sinir ag1 modeli olan otokodlayici
kullanilmistir.  Otokodlayic1  temelde, 0Ozdeslik fonksiyonunu Ogrenmeye
caligmaktadir. Ciinkii sistem ¢iktis1 olarak girdiyi miimkiin oldugu kadar tekrar
catmasi1 beklenmektedir.

Otokodlayicilar kodlayict ve kod ¢6ziicti iki béliimden olusmaktadir. Kodlayici verilen
girdiyi “kod”a doniistiiriir, kod ¢oziicii ise “kod”u ¢iktiya doniistiirmektedir. Kod
boliimiiniin boyutu girdi boyutundan kii¢iik segilerek boyut indirgeme islemi
saglanmaktadir. Ciinkii bu sekilde tasarlanan sistemler ¢iktiy1 daha kii¢iik boyutlu olan
koddan elde etmeye ¢alismaktadir. Ciktiy1 en iyi sekilde elde etmek i¢in kodun girdiyi
en iyi sekilde temsil ediyor olmasi gerekmektedir. Girdinin istenen boyutta en iyi
sekildeki temsili olan kod, girdinin boyut indirgenmis sonucu olarak karsimiza
cikmaktadir.

Boyut indirgeme islemi i¢in otokodlayici kullanilmasinin faydalarindan biri
otokodlayicinin yeni gelen veriye hazir bir model sunmasidir. Buna ek olarak
otokodlayic1 katmanlarinda dogrusal olmayan fonksiyon kullanilmasiyla, verideki
dogrusal olmayan iligski yakalanabilir. Boylece dogrusal yontemlere nazaran daha
karmagik verilerle bag edebilen bir ¢6ziim saglanmis olur.

Otokodlayicilar, farklh kisitlamalar getirerek farkli amaclar i¢in de kullanilabilirler.
Giriiltii giderme ve seyrek betimleme amaclari bunlardan ikisidir. Bu calismada
kullanilan otokodlayicilar ise 3 adet gizli katman igeren, “vanilya otokodlayict”
yapilaridir. Kullanilan otokodlayicilarda kod boliimii haricinde tiim katmanlarin
boyutu girdiyle ayni se¢ilmistir. Kod bdliimii i¢in ise girdinin 2 kat1 boyut se¢ilmistir.
Boyutu indirgenmis vektorleri elde etmek icin otokodlayici egitildikten sonra verilen
girdiye iliskin kod boliimii alinmaktadir.

Bu calismada obje tanima problemi igin Caltech-256 veri kiimesinden 3 adet alt kiime
elde edilmistir. Her bir kiime 10 nesne sinifina ait onbirer goriintiiden meydana
gelmektedir. Bu 11 goriintii ise kendi iginde 1+10 seklinde ikiye ayrilmaktadir. Her
nesne sinifi i¢in 1 goriintii, sinif sablonu olarak kullanilmaktadir. Nesne siiflarindaki
kalan 10’ar goriintii ise obje tanima islemine sokulup, igindeki objenin belirlenmesi
istenmektedir.

Her bir alt kiimede farkli 6znitelik vektorleri tizerinde ¢alisilmistir. Her bir kiime i¢in
oncelikle, kiimedeki goriintiilerden ilgili 6znitelik vektorleri elde edilmistir. Bu
vektorler heniiz orjinal boyutlarinda iken obje tanima testi yapilmistir. Ardindan
otokodlayici kullanarak boyut indirgeme islemi gerceklestirilip, obje tanima testi
tekrarlanmistir.

Her bir vektor grubu i¢in 110 goriintii ile olusturulan alt kiimeler, otokodlayicinin test
kiimesi olarak kullanilmaktadir. Otokodlayicinin egitimi icin test kiimesinin iki kati
vektor iceren ve rastgele se¢ilmis vektorlerden olusan egitim kiimeleri kullanilmistir.
Sistem i¢in olusturulan dogrulama kiimeleri ise test kiimesindeki gibi 10 sinifa ait
11’er goriintiiden olusmaktadir. Egitim, test ve dogrulama kiimelerinin farklh
gorintiiler kullanilarak olusturuldugu not edilmelidir.

Her kiimede, goriintiilerden iliskili 6znitelik vektorleri ¢ikarilmistir. Yapilan nesne
tamima ve boyut indirgeme islemleri bu vektorler iizerinde gergeklesmektedir.
Otokodlayicilar sistem yakinsayana kadar bu egitim kiimeleriyle egitilmis, ardindan
test kiimeleri sisteme sokularak boyutu indirgenmis vektorler elde edilmistir.
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Otokodlayici ile 1764 boyutlu HOG vektorleri 882, 128 boyutlu SIFT vektorleri 64 ve
64 boyutlu SURF vektorleri 32 boyuta indirgenmistir. Kiyaslama amaciyla ayni boyut
indirgeme islemi, literatiirde bu konu {izerine oldukga galisilmis, Temel Bilesenler
Analizi (PCA) ile de gerceklestirilmis ve sonuglar sunulmustur. Buna ilaveten
olusturulan kiimelerdeki goriintiiler giirilti ile bozularak giriltilii  kiimeler
olusturulmus ve nesne tanima islemi giriiltili gorlintiilerden ¢ikarilan 6znitelik
vektorleri ile test edilmistir. Ardindan bu vektorler de otokodlayic1 ve Temel
Bilesenler Analizi (PCA) kullanilarak boyut indirgeme islemine tabi tutulmustur.
Boyutu indirgenmis bu vektorlerin nesne tanima basarimlari 6l¢iilmiistiir

Elde edilen sonuglar, otokodlayiciya dayali boyut indirgemenin, 6znitelik vektorleri
kullanilarak nesne tanima isleminin hem orjinal hem giiriiltiilii goriintiilerde basarimini
arttirdigin1 gostermektedir. Bunun sebebinin, boyut indirgemenin verideki fazlalik
bilgiyi ve giiriiltiiyli gidermesi oldugu diisiiniilmektedir. Boyut indirgeme, sadece
basarimi arttirmamistir, aynt zamanda vektorlerin saklanmasi i¢in gereken bellek
miktarini azaltmaktadir.
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1. INTRODUCTION

1.1 Purpose of Thesis

Most of the real-world data are high dimensional. These data are hard to process in
many aspects such as great computational load, big memory usage, difficulty of
visualization and time inefficiency. To alleviate curse of dimensionality, which is a
term describing the phenomena that processing data gets harder as the data has more

dimensions, it is necessary to find ways to reduce dimensionality (Bishop, 2006).

In the literature, many methods are proposed such as PCA (Pearson, 1901), Factor
Analysis (Spearmen, 1904), Classical Scaling (Torgerson, 1952), LLE (Roweis and
Saul, 2000), LDA (Fisher, 1936), Kernel PCA (Scholkopf et al., 1998), mRMR (Ding
and Peng, 2005), and ISOMAP (Tenenbaum et al., 2000) to reduce dimensionality.
These methods are based on either one of the two principles, which are feature
selection or future extraction and they use either of the two ways to transform the data,
which are linear or non-linear transformation (Alpaydin, 2009).

In this thesis, autoencoders are used for dimensionality reduction. Autoencoders are
neural network algorithms which are first presented by Rumelhart et al. (1986).
Autoencoders learn in unsupervised manner, hence they do not need labeled data. In
addition to this, an autoencoder can perform non-linear transformation. Thus, they can

capture more complex relationship in data than linear methods.

In this thesis, effects of feature reduction on object recognition performance is
investigated. For this purpose dimensionality of HOG, SIFT and SURF features are
reduced to eliminate noise and unnecessary data using autoencoders, since
autoencoders are suitable for dimensionality reduction of keypoint and image

descriptors.



1.2 Literature Review

Many studies have been working on dimensionality reduction of SIFT features since
these features are high dimensional vectors. Some of the studies proposed to binarize
and quantize SIFT vectors to reduce computational load (Strecha et al., 2012; Yeo et
al., 2008; Stommel and Herzog, 2009; Yeo et al., 2008; Tuytelaars and Schmid, 2007;
Philbin et al., 2007), whereas some of the studies proposed linear projection methods
for dimensionality reduction of SIFT vectors (Mikolajczyk and Matas, 2007,
Valenzuela et al., 2014; Cai et al., 2011).

The most popular linear method used for dimensionality reduction of SIFT vectors is
PCA (Watcharapinchai et al., 2009; Chandrasekhar et al., 2009; Asbach et al., 2008;
Brown and Siisstrunk, 2011). A well-known method that benefits from PCA is PCA-
SIFT (Ke and Sukthankar,2004) which is obtained by applying PCA to the normalized
gradient patches instead of using smoothed weighted histograms in computation of
SIFT descriptors. It was shown that PCA-SIFT gives better results than SIFT in image
retrieval in the aspects of accuracy and time. Valenzuela et al. (2012) proposed to use
PCA to reduce the dimensionality of SIFT and SURF features. The reduced vectors
are named as Reduced-SIFT and Reduced-SURF. The authors stated that Reduced-
SIFT is better than SIFT in image retrieval. However, Reduced-SURF could not

achieve the success of SURF in image retrieval.

Ledwich and Williams (2004) changed some steps in SIFT computation in order to
reduce dimensionality. The dimensionality is reduced well but there was a little loss in

accuracy.

Some studies proposed supervised and semi-supervised methods to reduce
dimensionality of SIFT vectors using such as PLS (Valenzuela et al. ,2013; Farquhar
et al., 2005) and a derivation of LPP (Cevikalp et al., 2008).

Valenzuela et al. (2013) reported that supervised methods give better results than
unsupervised methods. Image class labels are used as feature labels for implementation
of supervised methods, in this study. However, SIFT features can be found in images
which belong to different classes since these features are local descriptors. In other

words, a feature cannot be related with one object class.

PCA is also used for dimensionality reduction of SURF and SURF based feature
vectors (Asbach et al., 2008; Valenzuela et al., 2012; Boulkenafet et al., 2017).



Valenzuela et al. (2014) used four linear dimensionality reduction methods for SIFT
and SURF vectors. The results show that RP (Random Projection), LDA (Linear
Discriminant Analysis) and PLS (Partial Least Squares) methods could not achieve

original SURF vectors’ success while PCA outperforms original SURF vectors.

However, some studies showed that PCA is not the best method for dimensionality
reduction of SURF vectors. There are studies demonstrating that SVD (Singular Value
Decomposition) gives better results than PCA (Vinay et al., 2016) and that Reduced-
SURF could not achieve the success of original SURF vectors (Valenzuela et al.,
2012).

Valenzuela et al. (2013) used both of the supervised and unsupervised methods for
dimensionality reduction of SIFT and SURF vectors. It is reported that unsupervised
methods give acceptable results. However, supervised methods gave better results than

unsupervised methods.

One way of using supervised methods can be constructing codebook vectors from
feature vectors by clustering features and using cluster labels as feature labels.
However, number of clusters must be defined by user and it can be different from
intrinsic classes. Hence unsupervised methods are convenient for local image

descriptors.

PCA is a popular dimensionality reduction technique for HOG features, too (Savakis
et al., 2014; Felzenszwalb et al., 2010; Lu and Little, 2006; Kobayashi et al., 2007).
However, better results than PCA are reported using different dimensionality
techniques (Déniz et al., 2011; Misra et al., 2011; Monzo et al., 2011; Xiao et al.,
2010). Another popular technique to dimensionally reduce HOG features is PLS
(Partial Least Squares) which is a supervised method (Misra et al., 2011; Hussain and
Triggs, 2010; Schwartz et al., 2009). Moreover, some studies reported the results of
LPP and its derived versions (Wang and Zhang, 2008; Mathias et al., 2013), LDA and
its derived versions (Déniz et al., 2011; Monzoet al., 2011; Mathias et al., 2013) and
RP (Savakis et al., 2014) for dimensionality reduction of HOG features.

1.3 Previous Work

In our previous work (Keser et al., 2018b), dimensionality of SIFT features were

reduced to half and quarter of the original size. For this purpose, a dataset (Keser et



al., 2018a) is constructed which consist of cropped car logo images obtained from
Medialab LPR dataset ("Medialab LPR database, " n.d.) and the Internet. This dataset
consists of 90 images which is 10 images for each car brand (Figure 1.1). For further
computations, SIFT vectors of the images in the dataset were extracted. Then
dimensionality of the features was reduced using a 5-layered vanilla autoencoder.

Mean squared error was used as loss function and Adam optimizer was used to

minimize the loss function (Kingma and Ba, 2014).
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Figure 1.1 : Sample images of the vehicle logo dataset used in the previous
work(Keser et al., 2018a).

In order to evaluate success of the autoencoder, original and reduced features were
inputted into logo recognition process. When the half sized features were used in
vehicle logo recognition, the accuracy of the recognition was decreased by 19% while
memory saving of 50% and time saving of 8% was achieved. If the quarter sized
features were used in vehicle logo recognition, the accuracy of vehicle logo
recognition was decreased by 22% while memory saving of 75% and time saving of
21% was achieved (Keser et al., 2018b).

1.4 Hypothesis

In our previous work, autoencoders were used for dimensionality reduction of SIFT
vectors (Keser et al., 2018b). The method provides memory saving in exchange for
some loss in accuracy. In this thesis, the study is improved and expanded to SURF and
HOG features, too.



In this thesis, it is aimed to improve object recognition accuracies obtained by HOG,
SIFT and SURF feature vectors by reducing dimension. In other words, the goal of
this thesis is removing unnecessary features and noise from feature vectors by

dimensionality reduction.

In order to improve classification results, one can use methods which are aimed to
maximize class separation. These methods require class labels, so they are supervised
algorithms. However, class labels cannot be obtained for SIFT and SURF features,
since these vectors have information about keypoints in images instead of the whole
image. It is clear that, some keypoints can be found on the images too other than the
query image and some of them can be found only on that particular query image. As
in this thesis, object recognition can be accomplished by classifying the images which
consist of one object and image classification is achieved by matching the query image
with the image, which has the maximum number of similar keypoints. This scheme
demonstrates too that a keypoint is not related with only one class.

To sum up, class labels cannot be obtained for keypoints, and, hence not for SIFT and
SURF vectors, either. Thus, unsupervised methods should be used for SIFT and SURF

vectors.

In addition to this, HOG vectors are inputted into dimensionality reduction task using
the same method to evaluate the method’s performance on both the keypoint

descriptors and the image descriptors.

To achieve these goals, autoencoders, which are unsupervised neural network
algorithms, are used in this thesis for dimensionality reduction of HOG, SIFT and
SURF. Autoencoders are chosen to be used, because of their ability of capturing

nonlinear relationship in the data, and providing a ready model for new input data.






2. FEATURE VECTORS FOR OBJECT RECOGNITION

In this thesis, effects of dimensionality reduction on feature based object recognition
methods are investigated. To achieve this, three popular feature vectors for object
recognition are selected. One of the selected vectors is HOG feature, which is an image
descriptor and commonly used for human detection. Other selected vectors are two
popular local image descriptors which are SIFT and SURF features. In this section,

these three selected feature vectors to conduct experiments, are described.

2.1 Histogram of Oriented Gradients (HOG)

One of the commonly used feature vector for object recognition in the literature is
Histogram of Oriented Gradients (HOG). It is proposed in 1986 without the term HOG.
However, it was not popular until that it is shown that HOG features can be used for

human detection (Dalal and Triggs, 2005).

In order to compute HOG features, firstly vertical and horizontal gradients of the image
are obtained. These gradient values are converted into polar coordinate values which
are the magnitude and direction values. If the image has three color channels, the
maximum magnitude and direction values are selected among the magnitude and
direction values related color channels for each pixel. According to these gradient
magnitude and direction values, histogram of gradients vectors are obtained for each
(typically 8x8) image blocks. These histogram values are computed according to 9
bins. Then these histogram vectors are normalized with a technique called 16x16 block
normalization. It should be highlighted that the parameters can be changed according
to the application. Finally, these vectors are concatenated to form a single HOG vector.

HOG features are robust to illumination changes thanks to the normalization step.
However, they are not rotation and scale invariant. Also, it should be noted that the
size of HOG feature changes according to the image size, due to the amount of the

histogram vectors obtained from image blocks.



MATLAB’s built-in function is used to extract HOG features from images, in this

thesis. A sample image is given in Figure 2.1 to visualize HOG features.

Figure 2.1 : A sample image with HOG features.
2.2 Scale Invariant Feature Transform (SIFT)

The Scale Invariant Feature Transform (SIFT) algorithm is a well-known method to
detect interest points and form descriptors from them. This method is proposed by
Lowe (2004a). It provides scale, rotation and translation invariant feature vectors for

object detection and recognition.

In order to obtain the SIFT descriptors, firstly potential keypoints are detected by
searching local extrema using different scales of the image. Difference of Gaussians
(DoG) filters are used in this step. Then exact keypoints are determined by a
thresholding system by eliminating low-contrast keypoints and poorly localized edge
keypoints. After that, orientation(s) of the keypoints are determined. Finally,
descriptors are computed for each keypoint using gradient orientations and magnitudes
in the neighborhood of size 16x16. Thus, 128 dimensional feature vectors are obtained
by concatenating 8 bins histograms, which are generated using gradient orientations
and magnitudes, for each non-overlapping 4x4 windows on this neighborhood of the

keypoint.

A sample image with SIFT vectors is given in Figure 2.2. The red vectors on the image,
are SIFT vectors symbolizing keypoints location, scale and orientation. In this thesis,

the demo software provided by Lowe (2004b) is used in order to extract SIFT vectors.
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Figure 2.2 : SIFT vectors are shown on a sample image of Set 2.
2.3 Speeded-Up Robust Features (SURF)

Speeded-Up Robust Features (SURF) method is one of the commonly used feature
detection and description method for object recognition in the literature. It is proposed
by Bay et al. (2006).

Obtaining SURF feature vectors, consist of steps like in SIFT computation. However,
these steps are improved in order to obtain features faster. In order to compute SURF
features, box filters are used instead of Difference of Gaussians filters in SIFT process.
The scale space is obtained using the box filters with different sizes. Blob detectors
based on Hessian matrix are utilized to find the points of interest. The points where
the determinant of the Hessian matrix is maximum, are selected. After locating the
keypoints, keypoint orientations are computed. To determine the orientation of the
keypoints, wavelet responses in horizontal and vertical axis are used. Then descriptors

are computed.

SURF vectors are scale and rotation invariant features. However, to speed up the
process, rotation variant SURF vectors which are called U-SURF, can be used.

An example image from Set 3 which is a subset generated from Caltech-256 dataset
(Griffin et al., 2007) to demonstrate SURF vectors, is given in Figure 2.3 with 20
strongest SURF vectors on it.



Figure 2.3 : 20 strongest SURF vectors are shown on an example image of Set 3.
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3. OBJECT RECOGNITION

Object recognition is an easy task for human-beings, which consists of identifying
objects in images or image sequences, even when objects are occluded, rotated,
translated, scaled or illuminated. However, this task is troublesome for computers.
Thus, object recognition is a substantial problem of computer vision field and many
studies are carried out on this topic. Some of the studies proposed feature based
techniques which rely on global or local feature extraction from the image and
matching these features. In this thesis, dimensionality reduction effects on three feature
based object recognition methods are investigated. To achieve this, three popular
feature vectors for object recognition are selected and object recognition is tested with
these vectors before and after the dimensionality reduction (Grauman and Leibe, 2011,
p.65).

One of the chosen feature vectors is Histogram of Oriented Gradients (HOG). The
details of HOG features are mentioned in Section 2. Figure 3.1 demonstrates the

scheme of object recognition with HOG feature vectors.

Other chosen feature vectors are Scale Invariant Feature Transform (SIFT) and
Speeded-Up Robust Features (SURF) vectors. The details about these features is
mentioned in Section 2. Image matching process is similar for SIFT and SURF vectors

and Figure 3.2 shows the scheme of object recognition with these vectors.

Image matching scheme is different for HOG features because one HOG feature is
extracted per image. However, hundreds of SIFT and SURF features are extracted per

image.

Related papers of SIFT and SURF, are proposed to use threshold values for vector
matching (Lowe, 2004a; Bay, 2006). This threshold is used for the ratio of distance of
the closest vector to distance of the second closest vector. If this ratio is higher than
the threshold, the match is accepted, if else, the match is unaccepted. However, in this

thesis any threshold is used for vector matching for both of the original and reduced
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dimensional vectors. Since the effect of the dimensionality reduction is examined, any
scheme can be used for parameters if the conditions are the same.

Class 1 Class 1
Class 2 Class 3
Class 3 Class 7
Class 4 Class 2
Class 5 ‘ Class 1
Class 6 Class 9
N Class 7 Class 10
Class 8 Class 3
Class 9 Class 3
Class 10 Class 7
Class 6
Class 4
Class 4
Class |
Class 5
o, Vectors of
the images tl'_lc lcmpla;c Selecte.d cl‘asses for
in test set leiZi : queried images

Figure 3.1 : The test set of object recognition method consists of 100 images, and so
100 HOG vectors.To match an image, related HOG vector is tried to match with the
vectors of template images using a distance measure such as Cosine, Euclidean and
Kullback-Leibler. The image is determined in the class whose vector has the
minimum distance to the query image vector.

Class 1 ]
Class 1 Class 3 Qucrlcd
image
‘ Class 7 ‘ belongs to
Class 2 Class 1 Class 1.
Class 1
Class 3
Class 10
Vectors of Vectors of the Selected classes for
the queried template images each vector of the
image of classes queried image

Figure 3.2 : Each feature vector of the image is compared with all of the feature
vectors of class templates. Thus each query vector selects a class whose vector have
the minimum distance with query vector. So, the most selected class shows the
matching result of the query image.
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In this thesis, subsets used for object recognition, consist of images of one object, like
majority of images in Caltech-256 dataset. Hence images are tried to match with

template class images in order to recognize objects in the images.

In order to match feature vectors, three distance measures which belong to different
distance families, are used for each set (Prasath et al., 2017). The distance families
used in this thesis are inner product, L, Minkowski and Shannon entropy distance

families.

One of the selected measures is the Cosine distance, which belongs to the inner product
distance family. It is obtained from the Cosine similarity. There are versions of this
distance. In this thesis, the version in Keras library (Chollet, 2015) is used as presented

in Equation 3.1, where x and y represent the vectors and d is the distance.

d=—(=Y)

[lvi

(3.1)

Another selected measure is the Euclidean distance, which belongs to L, Minkowski
distance family. It is obtained by setting p = 2, hence it is also known as L, norm. It is

shown in Equation 3.2, where x and y represent the vectors and d is the distance.
d=y2(x=y)° (3.2)

The other selected measure is the Kullback-Leibler distance, which belongs to the
Shannon entropy distance family. It is also called relative entropy or information
deviation. It is not symmetric, so it is not a metric measure. Moreover, it is used to
quantify the distance between two probability distributions, hence clipped versions of
vectors are used for computation of this distance as shown in Equation 3.3, where Xc
and yc are the clipped vectors for limiting the vectors in [0, 1], log is the natural

logarithm and d is the distance.

d=>"y. Iog(i—:) (3.3)
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To assess the performance of object recognition, accuracy metric is computed as in
Equation 3.4, where A represents the accuracy, T is the number of true matches and N

is the number of all images in the set.

A=T/N (3.4)
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4. DIMENSIONALITY REDUCTION

In this thesis, effect of dimensionality reduction on object recognition is studied. Hence
object recognition is performed before and after the dimensionality reduction. And
scheme of object recognition based feature vectors is presented in the previous section.
In this section, firstly autoencoders which are proposed for dimensionality reduction
of feature vectors, are mentioned. Then implementation of the suggested method and
dataset is presented. Finally results obtained by the proposed method and PCA on

original and noisy images are given.

4.1 Autoencoders

Autoencoders are neural networks whose goal is to reconstruct the input. In other

words, they try to learn the identity function, in an unsupervised manner.

While autoencoders try to reconstruct the input, they are limited by some restrictions.
Hence, they cannot copy only the data, instead of it they must learn useful features in
order to reconstruct the data. Hence, they are useful for applications such as
dimensionality reduction, data denoising and feature learning (Goodfellow et al.,
2016).

They mainly consist of two components which are encoder and decoder. The encoder
maps the input to the code and the decoder maps the code to the output as demonstrated

in Figure 4.1.

@ 0 'O

Figure 4.1 : General structure of an autoencoder.

They try to minimize the objective function in Equation 4.1, since they try to

reconstruct the input.
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minL(x,g(f(x))) (4.1)

where X represents the input, f and g are the encoder and decoder functions,

respectively, L is a distance function, such as mean squared error (MSE).

If the code part of the autoencoder has smaller dimension than input, then the
autoencoder is undercomplete. These autoencoders are limited by forcing the code
being in smaller dimension and they can be used in order to learn the most useful
features of the data. If the code part has greater dimension from the input, then the
autoencoder is overcomplete. These autoencoders can be used with some
regularization to prevent just copying the data instead of learning useful features. For
example, they can be forced to learn sparse representations and to have small values

of the derivatives of the representations (Goodfellow et al., 2016).

In this study, vanilla autoencoders are used. In other words, the autoencoders are only
forced to have the code in smaller dimension of the input, which means that the
autoencoders are undercomplete. However, there are versions of autoencoders in the

literature such as denoising, sparse, variational and contractive autoencoders.

4.2 Method

In order to achieve dimensionality reduction, six autoencoders are used for different
feature vector sets. Keras with Tensorflow backend is used for all autoencoder
implementations (Chollet, 2015; Abadi et al., 2016).

Figure 4.2 shows the autoencoder structure which is used for original and noisy HOG
features. This autoencoder has 5 layers which have 1764, 1764, 882, 1764 and 1764

units in order.

To reduce the dimensionality of original HOG features, hyperbolic tangent activation
functions (Equation 4.2) are used for all layers except the output layer. Linear
activation function is used in the output layer. All of the layers are densely-connected
layers. In order to train this autoencoder, stochastic gradient descent optimizer with
Nesterov momentum is used with the batch size of 32, learning rate of 0.3 and epoch
of 90. Before each epoch, training data is shuffled and biases of the last layer are

initialized with zero. Mean squared error is used as loss function in Equation 4.3.

16



1746-D
|
1746-D
|
82-D
|
1746-D
|
1746-D

Input Code Output

Figure 4.2 : Autoencoder structure used for HOG features.

1-e™
tanh(x) = e (4.2)
L=~ (x-y)
N y (4.3)

To reduce the dimensionality of noisy HOG features, Leaky ReLU activation functions
(alpha = 0.001) are used for all layers except the output layer (Equation 4.4). In the
Equation 4.4, a is a small constant and 1(.) is the indicator function which is 1 if the
condition inside is true, and O otherwise. Linear activation function is used in the
output layer. All of the layers are densely-connected layers. In order to train this
autoencoder, Adam optimizer (Kingma and Ba, 2014) with recommended
hyperparameters is used with the batch size of 32, learning rate of 5 x 10~° and epoch
of 33. Before each epoch, training data is shuffled and all biases are initialized with

zero. Mean squared error is used as loss function in Equation 4.3.

f(x) =1(x < 0)(ax) +1(x > 0)(x) (4.4)

17



Figure 4.3 shows the autoencoder structure which is used for original and noisy SIFT
features. This autoencoder has 5 layers which have 128, 128, 64, 128 and 128 units in

order.

8-D

|
|

Input Code Output

Figure 4.3 : Autoencoder structure used for SIFT features.

To reduce the dimensionality of original SIFT features, hyperbolic tangent activation
functions are used for all layers except the output layer. Linear activation function is
used in the output layer. All of the layers are densely-connected layers. In order to train
this autoencoder, stochastic gradient descent optimizer with Nesterov momentum is
used with the batch size of 512, learning rate of 0.4 and epoch of 53. Before each
epoch, training data is shuffled. Cosine proximity is used as loss function in Equation
3.1

To reduce the dimensionality of noisy SIFT features, hyperbolic tangent activation
functions are used for all layers except the output layer. Linear activation function is
used in the output layer. All of the layers are densely-connected layers. In order to train
this autoencoder, Adam optimizer with recommended hyperparameters is used with
the batch size of 128, learning rate of 5 x 10~* and epoch of 90. Before each epoch,

training data is shuffled. Cosine proximity is used as loss function in Equation 3.1.

Figure 4.4 shows the autoencoder structure which is used for original and noisy SURF

features. This autoencoder has 5 layers which have 64, 64, 32, 64 and 64 units in order.
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Figure 4.4 : Autoencoder structure used for SURF features.

To reduce the dimensionality of original SURF features, hyperbolic tangent activation
functions are used for all layers except the output layer. Linear activation function is
used in the output layer. All of the layers are densely-connected layers. In order to train
this autoencoder, Adam optimizer with recommended hyperparameters is used with
the batch size of 128, learning rate of 5 x 10~* and epoch of 25. Before each epoch,

training data is shuffled. Cosine proximity is used as loss function in Equation 3.1.

To reduce the dimensionality of noisy SURF features, hyperbolic tangent activation
functions are used for all layers except the output layer. Linear activation function is
used in the output layer. All of the layers are densely-connected layers. In order to train
this autoencoder, Adam optimizer with recommended hyperparameters is used with
the batch size of 128, learning rate of 1 x 10~> and epoch of 90. Before each epoch,

training data is shuffled. Cosine proximity is used as loss function in Equation 3.1.

4.3 Data Set

The experiments are conducted on three subset of Caltech-256 dataset. HOG, SIFT
and SURF features are acquired from Set 1, Set 2 and Set 3, respectively. Object

recognition task is tested on each set, as shown in Figure 4.5.

To form the subsets, ten classes are chosen from Caltech-256 dataset as presented in

Table 4.1. 11 images are selected from each class to form the subsets. It should be
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Figure 4.5 : Object recognition is tested for HOG, SIFT and SURF features on Set 1,
Set 2 and Set 3, respectively.

noted that the features of the subsets are used as test set of the dimensionality reduction
algorithm. Training sets of dimensionality reduction algorithms are twice the size of
the test sets and consist of randomly selected different feature vectors for each run.
And validation sets which consist of features of different 11 images per each selected
class are used for the dimensionality reduction algorithm. Scheme of obtaining
training, validation and test sets are shown in Figure 4.6. It should be noted that
validation and test sets are fixed and they are used for both of the implementations of

dimensionality reduction techniques.

Table 4.1 : For each set 10 object classes are selected from Caltech-256 dataset.

Setl Set 2 Set 3
Baseball glove Baseball glove Baseball glove
Bonsai-101 Bonsai-101 Brain-101

Bowling-pin Brain-101 Fire extinguisher
Cartman Calculator French horn
Desk globe Cartman Frying pan

Electric guitar-101 Desk globe Grand piano-101
Fire extinguisher Fire extinguisher Hamburger
Flashlight Megaphone House fly
French horn Mountain bike Megaphone

Frying pan Paperclip Video projector
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Figure 4.6 : Design of the test, training and validation sets of the dimensionality
reduction algorithm. The test set of the system is used for object recognition tests.
The validation set has the same amount of images with the test set and is used to
validate the system. The training set of the system consists of randomly chosen
vectors which are twice the size of vectors in test set.

Before computations, all images are converted to grayscale. It should be highlighted
that Set 1 images are also resized to 64x64 pixels, in order to have fixed dimensional
HOG features.

For object recognition, each subset is divided to two parts. One part, called as template
images, consists of one image per class which are used for matching with query
images. This part has 10 images since there are ten classes. The other part consists of

the remaining 100 images which are 10 images per each class, as shown in Figure 4.7.

4.4 Results

In this section, details of the implementation of the proposed method are given. And
object recognition results before and after the dimensionality reduction by the
proposed method and PCA are presented, for comparison. Moreover, all tests are
repeated on images with Gaussian noise with zero mean and 0.01 variance, and all
results are shown in this section.
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Figure 4.7 : Design of a subset for object recognition tests. 100 query images are
compared to 10 template images with a distance measure.

4.4.1 Dimensionality reduction of HOG features

For dimensionality reduction of HOG features, a 5-layered autoencoder is used, which
Is shown in Figure 4.2. The autoencoder is trained with the training set of 220 vectors
for 90 epochs and validated with the validation set. The loss graph of the model is
shown in Figure 4.8. After the training step, vectors in the test set is inputted into the
autoencoder. The vectors obtained in the code layer are stored, which are the reduced
representations of these vectors. Then the low-dimensional vectors are used in object
recognition task as mentioned in Section 3. To compare our results, the dimensionality
of HOG features is reduced to the same size by PCA as stated by Felzenszwalb et al.
(2010). For this purpose random training sets are used for PCA training, and then
system is validated using object recognition accuracy of reduced vectors of validation
set as shown in Figure 4.6. In this manner, reduced vectors of the Set 1 is obtained by
PCA, too.

It should be highlighted that the maximum accuracy of object recognition by original
sized HOG features is observed while using the Euclidean distance. Hence, it is aimed
to improve object recognition results using Euclidean distance. So, in order to train the
autoencoder, MSE is used as loss function and also object recognition accuracies of
validation set using Euclidean distance is used to validate the PCA. Accuracy and

memory usage results of object recognition using Euclidean distance, before and after
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the dimensionality reduction by both of the autoencoder and PCA is given in Table
4.2.

Model Loss
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Figure 4.8 :Train and test losses versus epoch for HOG vectors. Test set consists of
110 HOG vectors obtained from Set 1 images.

Table 4.2 : Comparison of memory usage and accuracy results before and after
dimensionality reduction by autoencoder (AE) and PCA. Memory presents
the memory space occupied by HOG vectors of images in Set 1. Accuracy

column shows the object recognition accuracy obtained using Euclidean
distance measure.

Memory Accuracy
1764 D 1.55 MB 53 %
882 D (AE) 776.2 KB 58 %
882 D (PCA) 776.2 KB 55 %

After that, the experiments are repeated on images with noise. First, object recognition
is tested on the noisy images. Then, the dimensionality of noisy features is reduced
with proposed method and PCA for comparison and object recognition with reduced
features is tested. The loss graph of the autoencoder which is trained with the training
set of 220 vectors for 33 epochs, is shown in Figure 4.9. The results are shown in Table
4.3.
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Figure 4.9 : Train and test losses versus epoch for noisy HOG vectors. Test set
consists of 110 noisy HOG vectors obtained from Set 1 images.

Table 4.3 : Comparison of memory usage and accuracy results before and after
dimensionality reduction by autoencoder (AE) and PCA. Memory presents
the memory space occupied by HOG vectors of noisy images in Set 1.
Accuracy column shows the object recognition accuracy obtained using
Euclidean distance measure.

Memory Accuracy
1764 D 1.55 MB 54 %
882 D (AE) 776.2 KB 61 %
882 D (PCA) 776.2 KB 59 %

4.4.2 Dimensionality reduction of SIFT features

For dimensionality reduction of SIFT features, a 5-layered autoencoder is used, which

is shown in Figure 4.3. The autoencoder is trained with the training set of 76102

vectors for 53 epochs and validated with the validation set. The loss graph of the model

is shown in Figure 4.10. After the training step, vectors in the test set is inputted into

the autoencoder. The vectors obtained in the code layer are stored, which are the

reduced representations of these vectors. Then the low-dimensional vectors are used

in object recognition task as mentioned in Section 3. To compare our results, the

dimensionality of SIFT features is reduced to the same size by PCA as Valenzuela
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(2012) stated. For this purpose random training sets are used for PCA training, and
then system is validated using object recognition accuracy of reduced vectors of
validation set as shown in Figure 4.6. In this manner, reduced vectors of the Set 2 is
obtained by PCA, too.
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Figure 4.10 : Train and test losses versus epoch for SIFT vectors. Test set consists of
38051 SIFT vectors obtained from Set 2 images.

It should be highlighted that the maximum accuracy of object recognition by original
sized SIFT features is observed while using the Euclidean and Cosine distance. Hence,
it is aimed to improve object recognition results using Cosine distance because of
being one of the most successful measures among the selected measures. So, in order
to train the autoencoder, cosine proximity is used as loss function and also object
recognition accuracies of validation set using Cosine distance is used to validate the
PCA. Accuracy and memory usage results of object recognition using Cosine distance,
before and after the dimensionality reduction by both of the autoencoder and PCA is

given in Table 4.4.

After that, the experiments are repeated on images with noise. First, object recognition

is tested on the noisy images. Then, the dimensionality of noisy features is reduced
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with proposed method and PCA for comparison and object recognition with reduced
features is tested. The loss graph of the autoencoder which is trained with the training
set of 92630 vectors for 90 epochs, is shown in Figure 4.11. The results are presented
in Table 4.5.

Table 4.4 : Comparison of memory usage and accuracy results before and after
dimensionality reduction by autoencoder (AE) and PCA. Memory presents
the memory space occupied by SIFT vectors of images in Set 2. Accuracy

column shows the object recognition accuracy obtained using Cosine
distance measure.

Memory Accuracy
128 D 38.96 MB 47 %
64 D (AE) 19.48 MB 49 %
64 D (PCA) 19.48 MB 46 %
Model Loss
—0.92 A -
— train
test
—0.93 A
—0.94
3 —0.95 -
—0.96 -
—0.97 - L \

0 20 40 60 80
Epoch

Figure 4.11 : Train and test losses versus epoch for noisy SIFT vectors. Test set
consists of 46315 noisy SIFT vectors obtained from Set 2 images.

4.4.3 Dimensionality reduction of SURF features

For dimensionality reduction of SURF features, a 5-layered autoencoder is used, which
is shown in Figure 4.4. The autoencoder is trained with the training set of 47790

vectors for 25 epochs and validated with the validation set. The loss graph of the model
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is shown in Figure 4.12. After the training step, vectors in the test set is inputted into
the autoencoder. The vectors obtained in the code layer are stored, which are the
reduced representations of these vectors. Then the low-dimensional vectors are used
in object recognition task as mentioned in Section 3. To compare our results, the
dimensionality of SURF features is reduced to the same size by PCA as Valenzuela
(2012) stated. For this purpose random training sets are used for PCA training, and
then system is validated using object recognition accuracy of reduced vectors of
validation set as shown in Figure 4.6. In this manner, reduced vectors of the Set 3 is
obtained by PCA , too.

Table 4.5 : Comparison of memory usage and accuracy results before and after
dimensionality reduction by autoencoder (AE) and PCA. Memory presents
the memory space occupied by SIFT vectors of noisy images in Set 2.
Accuracy column shows the object recognition accuracy obtained using
Cosine distance measure.

Memory Accuracy
128 D 47.43 MB 37%
64 D (AE) 23.7MB 35 %
64 D (PCA) 23.7 MB 35 %
Model Loss
—0.94 | 4
— frain
- test
—0.95 1
—0.96 -
g —0.97 1
—0.98 -
—0.99 -
_1'00 ! T T T = = T T T
0 5 10 15 20 25
Epoch

Figure 4.12 : Train and test losses versus epoch for SURF vectors. Test set consists
of 23895 SURF vectors obtained from Set 3 images.
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It should be noted that the maximum accuracy of object recognition by original sized
SURF features is observed while using the Euclidean and Cosine distance. Hence, it
is aimed to improve object recognition results using Cosine distance because of being
one of the most successful measures among the selected measures. So, in order to train
the autoencoder, cosine proximity is used as loss function and also object recognition
accuracies of validation set using Cosine distance is used to validate the PCA.
Accuracy and memory usage results of object recognition using Cosine distance,
before and after the dimensionality reduction by both of the autoencoder and PCA is

given in Table 4.6.

Table 4.6 : Comparison of memory usage and accuracy results before and after
dimensionality reduction by autoencoder (AE) and PCA. Memory presents
the memory space occupied by SURF vectors of images in Set 3. Accuracy

column shows the object recognition accuracy obtained using Cosine
distance measure.

Memory Accuracy
64 D 12.23 MB 40 %
32D (AE) 6.12 MB 42 %
32 D (PCA) 6.12 MB 42 %

After that, the experiments are repeated on images with noise. First, object recognition
is tested on the noisy images. Then, the dimensionality of noisy features is reduced
with proposed method and PCA for comparison and object recognition with reduced
features is tested. The loss graph of the autoencoder which is trained with the training
set of 76400 vectors for 90 epochs, is shown in Figure 4.13. The results are shown in
Table 4.7.

Table 4.7 : Comparison of memory usage and accuracy results before and after
dimensionality reduction by autoencoder (AE) and PCA. Memory presents
the memory space occupied by SURF vectors of noisy images in Set 3.
Accuracy column shows the object recognition accuracy obtained using
Cosine distance measure.

Memory Accuracy
64 D 19.56 MB 40 %
32D (AE) 9.78 MB 44 %
32D (PCA) 9.78 MB 43 %
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Figure 4.13 : Train and test losses versus epoch for noisy SURF vectors. Test set
consists of 38200 noisy SURF vectors obtained from Set 3 images.

4.4.4 Comparison of the proposed method and PCA

To show the effect of the dimensionality reduction, the original features are inputted
into object recognition firstly. The results are obtained for each set and for three

distance measures and shown in Table 4.8.

Table 4.8 : Object recognition accuracies for each set and three distance measures
before dimensionality reduction.

HOG (1764-D) SIFT (128-D)  SURF (64-D)

(Set 1) (Set 2) (Set 3)

Cosine D. 51 % 47 % 40 %
Euclidean D. 53 % 47 % 40 %
KLD 26 % 15 % 23 %

By reducing the dimensionality of the feature vectors to the half, both of the useless

dimensions and the noise are eliminated. Table 4.9 and Table 4.10 show the new object
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recognition results obtained with half dimensional feature vectors using proposed
method and PCA, respectively.

Table 4.9 : Object recognition accuracies for each set and three distance measures
after dimensionality reduction by proposed method.

HOG (882-D) SIFT (64-D) SURF (32-D)

(Set 1) (Set 2) (Set 3)

Cosine D. 57 % 49 % 42 %
Euclidean D. 58 % 39 % 39 %
KLD 58 % 35 % 13 %

Table 4.10 : Object recognition accuracies for each set and three distance measures
after dimensionality reduction by PCA.

HOG (882-D) SIFT (64-D) SURF (32-D)

(Set 1) (Set 2) (Set 3)

Cosine D. 55 % 46 % 42 %
Euclidean D. 55 % 47 % 37 %
KLD 42 % 15 % 15 %

After obtaining these results, noisy sets of images are constructed. The noisy features

are inputted into object recognition process and the results are presented in Table 4.11.

Table 4.11 : Object recognition accuracies for each noisy set of images and three
distance measures before dimensionality reduction.

HOG (1764-D) SIFT (128-D)  SURF (64-D)

(Set 1) (Set 2) (Set 3)

Cosine D. 54 % 37 % 40 %
Euclidean D. 54 % 37% 40 %
KLD 53 % 13 % 12 %

By reducing the dimensionality of the feature vectors to the half, both of the useless

dimensions and the noise are eliminated. Table 4.12 and Table 4.13 show the new
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object recognition results obtained with half dimensional feature vectors using
proposed method and PCA, respectively.

Table 4.12 : Object recognition accuracies for each noisy set of images and three
distance measures after dimensionality reduction by proposed method.

HOG (882-D) SIFT (64-D) SURF (32-D)

(Set 1) (Set 2) (Set 3)

Cosine D. 58 % 35% 44 %
Euclidean D. 61 % 33% 42 %
KLD 53 % 24 % 28 %

Table 4.13 : Object recognition accuracies for each noisy set of images and three
distance measures after dimensionality reduction by PCA.

HOG (882-D) SIFT (64-D) SURF (32-D)

(Set 1) (Set 2) (Set 3)

Cosine D. 54 % 35% 43 %
Euclidean D. 59 % 36 % 37 %
KLD 40 % 13 % 23 %
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5. CONCLUSIONS

In this thesis, effect of dimensionality reduction on object recognition problem using

autoencoders is studied.

For this purpose, three well-known feature vectors for object recognition are selected,
which are HOG, SIFT and SURF features. The dimensionality reduction of these
vectors is achieved using autoencoders which are neural networks that learn in
unsupervised manner. Firstly, subsets for each feature type are constructed once and
object recognition results are noted. Then features are reduced to half size using
autoencoders. Finally, reduced dimensional vectors are inputted into object
recognition and the results are compared with first results. Also, results of
dimensionality reduction is obtained using PCA which is used mostly to reduce
dimensionality of these feature vectors in the literature, for comparison. Moreover

noisy image sets are constructed and all experiments are repeated on these images.

As the initial step, object recognition is tested on original sized features using three
distance measures. The most successful distance measure is determined for each
feature set considering the accuracies of object recognition. These distance measures
were Euclidean distance for HOG features and Cosine distance for SIFT and SURF
features. Thus, improving the performance of these measures for related feature sets is

aimed. Moreover, the results of unselected distance measures are reported , too.

The results indicate that accuracy gain of 5% and memory saving of 50% are achieved
after dimensionality reduction of original HOG features using the proposed method.
Moreover, the proposed method outperforms PCA according to three distance

measures, as shown in Figure 4.14.

The proposed method provide accuracy gain of 2% on object recognition using original
SIFT features and memory saving of 50% as demonstrated in Figure 4.15. However,

PCA could not achieve the success of object recognition using original sized features.

PCA and the proposed method showed the same performance on dimensionality

reduction of SURF features as presented in Figure 4.16. By both of the methods,
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accuracy gain of 2% and memory saving of 50% are achieved for original SURF
features.

60 57 58 58
55 53 55
51
50
42
40
m Original (1764 D)
30 56 AE (882 D)
m PCA (882 D)
20
10
0
Cosine D. Euclidean D. KLD

Figure 4.14 : Accuracies of object recognition using original HOG features.

The results demonstrate that object recognition performance of noisy HOG features is
improved thanks to the dimensionality reduction using the proposed method. As
demonstrated in Figure 4.17, accuracy gain of 7% is achieved by the proposed method,

which outperforms PCA according to three distance measures.

On dimensionality reduction of noisy SIFT features, PCA and the proposed method
showed the same performance on selected distance measure, as demonstrated in Figure
4.18. Both of the methods provide memory saving of 50% in exchange for loss in

accuracy of 2%.

Accuracy gain of 4% is achieved using the proposed method for dimensionality
reduction of noisy SURF features. Although both of the methods provide memory
saving of 50%, the proposed method outperforms PCA on dimensionality reduction

regardless which distance measure is used, as shown in Figure 4.19.
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Figure 4.15 : Accuracies of object recognition using original SIFT features.
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Figure 4.16 : Accuracies of object recognition using original SURF features.
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Figure 4.17 : Accuracies of object recognition using noisy HOG features.
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Figure 4.18 : Accuracies of object recognition using noisy SIFT features.
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In conclusion, the results demonstrate that dimensionality reduction provides better or
acceptable results, while memory saving of 50% is achieved thanks to the proposed

method.
50
44 43
40
30
m Original (64 D)
AE (32 D)

20 mPCA (32D)
10 I

0

Cosine D. Euclidean D.

Figure 4.19 : Accuracies of object recognition using noisy SURF features.
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