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Cyberbullying is an electronic form of peer harassment. It includes
relational attack behaviors such as harassing people, mocking people, threatening,
spreading gossip, and insulting people on the internet by using information and
communication technologies. In Turkey and many European countries, the
cyberbullying is considered as a serious problem after the cyberbullying related
suicides occurred. In recent years, researches are being carried out and solutions
are tried to be found by experts, especially with educational scientists and
psychologists, about cyberbullying.

The aim of this study is to create the largest Turkish dataset so far for the
detection of cyberbullying texts and to show the effects of preprocessing, feature
selection and classifiers for the detection of cyberbullying from texts.

In this study, a number of preprocessing steps are applied, and two well-
known filter-based methods that are information gain and chi square are used for
feature selection. Among the classifiers tested, Naive Bayes Multinomial is
determined to be the most successful method for detecting cyberbullying from texts
written in Turkish language. In addition, a filter-based classifier is proposed, and
its performance is tested on the collected dataset. The proposed method has
promising accuracy and can be used for labeling any Turkish text document
without re-training the classifier.

Key Words: Cyberbullying, Classification, Preprocessing, Turkish Dataset, Filter
Based Classifier
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Siber zorbalik akran tacizinin elektronik bir formudur. Bilgi ve iletisim
teknolojilerini kullanarak kisileri siirekli rahatsiz etme, kisilerle alay etme, tehdit,
dedikodu yayma, internet iizerinden kisiye hakaret etme gibi iliskisel saldirt
davraniglarini igerir. Tiirkiye ve pek ¢ok Avrupa iilkesi i¢in intiharla sonuglanan
olaylardan sonra ciddi bir konu olarak ele alinmistir. Siber zorbalik ile ilgili 6zellikle
son yillarda egitim bilimciler ve psikologlar basta olmak iizere, uzmanlar tarafindan
aragtirmalar yapilmakta ve ¢6ziim yontemleri aranmaktadir.

Bu ¢aligmanin amaci Tiirkge igerikli siber zorbalik metinlerinin tespiti i¢in su
ana kadar yapilmis en biiyiikk Tiirk¢e veri kiimesini olusturmak ve siber zorbalik
metinlerinin tespiti i¢in Onisleme, nitelik se¢imi ve smiflandiricilarin  etkilerini
gostermektir.

Bu ¢alismada birgok Onisleme adimi uygulanmis olup, nitelik se¢imi igin iki
adet cok bilinen filtre tabanli nitelik se¢cim yontemi (bilgi kazanci ve ki-kare
yontemleri) uygulanmistir. Test edilen siiflandiricilar arasindan Naive Bayes
Multinomial Tiirk¢e igerikli siber zorbalik metinlerini siniflandirmada en etkili yontem
olarak belirlenmistir. Ayrica toplanan veri kiimesi iizerinden filtre tabanli bir
simiflandirict Onerilmis olup, elde edilen veri kiimesi iizerinde dogruluk analizi
yapilmistir. Onerilen yontemin tatmin edici smiflama basaris1 oldugu goriilmiis olup,
herhangi bir Tiirk¢e metni siniflayiciy1 tekrar egitmeden siniflayabilecek yapidadir.

Anahtar Kelimeler: Siber Zorbalik, Siniflandirma, On Isleme, Tiirkce Veri
Kiimesi, Filtre Tabanli Siniflayici
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EXTENDED ABSTRACT

Technology is inevitably involved in every aspect of our lives. Especially
with the widespread use of computers and the increase in internet usage, access to
information has become very easy. While there are many positive aspects of
technology that make human life easier, there are some negative aspects. One of
the most important of these negative side-effects of the technology is
cyberbullying.

Cyberbullying is an electronic form of peer harassment. Cyberbullying is
an important problem that can have negative psychological effects on individuals if
precautions are not taken. Individuals exposed to cyberbullying are adversely
affected by these events. Although the people who exhibit cyberbullying behaviors
think they do not harm anyone, those who are exposed to these events can end their
lives due to these negative events. In spite of the fact that each individual does not
attempt suicide as a result of these negative events, some individuals are affected
adversely due to these events. Especially in recent years, cyberbullying messages
are frequently seen in social media applications. In this context, it is important to
detect cyberbullying in messages sent from the electronic environment and prevent
them from harming the victim.

When the past studies are examined, it is seen that the number of
samples of dataset collected in the Turkish language for the detection of
cyberbullying texts is not very large and the number of messages collected for
cyberbullying texts is around 3000-5000. In this study, it is aimed to create the
largest dataset in Turkish language to detect the cyberbullying texts and to examine
the effects of preprocessing, feature selection and classifiers on this dataset. The
dataset created is aimed to be open source and will be available to everyone in the
near future.

The dataset used in this study was collected from 4 different web sites one

by one, or automatically with the help of written code snippets. Cyberbullying texts
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are collected by using text content in Turkish messages obtained from social media
applications such as Facebook, Twitter, Youtube and Instagram. Comments
containing swearing, insults, and sexual assault texts are selected and collected
from Facebook, Twitter and Youtube sites one by one, while the Instagram data is
automatically downloaded with a written javascript code from the website. All
collected text messages were classified with two labels as positive or negative.
Groups containing cyberbullying texts are labeled as negative, whereas others are
labeled as positive.

A total of 15658 Turkish texts, 7995 of which were positive samples
without cyber-bullying text, and 7663 of negative instances containing cyber-
bullying text, are obtained. The size of the dataset with respect to number of
labeled samples is the most comprehensive dataset for the Turkish cyber-bullying

dataset.

After the creation of the dataset containing a sufficient number of
cyberbullying texts, preprocessing and classification steps are applied to show the
effectiveness of the collected dataset and text classification methods on detection
of cyberbullying from Turkish text contents. To perform preprocessing and
classification tasks WEKA software is used. WEKA is a java-based software that
contains many machine learning libraries such as preprocessing, classification,
clustering, feature selection and feature extraction. Taking advantage of these
features, the collected dataset in this study is classified by using the WEKA, also
the effects of several preprocessing, feature selection, and classification methods
are compared.

In the preprocessing step, all special characters in the text contents are
removed at first. All texts are translated into ARFF format so that these texts can be
read by the WEKA software. By default, WEKA has a structure that cannot read
Turkish characters in ARFF files. To prevent this, the Arabic Light Stemmer

package developed by Motaz K. Saad (2010), which can read Turkish words, is
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included in the WEKA program. As a result, utf-8 format characters which is also
included in the Turkish texts in the ARFF data added to the system could be read
easily. This information, read with WEKA, is basically labeled as two classes,
positive and negative. Many preprocessing steps such as TF-IDF weighting,
stemming, and minTermFreq filtering in the WEKA software have been used to
observe the effects of these methods on the classification performance.

In the feature selection stage, two commonly used methods, that are chi-
square and information gain methods, are used and their performance on
cyberbullying detection are compared. Chi-square feature selection method is
found to be slightly more successful than Information Gain. In the feature selection
step, a number of features having the highest scores are selected, and also features
having scores below 0.001 are removed from the feature set. In order to test the
success of the applied methods, k-fold cross validation is chosen as the evaluation
method. Therefore, the dataset is appropriately divided into training and test
datasets.

In the classification section, Naive Bayes Multinomial, Support Vector
Machines (libSVM classifier of WEKA data mining tool), Decision Trees — J48,
Random Forest, and the proposed filter-based classifiers are used and compared.
All the classifiers except the proposed method are realized with the help of WEKA
software. For the proposed filter-based classifier, the dataset is first preprocessed
with the help of Zemberek tool so that the misspelled words are corrected and then
the corrected words are stemmed. The words from the positive and negative
messages are listed. After that, set of positive words are subtracted from the set of
negative words, and the remaining words are sorted with respect to their frequency
in the dataset. The most frequent 5000 words are chosen as bad words and the list
of bad words is obtained. Then, a new text message is classified by counting the
number of bad words in it. If this value is greater than a threshold value then, the
text message is classified as negative, otherwise it is labeled as positive. This

threshold value is determined by experimentally and it is equal to 3. All
\%



classification performances are measured with F-measure. Performance evaluations
are done separately for preprocessing, feature selection and classification methods
selected in this study.

When the performance results are examined, it is observed that TF*IDF
weighting method gives the best result as weighting method for preprocessing
stage. Also, stemming has positive effect on the classification process. Naive Bayes
classification is used in each step of preprocessing and feature selection. Chi-
square algorithm is found to be more successful than information gain algorithm
for feature selection. According to the classification performance comparison, the
best performance belongs to Naive Bayes algorithm and the worst performance is
obtained from Random Forest algorithm. Our proposed classifier has the second
best performance among the classifiers used.

As a result, in this thesis, a dataset in Turkish language, which can be used
for cyberbullying detection from text messages, is created. It is seen that TF*IDF
weighting and stemming have a positive effect on the accuracy of the classification
process. Chi-square feature selection method is found to be more successful than
Information Gain for the feature selection. Naive Bayes Multinomial is the most
suitable classifier in terms of classification time and classification accuracy. In
addition, the proposed classifier is found to be close to other classifiers in terms of
performance, which shows that the dataset is large enough to extract bad words list
for Turkish.

As future work, it is planned to further develop the dataset with Turkish
content and to collect more text content. The dataset prepared for this purpose is
aimed to be shared on the internet as an open source. With the help of this dataset,
it is expected that it will be a source for further studies to detect cyberbullying in

Turkish texts.
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GENISLETILMIS OZET

Teknoloji kaginilmaz olarak hayatimizin her alaninda yer almaktadir.
Ozellikle bilgisayarlarin yaygm kullamilmasi ve internet kullaniminm artis1 ile
bilgiye erisim oldukca kolay hale gelmistir. Her ne kadar teknolojinin insan
hayatin1 kolaylastiran yanlar1 olsa da, bazi olumsuz yanlar1 vardir. Teknolojinin bu
olumsuz yan etkilerinin en onemlilerinden birisi siber zorbaliktir. Siber zorbalik
akran tacizinin elektronik bigimidir. Siber zorbalik eger 6nlem alinmaz ise bireyler
izerinde olumsuz psikolojik etkileri olan énemli bir problemdir.

Siber zorbaliga maruz kalan bireyler bu olaylardan olumsuz sekilde
etkilenmektedir. Siber zorbalik davraniglar1 sergileyenler bu davraniglari yaptiklari
kisilere herhangi bir zarar vermediklerini diisiinseler de; bu olaylara maruz
kalanlar, yasadiklari olumsuz olayin etkisiyle hayatlarina son verebilmektedirler.
Yasanan bu olumsuz olaylar sonucunda her birey intihara kalkismasa da bazi
bireylerde olumsuz sonuglar dogurmaktadir. Ozellikle son zamanlarda, siber
zorbalik mesajlar1 sosyal medya uygulamalarinda siklikla goriilmektedir. Bu
baglamda, elektronik ortamda gonderilen mesajlardaki siber zorbaliklari tespit
etmek ve magdura zarar vermesini 6nlemek énemlidir.

Gecmis caligmalar incelendiginde Tiirkge dilinde siber zorbalik
metinlerinin tespiti i¢in yapilan calismalarda, toplanan veri kiimelerinin 6rnek
sayisiin ¢ok genis olmadigi, siber zorbalik metinleri i¢in toplanan mesajlarin
sayisiin en fazla 3000-5000 civarlarinda oldugu goriilmiistiir. Bu ¢alismada, siber
zorbalik metinlerini tespit etmek i¢in Tiirk¢e dilindeki en biiyiik veri kiimesinin
olusturulmasi ve Onisleme, nitelik secimi ve simiflandiricilarin bu veri kiimesi
iizerindeki etkilerinin incelenmesi amag¢lanmistir. Olusturulan veri kiimesinin agik
kaynak olmasi ve yakin gelecekte herkesin kullamimina agik olmasi
hedeflenmektedir.

Bu calismada kullanilan veri kiimesi 4 farkli web sitesinden tek tek ya da
yazilan kod parcaciklariyla otomatik olarak toplanmistir. Tiirkge mesaj igeren

sosyal medya uygulamalar1 olan; Facebook, Twitter, Youtube ve Instagram’dan
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elde edilen metin igerikleri kullanilarak siber zorbalik metinleri toplanmaya
calisilmistir. Bu yorumlar toplanirken ozellikle “Siber Zorbalik” bagligi altinda
kiifiir, hakaret, cinsel icerikli saldir1 metinleri Facebook, Twitter ve Youtube
sitelerinden tek tek secilip el ile toplanirken, Instagram wverileri yazilan bir
javascript koduyla web sitesi tizerinden otomatik olarak ¢ekilmistir. Toplanan tiim
veri kiimeleri pozitif veya negatif olmak iizere iki etiket ile stmiflandirilmistir. Siber
zorbalik metinleri iceren Ornekler negatif, bu metinlere dahil olmayanlar pozitif
metin olarak etiketlenmistir.

Toplamda 7995 adet siber zorbalik metni igermeyen pozitif etiketli érnek,
7663 adet siber zorbalik metni igeren negatif etiketli 6rnek olmak tizere; 15658
adet Tiirk¢e metinden olusan etiketli 6rnek elde edilmistir. Elde edilen bu veri
kiimesi, 6rnek sayisi dikkate alindiginda Tiirkce icerikli siber zorbalik veri kiimesi
adina en genis kapsamli veri kiimesidir.

Yeterli sayida siber zorbalik metni i¢eren bir veri kiimesi olusturulduktan
sonra, Tirkce metinli mesajlardaki siber zorbaligm tespiti ig¢in Onisleme, nitelik
secimi ve metin siniflandirma yontemleri uygulanarak olusturulan veri kiimesinin
etkinligi gosterilmistir.

Onisleme ve smiflandirma islemlerini yapmak i¢in WEKA yazilim
kullanilmigtir. WEKA java tabanli bir yazilim olup onisleme, siniflandirma,
kiimeleme, nitelik se¢cimi ve nitelik ¢ikarimi gibi birgok makina 0grenme
kiitiiphanesi icermektedir. Bu 0Ozelliklerden yararlanilarak, bu c¢alismada
olusturulan veri kiimesi WEKA kullanilarak siniflandirilmig ve ayni zamanda
bircok Onisleme, nitelik secimi ve smiflandirma yontemlerinin etkileri
kargilagtirilmugtir.

Onisleme adiminda, ilk olarak veri kiimesindeki metinlerde yer alan tiim
0zel karakterler kaldirilmistir. Tiim metinler, WEKA programi tarafindan
okunabilmesi i¢in ARFF formatina dontistiirilmiistiir. WEKA default olarak ARFF
dosyalarinda gegen Tiirkge karakterleri okuyamayan bir yapiya sahiptir. Bunun
oniine gecmek igin, Motaz K. Saad (2010) tarafindan gelistirilen ve Tiirkge
dilindeki kelimeleri okuyabilen “Arabic Light Stemmer” paketi WEKA programina

dahil edilmis olup, sisteme eklenen ARFF verilerinin i¢indeki Tiirk¢e’nin de dahil
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oldugu “utf-8” formatli karakterler sorunsuzca okunabilmistir. WEKA ile okunan
bu bilgiler temel olarak pozitif ve negatif olmak iizere iki smif olarak
etiketlenmistir. WEKA yaziliminda yer alan TF*IDF agirliklandirma, kék bulma
ve minTermFreq filtreleri gibi bir¢ok 6nisleme adimlari, bu adimlarin siniflandirma
performansi iizerindeki etkilerini gdzlemlemek i¢in kullanilmugtir.

Onisleme adimindan sonra veri kiimesi, nitelik segimi ydntemlerini
uygulanarak oOznitelik uzay1 kiigiiltiilmiistiir. Nitelik secimi kisminda, yaygin
kullanilan iki yontem olan ki-kare ve bilgi kazanci yontemleri kullanilmig ve bu
yontemlerin siber zorbalik tespitindeki performanslari karsilagtirilmistir. Bu amagla
ki-kare nitelik se¢imi yonteminin bilgi kazanci yontemine gore daha basarili sonug
verdigi tespit edilmistir. Nitelik se¢imi sonrasinda ki-kare ya da bilgi kazanci
degeri 0.001’in altinda kalan nitelikler, nitelik kiimesinden ¢ikartilmistir.

Bu ¢alismada uygulanan yontemlerin basarisini test etmek i¢in, k-katlamali
capraz dogrulama, degerlendirme yontemi olarak secilmistir. K degeri 10 olarak
belirlenmis ve veri kiimesi uygun sekilde egitim ve test veri setlerine boliinmiistiir.

Smiflandirma kisminda, Naive Bayes Multinomial, Destek Vektor
Makinalari, Karar Agaclar1 — J48, Rastgele Orman ve bu tez ¢alismasinda onerilen
filtre tabanli siniflandirict kullanilmis ve karsilastirilmistir. Onerilen siniflandiric
hari¢ tiim simiflandiricilar WEKA programi yardimu ile gergeklestirilmistir.

Onerilen filtre tabanli simiflandirict icin, veri kiimesi ilk olarak Zemberek
programi yardimi ile Onislemden gegirilmis ve yanlis yazilmis kelimeler
diizeltilmistir. Ardindan diizeltilmis kelimelerin  kokleri alimustir.  Veri
kiimesindeki ciimleler kelimelere ayrilmistir. Daha sonra pozitif climlelerdeki
kelimeler bir gruba, negatif climlelerdeki kelimeler ise diger gruba alinmistir.
Negatif kelime grubundan, pozitif ciimlelerden elde edilen kelimeler g¢ikarilarak
kotii kelimeler listesi elde edilmistir. Sonraki asamada; kelimelerin ciimlelerde
gectigi toplam tekrar sayisina bakilarak bir siralama yapilmistir. Bu siralamada en
yiiksek tekrara sahip 5000 kelime; kotii kelime listesine dahil edilmistir. Sonug
olarak smiflandirict calistiginda; eger gelen climle kotii kelime listesinden deneysel
olarak belirlenmis bir esik degeri kadar veya daha fazla sayida kotii kelime

iceriyorsa bu yorum siber zorbalik metni olarak isaretlenip siniflandirilmis, degilse
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pozitif olarak siniflandirilmistir. Esik degeri 3 olarak alinmistir. Tiim siniflandirma
performanslar1 F-6l¢cegi ile Olgiilmiistiir. Performans degerlendirmeleri bu ¢alisma
icin se¢ilmis olan Onigleme, nitelik secimi ve smiflandirma ydntemleri igin ayri
olarak degerlendirilmistir.

Performans sonuglarina bakildiginda, Onisleme adimi igin TF*IDF
agirliklandirma yontemi, agirliklandirma yontemi olarak en iyi sonucu vermistir.
Kok bulma algoritmasinin siniflama {izerinde olumlu etkisi oldugu goriilmiistiir.
Naive Bayes siiflandirma, onisleme ve nitelik se¢imi deneylerinde kullanilmig ve
ki-kare algoritmasimin bilgi kazanci algoritmasindan kiigiik farkla daha basarili
oldugu goriilmiistiir. Siniflandirma performanslarinda hem modelleme siiresi hem
de smiflandirma dogrulugu acisindan en uygun smiflandiricinin Naive Bayes
Multinomial oldugu tespit edilmistir. Smiflandirma performansi karsilastirmasina
gore, en iyi performans Naive Bayes Multinomial algoritmasina ait olup, en koti
performansa sahip algoritma ise Rastgele Orman algoritmasi olmustur. Bu tezde
gelistirilen filtre tabanli siniflandirici, performans karsilastirmasinda ikinci sirada
yer almustir.

Sonu¢ olarak bu tezde, siber zorbalikk metin tespiti calismalart igin
kullanilabilecek Tiirk¢e dilinde en genis kapsamli veri kiimesi olusturulmustur.
Onisleme adimlarinda TF*IDF agirliklandirma ve kelime kokii bulmanin siiflama
dogrulugu lizerinde olumlu etkilerinin oldugu goriilmiistiir. Nitelik se¢im yontemi
olarak ki-kare nitelik secim yonteminin bilgi kazanci yonteminden daha basarili
oldugu gozlenmistir. Navie Bayes Multinomial, smiflandirma siiresi ve
siniflandirma  dogrulugu  agisindan en  uygun  siflandirict  olarak
degerlendirilmistir. Ayrica, bu tezde Onerilen siniflandiricinin performans olarak
diger siniflandiricilara yakin oldugu goriilmiis ve bu da veri kiimesinin oldukca
kapsamli oldugunu gostermistir. Gelecekteki calismalar icin, hazirlanan Tiirkce
igerikli veri kiimesini daha da gelistirmek ve daha fazla metin igerigi toplanmasi
planlanmaktadir. Bu amagla hazirlanan veri kiimesinin, agik kaynak olarak internet
ortaminda paylasiimas: hedeflenmektedir. Internet ortaminda agik kaynak olarak
kullanilabilecek bu veri kiimesi ile Tiirk¢ce metinlerde gegen siber zorbalik tespiti

icin yeni ¢caligmalarin yapilmasina bir kaynak olmasi beklenmektedir.
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1. INTRODUCTION Erhan OZTURK

1. INTRODUCTION

In our age, technology is used in almost all areas of our lives. It can be said
that, the daily life is affected highly positive with the introduction of the internet
and computer into our lives. The usage of computer and internet together has been
made easier a person’s communication, transaction, quick access to information,
and many other activities. Emerging technologies and electronic communication
networks bring new problems as well as facilitating human life. At the top of these
problems is the cyberbullying, which threatens young people and their families.

Cyberbullying can be defined as the harmful behavior in a technical or
relational way against a private or legal person, using information and
communication technologies (Aricak, 2011). It involves relational assault
behaviors such as constantly harassing people (cyber-stalking) by using
information and communication technologies, mocking people, threatening them,
spreading gossip, and insulting people over the internet.

This concept has begun to draw attention of the researchers since the 2000s
and has been named in various ways by focusing on their different features by the
researchers. According to this, the cyberbullying has been mentioned with various
names in the literature as electronic bullying, online bullying, internet bullying,
digital bullying, and online harming (Kowalksi and Limber, 2007).

Cyberbullying is the intentional negative behaviors made occasionally or
several times against to a victim who cannot protect himself, by an individual or a
group who are using information and communication technology (Olweus, 1993).
Belsey (2017) has defined the cyberbullying as a repetitive behavior disorder with
the aim of harming. On the other hand, Aricak (2009) has collected all the acts
under the same heading of cyberbullying such as anonymous calls, identity
concealed sent insult/threat, sent e-mails, texts, videos or images to denigrate an
individual or a group, published video or image, and infected e-mails. Hinduja and

Patchin (2009) have described cyberbullying as a repetitive act of intentional
1
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harming by using the computer, cell phones, and other technological tools. Mason
(2008) has defined the cyberbullying as a behavioral disorder which involves
repeated or intentional harassment or threats to an individual or group, and
included verbal violence statements or their records.

Cyberbullying is an electronic form of peer harassment. The issue of
cyberbullying, which is a new issue for Turkey and even many European countries,
has been investigated by other specialists, especially education scientists and
psychologists in USA and Canada for the last 10 years. In order to prevent the
threats of cyberbullying, a series of national and international child protection
initiatives such as The Suicide Prevention Center and Child Focus have been
initiated. Despite this efforts, many messages and unsolicited threats remain online
(Nahar et al. 2012, 2013). Parents cannot provide their children with full control
even if they try to take some precautions to protect their children from electronic
communication tools, especially the Internet, and as a result, cyberbullying leads to
many personal problems. These problems cause the person to exhibit psychosocial
problems, academic problems and aggressive behavior. The cyberbullying
messages that are frequently encountered in social sharing platforms which have
developed in the last years such as Facebook, Twitter, Youtube, Instagram, Tumblr
and WhatsApp are deeply affecting the psychology of individuals. At this point,
detecting and filtering the textual items that cause the cyberbullying in the
electronic environment and taking precautions before reaching to the individual

will be an effective method to find a main solution to the problem.

1.1. Cyberbullying Types

Through the information and communication technology cyberbullying
events in intentional form may occur occasionally or continually. Cyberbullying
can be realizable in different ways either sharing content, communicating or
sending insulting electronic messages. It is observed that various classifications are

done about this topic in the literature. However, one of the most accepted
2



1. INTRODUCTION Erhan OZTURK

classification method was realized by Willard (2006). According to this, different
kinds of cyberbullying events are collected in 8 different categories (Willard, 2006)

these are;

* Denigration
eImpersonation
*Outing
*Trickery

* Exclusion
*Cybertalking
*Harassment

*Flaming

1.1.1. Denigration

It can be specified as one of the most common types of cyberbullying. It
usually occurs as a result of the use of communication styles of problematic
individuals at adolescent ages. It is defined as sharing false news or sending
electronic messages about a person or a group. Especially in the last period, it is a
frequently encountered method. Main cause of this case is stated as the increasing
social media usage among the young people. This type of cyberbullying can be

used by students against to school teachers (Mason, 2006).

1.1.2. Impersonation

It is seen mostly on social media platforms such as Facebook, Twitter and
Instagram. The cyberbully can make sharing by acting as a victim of cybercrime by
creating a fake account of the person he is going to harm. In this way, the
cyberbully can leave the victim in a difficult situation and send inappropriate

messages to other people.
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1.1.3. Outing
It is the type of cyberbullying that is carried out online by sharing the

information and materials that will harm the victim.

1.1.4. Trickery

It has some common features with Outing. However, unlike the Outing,
there is a situation of gaining trust and manipulating of that trust. A person trusts
someone he meets on the internet and shares the information or images he may be
ashamed of when revealed. The person that he trusts shares confidential

information of the victim by abusing his trust.

1.1.5. Exclusion

This type of cyberbullying is defined as preclusion, being unwanted, and
exclusion of the victim from the social media platforms, forums, electronic
message sending groups and online gaming. The aim is to make the victim feel bad

by excluding and isolating him from the relevant places.

1.1.6. Cybertalking

It is the type of cyberbullying that makes the victim frightened by
humiliating the victim with the electronic messages including insulting materials,
or sound/video records, and images. The cyberbully frightens the victim by saying

that he will hurt, kill or beat him by demanding the address information.

1.1.7. Harassment
Threat and harassment are similar cases. In harassment, the cyberbullying
is described as swearing, sending obscene video image or insulting text messages.

The difference of the harassment is the persistence of this bullying.
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1.1.8. Flaming
It is the conversation made with the victim in an angry, nervous, insulting
and irritable way in the online environment. It is the suppression of the victim by

swearing or threating when discussing.

1.2. Cyberbullying Tools
One of the focus points of the researchers trying to explain the nature of
cyberbullying is to determine which tools are being used for this negative behavior

to be carried out. The most common tools that are used for cyberbullying are listed

as follows (Shariff and Gouin, 2005):

e *E-mail,

e <Discussion groups,

e *Mobile phones or web cams,

e +SMS or instant messaging tools,

e <Social networking sites,

e +Chat rooms,

e <Blogs,

e <Video clips,

e +MUDs (MUDs are virtual environments that enable individuals to get

different identities).

Especially after the year 2010, blogs and social networking sites that
created more free space on the internet have become cyberbullying materials.
These virtual environments mean free usage area for everyone. Individuals can
create and share blogs in these environments without any restrictions. On the other
hand, these environments can be used to embarrass, mock and attack to other

groups. According to a research study made by Bahat (2008) cyberbullies publish

5



1. INTRODUCTION Erhan OZTURK

the comments of the victim related with their appearance, intelligence, health and
sexual orientation in the blogs. In another study, Slonje and Smith (2008) reported
that the most common known type of cyberbullying which is around 46% among
the participants is the cyberbullying carried out by comments, videos and pictures,

it is followed by telephone calls with 37%, and then by text messages with 29%.

1.3. Negative Effects of Cyberbullying

Individuals exposed to cyberbullying are adversely affected by these
events. While the cyberbullies who exhibit cyberbullying behaviors think that they
do not do any harm to the people, the victims that exposed to these cyberbullying
acts can end their lives due to the negative impact of these events. Although every
individual does not end their lives as a result of these negative events, it can cause
negative consequences in some individuals. It is seen on the conducted studies that
the cyberbullying is a common problem. In this kind of bullying, although there is
no physical contact between the bully and the victim, there are psychological
symptoms such as low self-esteem, sadness, disappointment, school fear, academic
failure, loneliness, anxiety, depression and suicide (Bargh and Mckenna, 2004).

It has been stated that cyberbullying behaviors negatively affect the social
communication of the victims, make it difficult to adapt to the social environment,
cause them to have difficulty in establishing friendships, reduce their self-esteem
and make them feel worthless, have difficulties in communicating with their
classmates, and make them feel excluded and helpless (Hinduja and Parchin,
2008). 58% of the cyberbullying victims experienced depressive feelings and stated
that if long-term cyberbullying behaviors persisted, the victims would feel
themselves worthless (Ybarra and Mitchell, 2007).

Some individuals who exhibits cyberbullying behavior can create fake
personalities on the internet by hiding their real identity and these fake

personalities can be the exact opposite of the individual's self-personality (Sayar,
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2006). Men can act as a woman; women can act as a man and an introvert person

can act in the opposite way of its personality.

1.4. Strategies to Cope with Cyberbullying

Strategies to cope with cyberbullying can be expressed as the measures and
actions taken by an individual when exposed to cyberbullying. There are methods
to be used to cope with the cyberbullying by the individual, his friends and his
family who are exposed to the cyberbullying. The prominent one among these
strategies is the personal coping strategies for the cyberbullying exposed
individual.

For individuals exposed to cyberbullying, strategies to cope with individual
cyberbullying can be examined in three topics (Parris et al., 2012) that are actively
reacting, preventing, and ignoring. Actively reaction issue can be addressed in four
ways as avoidance, acceptance, justification, and social support search. Strategies
to cope with preventive cyberbullying include speaking and raising awareness with
a person (Akbaba and Sahin, 2018).

Studies investigating strategies to cope with cyberbullying include different
findings. It is generally divided into four subjects. These are; search for help,
avoidance, ignoring, cognitive security, and privacy (Kog et al., 2016).

In their help seeking behaviors the individuals generally get help from their
families, friends, other adults and teachers, and especially from security forces.

Three main factors are prominent for the information search point. These
are; obtaining technical information, confrontation with bully, retaliate to bully, or
threaten the bully. Whichever behaviour the individual chooses; he can try to
manage the process by searching the unknown information related to these
behaviors. The individuals who internalize the cyberbullying instead of coping
with it, may develop information search behaviour for the psychological
negativities such as anxiety, stress, and depression which are the results of

cyberbullying. Those who express their reactions instead of internalizing the
7
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process, may seek information about this because they are more aggressive, or use
verbal or physical violence.

On the other hand, in terms of increasing cognitive security and
confidentiality, individuals can try to obtain information that will increase
knowledge, skills and awareness about technological tools and internet. Here, they
try to make the privacy and security features of the internet and internet related
equipment’s more functional.

Avoidance and ignorance can be seen as a way of coping with the
cyberbullying. In this process, the individual is insensitive to the cyberbullying
events. To avoid from cyberbullying, machine learning approaches have been used
to automatically detect cyberbullying in the contents sent to the victim and then

these contents can be blocked automatically before they reach to the victim.

1.5. Machine Learning

Machine learning is the common name of computer algorithms that model
a given problem according to the data obtained from the environment of the
problem. Machine learning allows the computer to learn the experiences gained
from previous examples. Therefore, this event can be described as learning from
experience (Oztemel, 2003). Many approaches and algorithms have been proposed
about this topic. Some of these approaches have the capability of prediction and
estimation, and some have classification. There is a direct relationship between
machine learning and data mining. Application of machine learning techniques to
large databases is data mining. This feature can be used to classify text or
documents.

Machine learning algorithms are divided into two main categories as
supervised and unsupervised learning. In the case of supervised learning, it can be
mentioned that an expert can provide information to the system. Classifiers such as
Naive Bayes, decision trees, random forest, neural networks, and nearest neighbor

algorithms are examples of this type of learning. Unsupervised learning is the
8
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access to information as a result of self-training of the system. In this learning, the
target variable is unknown or only a very limited number of target data is recorded.
Clustering algorithms are examples of this type of learning.

Automatic cyberbullying detection from text content can be done by

applying machine learning techniques. Especially text mining is used for this

purpose.

1.6. Text Mining

Text mining studies have gained importance in recent years due to the
increasing number of sources and electronic documents. These documents usually
contain unstructured or semi-structured information. Text mining is a data mining
study that considers the text as a data source. In other words, it aims to obtain
structured data over the text (Seker, 2014). The main purpose of text mining is to
enable users to get information from text sources and to automatically classify and
discover different types of documents using various algorithms (Korde and
Mahender, 2012).

Text mining studies often work together with natural language processing,
which is another area of study in text-related literature. Natural language
processing mainly involves studies based on linguistics knowledge under artificial
intelligence. On the other hand, text mining studies aim to reach to the results
statistically over the text.

Text documents are a set of terms that are difficult to interpret by a
classifier. Therefore, unstructured text data must be converted to a form that the
machine can understand (Aggarwal and Zhai, 2012). Text classification was first
used as automatic text indexing systems in the 1970s (Salton, 1968). It was later
developed with the help of machine learning systems. At this point, the basic
problem of text classification is that the set of features in the documents is of very
high dimensions (Zhu et al., 2007). In order to reduce these high dimensions and

improve the performance of the classifier used, it is necessary to select the
9
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appropriate sub-sets from the high-dimensional feature set. There are several
approaches to choose appropriate features (Yu et al., 1999). These methods
include: Document Frequency, Information Gain, Mutual Information and chi-

square tests, etc. (Yang and Pedersen, 1997).

1.7. Feature Selection

In data mining, feature selection is the name given to piecemeal evaluation
in order to determine which features are more effective on the results in the dataset.
From this point of view, the feature selection process is a feature size reduction
task. Accordingly, a complex data is reduced to a simpler form by reducing its
dimensions (Seker, 2008).

The selection of features can be made in 3 different ways according to the
search size. These are: wrapper methods, filter methods, and embedded methods

(Guyon and Elisseeft, 2003).

1.7.1. Wrapper Methods

The wrapper methods use a model that scores feature subsets in feature
selection. These subsets express different combinations of attributes. Each new
subset created, in other words combinations, is used to train the tested models. At
this stage, an error rate is given to each model tested. Because each created subset
trains a different model, it contains intensive calculations and is slow. As the
search methods, some algorithms such as best first search, heuristic methods, and
back and forth transitions to add and remove features can be used. The recursive

feature elimination (RFE) algorithm is an example of wrapper method.

1.7.2. Filter Method
The filter method performs a statistical calculation instead of the error rate

scoring in subsets that occur in the feature selections. As a result of this calculation,

10
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features are scored and ranked. After this process, the subset of features is
preserved or deleted according to a specified score threshold. The filter method is a
rapid feature selection method, but it can fail if the determined threshold value is

not chosen properly.

1.7.3. Embedded Methods

Embedded methods operate by learning the best features that will
contribute to that model in model selection. Unlike filter and wrapper methods, the
learning section and feature selection section cannot be separated in embedded
methods - the structure of the considered model class plays an important role.
Examples of embedded feature selection algorithms are LASSO, Elastic Net, and
Ridge Regression.

1.8. Aim and Contribution of this Thesis

In this thesis it is aimed to make one of the pioneer works in this field in
order to determine and filter cyberbullying texts in Turkish language. To reach this
goal, a dataset compiled from Turkish texts has been created that can be used by
everyone. The dataset has been collected from 4 major social networks that are
Facebook, Youtube, Instagram, and Twitter, without depending on to a single
source. It is aimed to maximize efficiency in machine learning with this
comprehensive dataset. The collected cyberbullying dataset which has Turkish text
contents is the most extensive dataset that can be used by everyone in this field.
After collecting the dataset, our second aim is to show the effectiveness of this
dataset by applying traditional text classification processes to detect cyberbullying
for Turkish texts. Then, we try to develop a filter-based classifier to detect
cyberbullying for text messages written in Turkish.

The main contributions of this thesis study are the dataset collected, and
the filter-based classifier proposed. As there are only few studies on Turkish to

detect cyberbullying, the dataset prepared in this study will help researchers to
11



1. INTRODUCTION Erhan OZTURK

develop more efficient and effective methods to detect and prevent from

cyberbullying.

12
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2. RELATED WORKS

Most of the previous studies made for automatically detecting
cyberbullying belongs to English language. There are only a few studies done for
Turkish. In this section we first summarize the studies for English, after that we
give details of studies for Turkish and compare with this thesis.

The first study on automatic detection of cyberbullying belongs to
Kontostathis et al. (2009) who have developed the first dataset by downloading 288
chat logs that were available from the Perverted Justice (PJ) website as of August
2008. They used this dataset to categorize internet predators. The dataset used in
this study belongs to the English language. They have performed two sets of text
mining experiments using this dataset. The first experiment attempts to categorize
communication strategies; and tries to distinguish between predator and victim, or
predatory and normal chat. In the second experiment, clustering is used to
determine whether or not different communicative strategies are used for luring
children.

Yin et al. (2009) use Kongregate, Slashdot and MySpace web site posts as
the dataset to detect harassment. Dataset contains 1,946 posts in total, and it
belongs to the English language. The collected dataset has been used for detecting
harassment and classical text classification methods are applied by representing
terms with TF*IDF weighting. They employ libSVM algorithm for classification.

Kontostathis et al. (2010) in their second study, take their corpus as a
collection of posts from Formspring.me. They used this dataset to detect
cyberbullying. Queries are expanded with bullying terms. Each post is labelled by
Amazon Mechanical Turk. Kontostathis et al. (2010) used Latent Semantic
Indexing and Singular Value Decomposition to find bullying terms. They achieved
a success rate of 91.25% for cyberbully detection.

Chen et al. (2011) proposed a lexical semantic approach (LSA) to predict

online user’s offensiveness levels. They consider the typing characteristic of the
13
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users to detect potential offensive users. According to the experimental results, it is
observed that using LSA framework improves performance with respect to the
existing studies in this area. They achieved an average precision of 98.24% for
offensive sentence detection. They also achieved 77.9% precision for offensive
user detection.

Dinakar et al. (2011) used a corpus of 4500 YouTube comments, applying
a range of binary and multiclass classifiers to detect textual cyberbullying. They
manually labeled YouTube comments and use Naive Bayes, Rule-based JRip,
Tree-based J48, and SVM algorithms to classify documents. JRip gives the best
performance in terms of accuracy, whereas SVM is the most reliable classifier as
measured by the kappa statistic, and 66.7% accuracy is achieved for detecting
cyberbullying. Their study shows that building binary classifiers are more effective
than multiclass classifiers at detecting such sensitive messages.

Reynolds et al. (2011), have proposed to use NUM and NORM features for
cyberbully detection. These features are devised by assigning a severity level to the
bad words obtained from nosewaring.com Web site. NUM is a count, and NORM
is a normalization of the bad word, respectively. They used C4.5 classifiers and an
instance base learner, from Weka data mining tool for text classification. Positive
examples are replicated up to ten times to balance the dataset, and accuracy of the
classifiers are reported. Their findings showed that the C4.5 decision tree and an
instance based learner are able to identify the true positives with 78.5% accuracy.

Sanchez and Kumar (2011) used Twitter comments to detect cyberbullying
with Naive Bayes classifier. A gender specific bullying detection on twitter dataset
is performed for English language. 67.3% accuracy values with Naive Bayes
classifier are obtained.

Dadvar et al. (2012), demonstrated that taking gender-specific language
features are preferred and users are categorized into male and female groups.

YouTube comments are used as the dataset and SVM is applied as the classifier.

14
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This study showed that when user based context is taken into account, the
classification accuracy increases.

Xu et al. (2012), identified several problems in using social media to study
bullying and formulated them as familiar NLP tasks. Their study describes seven
frequent emotions, some of which have been previously well-studied, and some are
non-standard in bullying. Twitter dataset is used to detect cyberbully posts with
SVM classifier. The overall success of this experiment reaches to 85% accuracy.

Dadvar et al. (2013) used a multi-criteria evaluation system to obtain a
better understanding of YouTube users’ behavior and their characteristics through
expert knowledge. Scores are assigned to all users, which are given by the system,
based on their previous activities. These scores show their cyberbully level. It is
found that the scores are helpful to decide if a user is bullying or not. The scores
can be used to discriminate among users with a bullying history and those who
have not engaged in hurtful acts and helpful to decide if a user is bullying or not.

Munezero et al. (2013) used individual words as features without any
additional syntactic or semantic knowledge. They used a public dataset for harmful
language detection. Their study achieves high accuracy using Naive Bayes
Multinomial and SMO classifiers from Weka.

Nabhar et al. (2012) proposed an effective approach to detect cyberbullying
messages from social media through a weighting scheme of feature selection. They
presented a graph model to show most active cyberbullying predators and victims
through ranking algorithms. They used Kongregate, Slashdot and MySpace web
site posts as the dataset and weighted TF*IDF term weighting. They used LibSVM
for classification and obtained 0.31 and 0.92 F- measure values for baseline and
weighted TF*IDF approaches. Until 2016, similar studies were made to these
studies.

Sara¢ (2016) showed the effects of feature extraction, feature selection and
classifier used on the performance of cyberbully detection. She proposes a new

feature selection method based on Ant Colony Optimization and Chi-Square
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statistic. Formspring.me, MySpace, YouTube, Twitter, Web blog comments are
used for dataset in this study. The results of this study proved that, Ant Colony
Optimization is an acceptable optimization algorithm for feature selection to detect
cyberbullying, and applying feature selection reduces the number of features to be
used during the classification process and improves runtime and classification
performance.

All related studies summarized above were conducted for English
language. The first study which makes cyberbully detection on Turkish texts was
published by Ozel et al. (2017). They prepared a small dataset having 900
comments from Instagram and Twitter messages written in Turkish and then
applied machine learning techniques that are Support Vector Machines, Decision
Tree (C4.5), Naive Bayes Multinomial, and k Nearest Neighbors classifiers to
detect cyberbullying. The study results show that Naive Bayes Multinomial
classsifier is the most successful one in terms of both classification accuracy and
running time. Also, they used information gain and chi-square feature selection
methods. When these feature selection methods are applied, classification accuracy
improves up to 84% for the dataset used.

Bozyigit et al. (2018) aimed to detect Turkish cyberbullying messages on
social media. In this direction, a dataset is created and published on the internet,
since there is no publicly available dataset for Turkish cyberbullying contents.
Dataset were collected from Twitter messages with an application and contains
3000 messages. This study shows that Naive Bayes Multinomial and Support
Vector Machines are the most successful classifiers for detection of Turkish
cyberbullying contents. The observed classification F-measure scores are between
0.86 and 0.91. In addition, C4.5, bagging and random forest methods have poor
performance in terms of running time.

The dataset used in this thesis contains 15658 Turkish text messages and
has more content than the previous ones. In addition, the dataset in this thesis was

collected not only from Twitter but also from Facebook, Youtube and Instagram.
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Therefore, it is not social media dependent dataset, and it is the most
comprehensive dataset in Turkish language for detecting cyberbullying. In this
study, classifiers such as Naive Bayes Multinomial, Support Vector Machines,
Decision Trees - J48 and Random Forest are tested, and the Naive Bayes
Multinomial classifier is found to be the most successful algorithm as in the
previous studies that are Ozel et al. (2017) and Bozyigit (2018). Apart from these
classifiers, a filter-based classifier is proposed in this thesis to show the

effectiveness of the developed dataset.

17



2. RELATED WORKS

Erhan OZTURK

Table 2.1. Comparison of The Methods Used in This Thesis with the Previous

Studies
L Stop . . Feature "
Tokenization Words Stemming Classifier Sel. TF*IDF
Kontostathis
et al. (2009) v C4.5 v v
Yin et al.
(2009) SVM v
Chen et al.
2011) v NB, SVM v
Dinakar et C4.5, JRip,
al. (2011) v v NB,
SVM
Reynolds et C4.5, JRip,
al. (2011) kNN,
SVM
Sanchez and
Kumar v NB v
(2011)
Dadvar and
Jong (2012) SVig
Xu et al. SVM, NB,
(2012) v v v MaxEnt v
Dadvar et
al. (2013) v v v SVM
Munezero et C4.5, NBM,
al. (2013) v v v SVM
Nahar et al.
2012) v SVM v v
Sarag C4.5, kNN,
(2016) v v v NBM, SVM v v
Ozel et al. J48, NBM,
017) v v v IBK, SVM v v
Bozyigit et C4.5,NBM,
al. (2018) v K-NN, RF v
Erhan NBM, SVM,
Oztiirk v v v j48, RF, v v
(2019) Proposed
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3. MATERIALS AND METHODS

The first step of this thesis study is to prepare a dataset in Turkish language
for automatic detection of cyberbullying owing to the absence of an open source
large enough dataset in Turkish language. In this section, it is explained in detail
that how the dataset is prepared, which stages are passed, and which methods are

used to arrange it.

3.1. Dataset

The dataset used in this study has been collected manually from four social
media platforms that are Facebook, Twitter, Youtube, and Instagram by browsing
the four websites manually or automatically. To collect the dataset, Facebook,
Twitter, Youtube and Instagram social media platforms are crawled, and text
messages written in Turkish that contains cyberbullying content are stored. While
these comments are collected, the texts containing cyberbullying expressions such
as insult, swearing, and sexual assaults are taken manually from Facebook, Twitter
and Youtube websites, text content from Instagram are collected automatically
from the website by using an implemented javascript code. All collected text
contents are manually checked and labeled as positive or negative such that if a text
content has cyberbullying then it is labeled as negative; otherwise it is labeled as
positive text. A total of 15658 Turkish text content comments have been obtained,
of which 7995 text messages are positive and 7663 text messages are negative. So,

we have almost a class balanced dataset.

3.1.1. Data Collection from Facebook, Twitter and Youtube
When collecting datasets from these platforms, positive or negative
comments made for public sharing are manually selected and processed. While

selecting these texts, hate speech, sexual assault, and insults made under public
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sharing have been accepted as cyberbullying texts, and they are evaluated and
labeled as “negative” in the dataset. Apart from these, the texts which are as
different as from general comments have been evaluated and labeled as “positive”.
As a result, a total of 6229 Turkish messages were taken manually from the
Facebook, Twitter and Youtube websites. While 3102 of these messages were
evaluated and labeled as positive, the remaining 3127 messages were labeled
negative, assuming they contain cyberbullying texts. This data is stored in an excel
table for further processing. The preprocessing steps of the dataset will be

discussed later.

3.1.2. Data Collection from Instagram

Instagram is one of the applications that allow free sharing of photos and
videos on social media. While it was a small application that users shared their
photos when it was founded in October 2010, it has now become one of the most
visited social media applications in the world. In this social network with 800
million active users per day, cyberbullying texts are frequently encountered due to
the comments made by the users by using the user names they created
(https://www.wikiwand.com/en/Instagram). This platform was mainly used in this
thesis to create the dataset which will be used to determine the cyberbullying from
texts written in Turkish language.

Manual data collection from Instagram causes many different problems.
Some of these problems which avoid a proper data acquisition are copying of small
text snippets, user names, and unrecognized characters. Also, since the Instagram
limits the comment preview area, reviewing and copying all comments creates an
additional cost in terms of time required. To avoid the aforementioned problems, a
javascript code was written to gather the comments from the website automatically.
In total, 9429 comments were determined to be included into the dataset, and 4536

of them that contains cyberbullying texts are labeled as negative, and the remaining
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4893 text contents are labeled as positive. The labeled text contents are then

recorded in an excel table for the preprocessing.

3.2. WEKA (Waikato Environment for Knowledge Analysis) Tool

WEKA (https://www.cs.waikato.ac.nz/ml/weka) is the name of one of the
packages used in machine learning, which is one of the important subjects of
computer science. It was developed as open source in JAVA language at Waikato
University and distributed under GPL license. The name comes from the initials of
the words Waikato Environment for Knowledge Analysis.

WEKA reads data from a simple arff file and agrees that these data consist
of numerical or nominal values. At the same time, it can take and process the data
through the database. There are many libraries available on WEKA for machine
learning and statistics. Some of these are, data preprocessing, regression,
classification, clustering, feature selection or feature extraction. There are also
visualization tools that allow the output of these processes to be displayed.

The initial graphical user interface of Weka is shown in Figure 3.1. It has
five different operating modes: Explorer, Experimenter, KnowledgeFlow,

Workbench, and Simple CLI.
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& Weka GUI Chooser — O X
Program Visualization Tools Help
Applications
Explorer

e 3 W E KA Experimenter
- The University
of Waikato
KnowledgeFlow
Workbench
Waikato Environment for Knowledge Analysis
Version 3.8.3 .
(c) 1999 - 2018 Simple CLI
The University of Waiksto

Hamilton, New Zealand

Figure 3.1. The Initial Graphical User Interface of Weka

Explorer is the most widely used media of WEKA. This interface is shown
in Figure 3.2. Many stages of this study have been done by using this environment,
and they are explained in detail in the below paragraphs. Experimenter is an
environment for conducting experiments and statistical tests between learning
schemes. KnowledgeFlow is a Java-Beans based interface for tuning and machine
learning experiments and also drag-and-drop interface of the Experimenter. The
Weka Workbench is an environment that combines all of the GUI interfaces into a
single interface. It is useful if you find yourself jumping a lot between two or more
different interfaces, such as between the Explorer and the Experimenter
environment. Simple CLI provides a simple command-line interface that allows

users to run Weka commands directly from the operating system.
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Explorer is the most popular WEKA environment. Under this environment,

many operations such as Preprocess, Classify, Clustering, Associate, Attributes

Selection, and Visualize can be done as shown in Figure 3.2.

The Preprocess Panel is where the preprocessing is performed. In this

panel, datasets can be loaded and preprocessed by using the filters in WEKA. The

data is processed as a .arff file in this field. Stemming, stopwords removal, TF*IDF

weighting, and lowercase conversion preprocessing steps are done at this panel.

| Al || None || Invert || Patten |

€ Weka Explorer - O X
_f Preprocess T Classify T Cluster T Associate I Select attributes ] Visualize ] £
l Openfile.. | | OpenU.. || OpenDB.. | | Generat. | J | Edit. | L Save.. |

Filter
Choose .None Apply
Current relation _ Selected attribute N
Relation: SiberVeriS... Aftributes: 2 Name: text Type: String
Instances: 15658 Sum of weights: 15658 Missin... 0...  Distinct 1... Unigue: 14268 (...
Attributes

RIS B i3 me | class: class (Nom) v|| visualize ANl |
2| ] Class
Actribute is neither numeric nor nominal.
Status
OK

Lo

Log w, x0

Figure 3.2. Explorer Environment of Weka

The Classify panel (see Figure 3.3) is the panel on which the classification

is made on the existing dataset using any of the classification algorithms installed

in WEKA. The 71 algorithms available in Classify tab of Weka are grouped into 6

categories, namely, Bayes (Bayesian classifiers such as Bayes Net, Naive Bayes,
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Naive Bayes Multinomial, etc.), Functions (function algorithms such as Logistic,
SimpleLogistic, LibLINEAR, LibSVM, RBFNetwork, SMO, etc.), Lazy (lazy
algorithms or instance based learners such as IB1, IBk, KStar, etc.), Meta
(algorithms that combine several models and in some cases models from different
algorithms such as AdaBoostM1, Dagging, Bagging, etc.), Trees
(classification/regression tree algorithms such as J48, BFTree, ADTree, etc.) and
Rules (rule based algorithms such as JRip, OneR, ZeroR, etc.) (Sarag, 2016). It is
also possible to use separate sets for testing and validation on this screen.
Classification errors are displayed on a separate screen, and if the classification

algorithm creates a decision tree, it is also displayed on a separate screen.

OO0 Weka Explorer
[ Preprocess '—Ehﬂifv{ Cluster I Associate Y Select attributes l Visualize l

Classifier

{ Choose '|J4B -C0.25-M2

- Testoptions 1 Classifier output

® Use training set § =
| tified cross-validation ===

(0 Supplied test set Set...

(O Cross-validation Folds 10
O Percentage split % 66
e

w0

P
-

ified Instances 144

ified Instances &

c 0.94

= abscl s error 0.035
RO - Wala Claccifiar Visyalize: 12:18:13 - trees.j48 )¢

Weka Classmer Tree \nsuallzer 12:18:13 - tree

More options...

:M“" L “3 Y: petalwidth (Num) Q
- B e
( Start ) ! ' Select Instance ]

—

Result list (right-click for Q
1 View in main win <=0.6 >06
<= 1.7 >1.7

ave Jitter 8—

View in separate
Save result buffe

Load model
Save model

<=49
Re-evaluate mo — =15
Visualize classifil _

—= Visualize tree
S8 visualize margin

| Pt Visualize thresht 4 7

Figure 3.3. Classify Panel of Weka
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Cluster Panel, similar to classify panel, is used for grouping the data
objects and has a visualization interface. The Associate Panel enables association
rule mining to be performed on the selected dataset. Select attributes tab includes
attribute selection methods. Finally, with Visualize tab, 2D plot of the dataset can
be viewed.

Select Attributes Panel is used to set the selection and processing
properties of the dataset. If one of the selection schemes transforms the data, the
transformed data can be seen in the visualization screen.

The Visualize panel can show a drawing over the dataset. The dimensions
of the cells and points can be adjusted from the panel at the bottom of the screen.
From the selection properties screen, the number of cells on the matrix can be
changed. In addition, when working with very large datasets, it is also possible to

use only the lower sample space for ease of operation.

3.3. Methods

In this section, the preprocessing steps applied to the dataset and the
methods used for feature selection and classification are explained in detail.

The applied method in this thesis study consists of 3 main steps:
Preprocessing, Feature Selection, and Classification. The representative flow chart
of the methods applied is given in Figure 3.4. The datasets used in this study were
collected manually as described in sections 3.1.1, 3.1.2, and 3.1.3. The data
collected in the excel table is passed through a preparation phase for WEKA and
converted into a format that WEKA can use. After this step, the data is processed
by applying various weighting methods for features and then, the feature selection
step begins. In order to determine the best feature subsets of the datasets in the
feature selection step, the results are compared with each other using Chi-square
(Chi2), and Information Gain (IG) feature selection algorithms and the feature
spaces are reduced. Finally, the classification of the dataset is performed by using

the selected features. In the classification phase; Naive Bayes Multinomial, Support
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Vector Machines, Decision Trees - J48, Random Forest algorithms, and finally the
proposed classifier are used. These main steps used in the studies are explained in

detail in the below subsections.

T“;it.ter Youtube

Facehook\ \ / ,/lnsl-ag.-]ram

Data Collection

Chi-Square,
Information Gain
The
Proposed

Preprocessing — Feature Selection B Classification Classifier

’ o

(Nalve Bayes Multinominal

SVM , J48, Random Forest

Figure 3.4. Main Steps and Methods Used in Classification

3.3.1. Preprocessing for Useless Character Removal

In this study, 15658 comments are stored in the excel table together with
their labels (without any text editing). In the first stage, it is aimed to remove
special characters which are not textual elements in the data. For this study, user
names beginning with the “@” mark in the texts are completely removed. In order
to do this, find-and-replace feature of excel is used, and all data have been
processed by finding and deleting the words that start with the character @ in the
dataset. As a result of this process, 7307 user names in the texts have been deleted.
Afterwards, the emoticons, special characters, and the numbers that are assumed to
have no effect over the cyberbullying are determined manually and these characters

are deleted. Find-and-replace method has been applied again for this process. An
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example which shows a small subset of the dataset before and after the useless

character removal step is presented in Figure 3.5, and Figure 3.6.

A
1 |@erhanozturk_ harika bir ig bagsarmigsiniz!!! tebrik ediyorum
2 |yaniye zahmet ettiniz ki :))))
3 'merhaba bu konuda katiliyorum,, ¢cok dogru!
4 |havayine mukemmel @sebnem_1554

Figure 3.5. Dataset Before Any Character Removal

A B C D
1 harika bir is bagarmigsimiz tebrik ediyorum
2 vya niye zahmet ettiniz ki
3 merhaba bu konuda katiliyorum ¢ok dogru
4 hava yine mikemmel

Figure 3.6. The Same Dataset After Useless Characters Removal

These manually collected dataset has been prepared to be sent to the
WEKA program for further preprocessing, weighting, feature selection and
classification after the user name, unwanted special characters, emoticons, and

numbers are cleaned.

3.3.2. ARFF (Attribute Relationship File Format)

In order to read the datasets in WEKA software, we need to convert it to
the ARFF format. The ARFF format is a data format used worldwide for scientific
purposes and the most important advantage of it is that it can be used with WEKA.
The ARFF format is also a format for developing machine learning applications
with python.

ARFF files have two different sections. The first section is called as the
Header, and the second section is named as Data. The Header part of the ARFF file
contains the name of the relation, a list of the attributes (the columns in the data),
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and their data types. An example header on the standard IRIS dataset is shown in

Figure 3.7.

1. Title: Iris Plants Database

(a) Creator: R.A. Fisher

(b) Donor: Michael Marshall (MARSHALL%PLU@io.arc.nasa.gov)
% (c) Date: July, 1988
%
@RELATION iris

%
%
% 2. Sources:
%
%

@ATTRIBUTE sepallength NUMERIC
@ATTRIBUTE sepalwidth NUMERIC
@ATTRIBUTE petallength NUMERIC
@ATTRIBUTE petalwidth  NUMERIC
@ATTRIBUTE class {Iris-setosa,Iris-versicolor,Iris-virginica}

Figure 3.7. Arff Header Section Example

Lines that start with % character in the header area are those that are not
considered by WEKA and are for information purposes only. These lines are also
called as comment lines. The details about the data or about the people that
prepared the dataset can be written as a comment in this part.

@RELATION is one of the main and important expressions in ARFF. The
name to be specified here is the name of the relation on the WEKA software under
the choose button on the preprocess page. Just below is the @ATTRIBUTE
expression. The features defined here create the columns of the dataset. When
defining the feature, it must be expressed as follows: Any desired name can be
given to the feature. However, only certain types can be defined as the data type.
Numeric data is defined in two different ways: REAL and INTEGER. INTEGER
defines the integer numbers, and REAL defines all real numbers.

Date type variables are defined by “DATE” data type. Text type variables
are defined by “STRING” data type. Data in the form of a cluster is defined as
NOMINAL. As shown in Figure 3.7, IRIS file has 5 attributes; the first four
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attributes that are sepallength, sepalwidth, petallength, and petalwidth are numeric
attributes while the last attribute which is class is a nominal attribute and has values
from the set given as {Iris-setosa, Iris-versicolor, Iris-virginica} and shows the
class labels for the dataset.

The data part of the file begins with the expression @DATA. After typing
this expression, the values of the dataset are generated based on the order of
features defined in the @ATTRIBUTE section. The @DATA part of the ARFF file

whose header section is given in Figure 3.7 is shown in Figure 3.8:

@DATA

5.1,3.5,1.4,0.2,Iris-setosa
4.9,3.0,1.4,0.2,Iris-setosa
4.7,3.2,1.3,0.2,Iris-setosa
4.6,3.1,1.5,0.2,Iris-setosa
5.0,3.6,1.4,0.2,Iris-setosa
5.4,3.9,1.7,0.4,Iris-setosa
4.6,3.4,1.4,0.3,Iris-setosa
5.0,3.4,1.5,0.2,Iris-setosa
4.4,2.9,1.4,0.2,Iris-setosa
4.9,3.1,1.5,0.1,Iris-setosa

Figure 3.8. Data Section Example

The @DATA declaration is a single line denoting the start of the data
segment in the file as in Figure 3.8. Each instance is represented on a single line,
with carriage return denoting the end of the instance. Attribute values for each
instance can be delimited by commas or tabs. A comma/tab may be followed by
zero or more spaces. Attribute values must appear in the order in which they were

declared in the header section.
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3.3.3. Conversion of Data to ARFF Format

All data prepared in this study were collected in an excel table, so as to include a
different comment for each row in the table. There are 2 different excel records,
including comments that contain cyberbullying texts and comments that do not
contain cyberbullying texts. Before this dataset has been converted to the ARFF
file, some operations have been performed on it as described in Section 3.3.1.
Figure 3.9. shows the sample data of the positive class in the excel table before it is
converted to an ARFF file. Each row in this figure will create a line in the

“@DATA” part in our ARFF file.

A B C D
1 | harika bir is basarmigsiniz tebrik ediyorum
2 ya niye zahmet ettiniz ki
3 merhaba bu konuda katiliyorum ¢ok dogru
4 |hava yine mikemmel
5 |muhtesem gortintiyorsun cidden hayran kaldim
6 |resimleriniz icimi agiyor
7 | seni oyle ¢ok seviyorum ki anlatamam
8 HEPIMIZIN KALBINDE YER ALDIN
9 melek misin nesin yaaaa
10 |helal OLSUN kardesim GURURUMUZSUN

Figure 3.9. Dataset Example Before Converting to ARFF File

In this study, when creating an ARFF file, it was aimed firstly to organize
the @WRELATION, @ATTRIBUTE and @DATA parts which are the basic
descriptive expressions of the ARFF. Editing has been done with the Notepad++
text editor.

For the dataset to be classified as cyberbullying or not, @RELATION is
defined in the first line of the text editor and the relationship name of it has been
determined as SiberVeriSeti. In the next step @ATTRIBUTE section is processed.

There are 2 types of class labels which are positive and negative. Since all the data
30



3. MATERIALS AND METHODS Erhan OZTURK

in this class are textual elements and are free of numbers, the data type is defined

as string.

1 @RELATION SiberVeriSeti

@ATTRIBUTE text string
@ATTRIBUTE Class {positive,negative}

Figure 3.10. Example of Attribute Information

Then, the data that is stored in a single row in the excel table and that have
the positive class label have been copied to the bottom of the @DATA statement in
the text editor. After 7995 positive comments are pasted to the bottom of the
@DATA expression, a single quotation mark is placed at the beginning and end of
each sentence so that the ARFF file could see the data as text. To be able to do this,
“$.*” and “.*” expressions of the Notepad++ editor was used that can find the
beginning and end of each sentence. To find the head of the sentence, search
function of the text editor has been used, and a single quotation mark is added to
the head of each row in the text by writing “$.*” expression into the search tab. In
the same way, by writing “*.*” expression into the search tab of the text editor, a
single quotation mark is added to the end of each text, and finally all the text
statements are arranged so as to be between single quotation marks. After adding
the single quotation mark at the end of the text, in order to identify the class labels,
a comma is placed and then a class tag is written. The same operations are done in
a separate file for classes with negative tags and added at the end of this file. ARFF
file that has been created as a result of these operations can be seen in Figure 3.11

and Figure 3.12.

31



3. MATERIALS AND METHODS Erhan OZTURK

@RELATION SiberVeriSeti

@ATTRIBUTE text string
@ATTRIBUTE Class {positive,negative}

Gy OB W

@DATA
/ 'harika bir is basarmissiniz tebrik ediyorum',6 positive
8 'yva niye zahmet ettiniz ki ',positive

9 '"merhaba bu konuda katiliyorum c¢ok dogru ',positive
10 'hava yine milkemmel ',positive
1 '"muhtesem gdrinilyorsun cidden hayran kaldim',positive
12 '"resimleriniz ig¢imi agiyor',positive
L3 'seni Oyle ¢ok seviyorum ki anlatamam',positive
4 'HEPIMIZIN KALBINDE YER ALDIN',positive
15 '"melek misin nesin yaaaa',positive
16 'helal OLSUN kardesgsim GURURUMUZSUN',positive
Figure 3.11. Positive Labeled Data Example

14427 'serefsiz defol git',negative

14428 'senin kadar namussuzunu bu topraklar gérmedi',negative
14429 Taptal aptal ekrana bakiyorsun',negative

14430 'bu kadar c¢irkin olmayi nasil basariyorsun',negative
14431 'geberdigin gini gdriirsem parti yapacadim',negative

Figure 3.12. Negative Labeled Data Example

After these operations, all the data in excel table is converted to ARFF

format to be read by WEKA program.

3.4. Preprocessing Operations with WEKA

In this section, all preprocessing steps that are applied by using WEKA on
the prepared ARFF file are explained in detail.

By default, WEKA has a structure that cannot read Turkish characters in
AREFF files. To overcome this issue, an Arabic Light Stemmer software package
developed by Motaz K. Saad (2010) was integrated into the WEKA program to be
able to read the Turkish characters. As a result of that, utf-8 formatted Turkish

characters in the dataset have been read without any problem. After the successful
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transfer of the ARFF file to the system, WEKA preprocess window appears as in
Figure 3.2.

At the bottom of the Attributes window, text and Class features appear.
The text feature contains 15658 data instances, which have the positive and
negative tags that are class labels. The process that is done in this step is to divide
all the text content in the data instances into words and make all words available as

features to be used in the classification. WEKA's Filter feature is used for this

purpose.

3.4.1. Main Filtering Properties

Another property in the preprocessing window of the WEKA program is
the filters. Filters are very important for data preprocessing. They consist of two
parts as supervised and unsupervised methods. Filters can be used on attributes and
instances. Some filters are explained briefly in the below paragraphs:

Remove: Any attribute can be deleted by using this filter. To delete an
attribute, simply this filter is selected, then the index of the attribute to be deleted is
given, and the filter is applied. In fact, this operation can be done manually by
choosing the attributes to be removed and clicking the remove button, however if
the Java will be used for the operations in WEKA this filter has to be executed
from the Java source codes.

RemoveByName: This filter can be used when you want to delete an
attribute by specifying its name.

NumericToNominal: This filter is used to collect numeric values in a
cluster.

NominalToString: This filter is used to convert the data in a cluster to a
string type.

StringToVector: It is a very frequently used filter especially for text
mining. For example, when the Reuters file, which is one of the datasets in WEKA,

is opened, a list of news agencies will appear. When this list is passed through the
33



3. MATERIALS AND METHODS Erhan OZTURK

StringToVector filter, all string expressions are separated into individual features.
These features can then be used as needed. This filter is used to separate the
sentences in our dataset into words to get features and these operations will be
explained in detail in section 3.4.2.

RemoveDuplicates: This filter is used for removing repeating instances
from the dataset.

RemoveRange: It is used to delete instances in the defined range. The
purpose of this filter is to remove the redundant data that will not be used in the
dataset and to make the data ready for processing according to need. There are
many more filters than mentioned above. Generally, these filters are examined and

used when they are needed. The list of the filters is given in Figure 3.13.

Filter

v (@ weka
v (& fitters

|_"] AllFilter

[ MuttiFitter

| RenameRelation

» ﬁ supenvised

] RandomSubset
| Remove
_| RemoveByName
| RemoveType
_| RemoveUseless
_"| RenameAttribute
] RenameNominalvalues
| Reorder
| ReplaceMissingValues
|| ReplaceMissingWithUserConstant ~
_"| ReplaceWithMissingValue
| SortLabels
|| Standardize
") StringToNominal
] SwapValues
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Figure 3.13. WEKA Filter Window
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3.4.2. Separation of Sentences into Words, Weighting and Stemming
StringToWordVector filter is used to separate 15658 sentences into set of

words in our dataset. By using this filter all the strings under Text attribute are

separated into words and each unique word is used as an attribute. When the

StringToWordVector filter is selected the window in Figure 3.14 is opened.

& weka.gui.GenericObjectEditor X

weka filters.unsupenised.attribute StringToWordVector

IDFTransform | False

TFTransform | False

aftributelndices  first-last

aftributeNamePrefix

debug | False

dictionaryFileToSaveTo |-- setme--

doNotCheckCapabilities | False

doNotOperateOnPerClassBasis [False

invertSelection | False

lowerCaseTokens [False

minTermFreq 1

normalizeDocLength [NO normalization

outputWordCounts | False

periodicPruning -1.0

saveDictionarylnBinaryForm [False

stemmer | Choose |NuliStemmer

stopwordsHandler l Choose J_Null

tokenizer [ Choose J'WurdTokenizer -delimiters " \nit,; A0 Qe

wordsToKeep 1000

Figure 3.14. WEKA StringToWordVector Window
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TF*IDF Calculation: After separating text contents into words, a numeric
weight value is assigned to each word in each text massage in the dataset. To
assign weights to words in the dataset Term Frequency * Inverse Document
Frequency (TF*IDF) term weighting method is used where TF is the frequency of
the word in the given text message, and IDF is the inverse document frequency of
the word for the whole dataset. Classically, it gives better result than using only TF
as term weighting. In this study, TF*IDF values of words are computed by setting
the parameters in Figure 3.14 as follows:

IDF Transform: is set to True. When it is selected as true, the frequency
of the word i in a text message j is multiplied by the inverse document frequency.

Therefore, weight of word i for a text message j is computed as in equation 3.1.

Total number of documents

fy =1y xlog( ) (3.1)

Number of documents with term iin it

where fjj is the frequency of word i in the text message j, and the
value multiplied by fjj is the inverse document frequency.

TF Transform: is set to True. When it is selected as true, the frequencies

of the word i in a text message j is computed as in the equation 3.2:

fij = log(1 + f;;) (3.2)

where fjj is the number of occurrences of word i in the text message ].

attributeIndices: is set to first-last. It determines which attributes are used
and which are not used. All attributes are used if the first-last is set.

doNotOperateOnPerClassBasis: is set to True. This indicates that the
specified maximum number of words and the minimum term frequency will be

applied to the entire dataset and not to each class. For example, if the maximum
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number of words is set to 5000, and this value is equal to True, the most common
5000 words from the entire dataset is specified as attributes.

lowercaseTokens: is set to True. In that case all words are converted to
lowercase before they are added to the attribute dictionary.

minTermFreq: is equal to 1 which indicates the number of times a word
must be contained in the dataset, so that it can be evaluated as an attribute.

normalizeDocLength: is set to normalize all data. In that case, the word
frequencies are normalized according to the document size. Separate options are
available for test and training datasets.

outputWordCounts: is set to true. When it is selected as true, features are
calculated based on the frequency of presence of the words in the documents.
When it is selected as false, the existence of the words in the document is indicated
by 0 or 1, and the frequency of the words are not shown.

stemmer: is selected as Snowball Stemmer. It has automatic functions that
finds the root of the words. The Snowball Stemmer algorithm which is the most
accurate version for the Turkish language was integrated into the WEKA, and by
this way the roots of the words were found. Results were obtained both with
stemmer and without stemmer for the efficiency tests in this thesis.

stopwords: The list of ineffective words is excluded from the features. By
using an ineffective words list which contains the most used Turkish words and
compiled manually, the words which are redundant and frequent, and will not be an
indicator for the classes were eliminated. Therefore, number of attributes to be used
will be reduced.

tokenizer: is set to WordTokenizer. It determines how to divide each text
message into the words. It accepts the character group as a word in the interval
which ends with space character.

useStoplist: is set to true. It indicates whether the ineffective word list is

used or not.
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wordstoKeep: is equal to 5000 which is equal to the total numbers of
features. Therefore, the top 5000 words with the highest frequency are determined
as features and the feature space is reduced by eliminating the other words.

All of the words obtained with the use of StringToWordVector filter are
accepted as attributes and sent to the next step named Feature Selection in the

WEKA window.

3.5. Feature Selection
After the preprocessing operations, we apply two well-known feature
selection methods that are chi-square (CHI2) and Information Gain (IG), then we

compare their effects on the performance of cyberbully detection.

3.5.1. Information Gain (IG)

Information Gain (IG) is inspired from Shannon’s Information Theory and
is based on thermodynamics. IG is frequently used in the field of machine learning
as an entropy-based method of feature evaluation. IG computes the level of data in
bits for the class prediction. IG is used if the only data available is the presence of a
feature and the corresponding class distribution (Mitchell, 1997).

When calculating the IG, all the data in the dataset and the attribute for
which IG is to be calculated are used. The process starts by finding the entropy of
the dataset. Entropy of a dataset D which is represented by Info(D) is computed as

in equation 3.3.

Info(D) = = pilog, (33)

where p; is the probability of class i in the dataset, and m is the number of
classes. Then the information value for each attribute A is calculated according to
equation 3.4.
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v D
Info,(D) = Z% X Info(Dj) (3.4)
j=1

where V is the number of distinct values that the attribute A can take, |D] is
the number of data instances in the whole dataset D, Dj is the subset of D where
attribute A takes value equal to a;, and |Dj| is the number of data instances is D;. In
the above equation 3.4 the information calculation is done for each attribute value
;. Finally, the gain is calculated according to the calculated entropy and

information value. The gain of attribute A is calculated as given in equation 3.5:
Gain(A) = Info(D) — Info,(D) (3.5)

Consequently, the gain for an attribute A is equal to the difference between
the entropy of the whole dataset and the entropy of the attribute. Gain value is
computed for all attributes in the dataset. Then attributes having the highest Gain
values are chosen in the IG feature selection method. In other words, Gain(A) tells
us what would be acquired by branching on attribute A. This is the anticipated
reduction in the information needs caused by knowing the value of A. The
attributes having gain values that are above of some threshold value are selected as
a feature subset (Sarag, 2016).

In WEKA, Information Gain is used as the feature selection filter, which
gives good results in text classification according to our tests. With this method,
the features which have high information gain are selected, and the others are
eliminated. In the filter parameters window, InfoGainAttributeEval was selected as
evaluator, ranker was selected as search method, and the threshold was set to 1

(one) to be able to perform these steps.
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3.5.2. Chi-Square (CHI2) Method

Chi-square test is a hypothesis test method used for discrete data which
provides to determine the relationship between the two variables whether they are
dependent or not (Yates, 1934). Feature selection method based on Chi-square
statistic includes two steps. In the first part of the method, chi-square statistics of
the features with respect to classes are calculated. On the other hand, in the second
part, chi-square values are analyzed, and the features are parsed repeatedly until
inconsistent properties are found in the dataset (Kavzoglu, 2014). The calculated
chi-square value for a feature included in the dataset, measures its dependency in
the class. A feature that has a nearly zero value indicates that feature is
independent. A feature that has a high chi-square value is more important for the
dataset. The equations used to calculate the chi-square value are given below

(Kavzoglu, 2014).

(Aij—Ey)°
X2 =X Z§=1 JE—U . (3.6)
R;i*Cj
g, = £ea) . ) (3.7)

In equation 3.6, k indicates the number of classes in the dataset, 4;; is the
observed frequency value of attribute A when it is equal to a; for class j (i row, j
column) and Ej; denotes the expected frequency value of the 4;;. In equation 3.7,
R; is the number of data instances where A = &;, C; is the number of observations in

the j™ class, N is the sum of the observations in the class. This method is used

within the scope of intervals for the numerical values.
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ChiSquaredAttributeEval function is chosen under the Select Attributes
window for the Chi-square test in WEKA and the ranker is selected as search

method on the filter parameter setting.

3.6. Evaluation Method (K-Fold Cross Validation)

In data mining studies, it is needed to separate the dataset as training set
and test set to evaluate the success of the learned method. This separation process
can be done in various ways. For example, dividing the dataset into two parts such
that 66% as training and 33% as test sets, then evaluating the success of the learned
model with the test set after learning the classification model by using the training
set is one of the possible methods to be used. The random assignment of these
training and test sets is another method. But the studies show that the K-fold Cross
Validation method is the most efficient one to evaluate the performance of the
learned model.

K-fold cross validation divides the whole dataset into random k disjoint
parts, then in the 1* fold, the k™ part is used as the test set, and the remining k-1
parts are combined and used for the training set. In the 2™ fold, the k-1 part is
used as the test set, and the remining k-1 parts are combined and used as the
training set, and this process goes on k times. The values obtained in each iteration
are averaged, and consequently the performance of the model is evaluated. This

process is summarized in Figure 3.15, where K is equal to 10.
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Figure 3.15. K-Fold Cross Validation Method

The dataset shown in Figure 3.15 is divided into 10 parts. In each round the
painted area is reserved for the test set, the other parts are reserved for training. At
the end of each round, the performance scores of the classifier are recorded to the E
variable. When all the tours are over, the arithmetic average of E shows the

performance of the learned model.

3.7. Classification

In this study, Naive Bayes Multinomial, Support Vector Machines
(libSVM classifier of WEKA data mining tool), Decision Trees — J48, Random
Forest and finally the proposed filter based classifier are used for classification
processes. All experiments except for the proposed classifier are performed in

WEKA environment.
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3.7.1. Naive Bayes Classifier

Naive Bayes is a classification technique based on Bayes theorem. It takes
into account the independence of features from each other when the classification
is made. For instance, Naive Bayes classifier increases one unit of the possibility of
a fruit to be an apple, if the apple is red or the width of the apple is lower than 5
cm. The combination of these two features at the same time does not provide any
added value for Naive Bayes, and the Naive name comes from as a result of that
pure behavior.

Bayes theorem is widely used in the conditional probability and very
popular among the statisticians. It can be summarized with an example as follows:

Assume that we have some bicycles produced by factories A and B. Let
factory A make 70% of production and factory B make 30%. In this case if we
choose any of our bikes, probability that bicycle is produced by factory A is 0.7
and probability that the bicycle is from factory B is 0.7. In other words, probability
of A=P(A)=0.7, and probability of B=P(B) =0.3

Now, we have a new information that the factory A produces 5% of the
bicycles as defective and factory B produces only 3% defective bicycle. Therefore,
the conditional probability that a defective bicycle is produced by factory A and B
are as follows:

P(Defective | A) = 0.05 and P(Defective | B) = 0.03

The first term in the parenthesis indicates that given probability (being
defective), and the term after the | sign indicates the condition (from which
factory). So we are writing a conditional probability.

In this case, what is the probability that the randomly selected bicycle that
appears to be defective is from factory A? In other words what is P(A | Defective)
= ? This is where the Bayes theorem comes into play. According to Bayes theorem,
P(AB) =P(BJA) x P(A) / P(B)

If we apply this to our example: Probability of defective bicycle from

factory A is equal to the multiplication of probability of defective bicycle from
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factory A with probability of all bicycles coming from A divided by probability of
defective bikes. Therefore, it is calculated as follows:

P(A | Defective) = P(Defective | A) x P(A) / P(Defective)

P(A | Defective) = 0.05 x 0.7 / (0.05 x 0.7 + 0.03 x 0.3)

P(A | Defective) = 0.79

In this case we can obtain the probability of a bicycle from B by using the

information of both defective and not from A, as follows:

P(B | Defective) =1 -0.79 = 0.21

The probability of a randomly selected defective bicycle produced in the
factory A is about 79%. This result which is consistent with our data is belong to
the Bayes theorem.

Let’s see now how Naive Bayes classification works. Naive Bayes is a
supervised machine learning method (McCallum and Nigam, 1998). Naive Bayes
cannot make classification by itself therefore, the data will be used should have
been classified before.

Let's say we have a lot of email data as training data and they are classified
as spam and normal. We assume that the algorithm in our mail server that we
trained with this data will mark the incoming mails as spam or not.

Naive Bayes acts as follows: By taking each word in each email in the
training set, it determines a probability whether it is a spam or not by looking at the
related spam status of the mail which contains the word. As mentioned earlier, this
rate is completely independent of the other words in the mail.

We have many words that are likely to be included in a spam or non-spam
mail group. The probability of spam is calculated and classified according to the

words in the new incoming mail.
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Finally, Multinomial Naive Bayes classifier is a variance of a Naive Bayes
classifier which uses a multinomial distribution for each individual feature. Naive
Bayes Multinomial is generally used for text classification and it has a comparable

performance with support vector machines (Rennie et al., 2003).

3.7.2. Support Vector Machines

Support Vector Machines (Cortes, 1995) (SVM) is a supervised learning
method which can be used for regression analysis and classification. It is one of the
effective and accurate methods used in classification.

For classification, it is possible to separate the two groups by drawing a
boundary between the two groups in one plane. Where this boundary is drawn
should be the farthest from the members of both groups. Here SVM determines
how to draw this boundary. In order to carry out this process, two boundary lines
near and parallel to each other are drawn and these boundary lines are brought
closer to each other to produce a common boundary line. For example, consider

data instances from two groups as shown in Figure 3.16:

W.X-b=-I e
e ¢ 90
wx-b=0 O )
wx-b=1
N 4 i
Q.. ™

Figure 3.16. SVM Classifier



3. MATERIALS AND METHODS Erhan OZTURK

As shown in Figure 3.16, the two groups are shown on a two-dimensional
plane. It is possible to consider this plane and dimensions as features. In other
words, a feature extraction of each input entered into the system is made in a
simple sense and as a result a different point is obtained in this two-dimensional
plane showing each input. Classification of these points means the classification of
inputs according to the extracted features.

The interval between the two classes in Figure 3.16 is called offset. The
definition of each point in this plane can be made in the following notation:

D = {(xi'ci)lxi € Rp,ci € {—1,1}}

) (3.8)
=1

It is possible to interpret the equation 3.8 as follows: for each data point X,
and its class label ¢, X is a point in our vector space and C is the class value
indicating that this point is -1 or +1. There are i data instances in the dataset D for i
=1 to n. In other words, this representation refers to the data points shown in
Figure 3.16. Considering that this representation is on a hyperplane, every point in

this representation is expressed as:
wx—b=0 (3.9

where, W is the normal vector perpendicular to the extreme plane and X is the
variable of the data point and b is the shear rate. It is possible to compare this
equation to the classical ax + b line equation.

Again according to the above equation b / || w || value gives us the
difference in distance between two groups. We have also called this distance
difference offset before. In order to maximize the distance according to this

distance difference equation, 2 / || w || formula is used in the equation that gives 3
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lines with 0, -1 and +1 values shown in Figure 3.16. So, the distance between the
lines is determined as 2 units. Obtained two line equations according to this

equation are:

wx-b = —1 (3.10)
wx +b =1 (3.11)

In fact, these equations are the result of finding the highest values obtained
by shifting the lines. At the same time, these equations are assumed to be linearly
separable.

The general idea of the algorithm is as explained above, and to implement
the SVM algorithm using WEKA, we need to install a package called LibSVM
(Chang and Lin, 2011). After the package is loaded, it can be placed among the

classifiers and necessary procedures can be performed for the classification.

3.7.3. Decision Trees — J48

The decision tree algorithm used in this thesis is an algorithm referred to as
j48 in WEKA and classifies data by learning a decision tree in top-down fashion.
The algorithm used is known as C4.5 (Quinlan, 1993).

This algorithm aims to optimize the decision tree by utilizing Shannon's
Information Theory (1948) hypothesis. This is based on the entropy values of the
variables. C4.5 first calculates the entropy value for the target variable/class. It then
calculates the information value for each estimator variable/class. It then calculates
the information gain of each estimator variable/class. The purpose of these
calculations is to determine the class of estimators that provides the highest
information gain. Information Gain formulas used in these calculations are

described in section 3.5.1.
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The estimator variable that provides the highest information gain is
determined and the tree starts branching from this variable. Thus, the data will be
distributed evenly under each branch. After the first estimator variable is
determined, the same process is repeated this time not on the total entropy, but on
the information value of this determined estimator variable. It is calculated by
which of the remaining estimating variables that the division of this determined
variable will provide more information gain. This process continues until all the
predictive variables are inserted into the tree, or all the data instances on the node

belongs to the same class.

3.7.4. Random Forest

Instead of branching selected nodes from the best attributes, in the Random
Forest (RF) decision tree set, it randomizes all nodes into branches by selecting the
best of randomly acquired features from each node. Each dataset is generated
displaceable from the original dataset. Trees are developed using random feature
selection and no pruning (Breiman, 2001). This is the reason why random forest
algorithm is faster and more accurate than other algorithms.

The RF model is based on 2 parameters. These parameters are the number
of trees to be created (B) and the number of estimators (m) to be randomly selected
in each node separation. When each decision tree is created, a sample is created
such that the number of observations (n) in the original dataset is the same. 2/3 of
the examples are used as the training dataset (inBag) that are used to construct the
tree; and the remaining 1/3 of the dataset is used as the test set (out of bag or OOB)
to test the internal error rate of the learned model.

The RF algorithm is set up as follows:

1) A sample of the dataset having n instances is selected by the Bootstrap
method. This dataset is divided into training dataset (inBag) and test

dataset (OOB).
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2)

3)

4)
5)

6)

A decision tree (CART) of the largest width is created with the training
dataset (inBag) and the resulting decision tree is not pruned. In the creation
of this tree, each of the m nodes is randomly selected among the p
predictor variables. The condition m < p must be satisfied here. Because
overfitting of the tree to the training dataset is not desired. From these
selected m estimators, branching occurs with the one which has the highest
information gain. The Gini index is used to determine the difference
between these m variables. This process is repeated for each node until
there are no more branches to create.

Each leaf node is assigned a class label. The test dataset (OOB) is then
dropped from the top of the tree and the class assigned to each observation
in this dataset is recorded.

All steps from 1 to 3 are repeated B times.

An evaluation is made with unused observations (OOB) when creating
trees. The number of times an observation is categorized in classes is
counted.

A class is assigned to each observation with a majority of votes determined
on the tree sets. For example, in a classification model of 2 categories, an
observation carries the label of the class from which it receives a majority

of at least 51% of the vote, and this class becomes its estimated class value.

3.7.5. The Proposed Classifier

In this study, a filter-based classifier is proposed and its performance is

evaluated over the Turkish dataset collected. Performance of the proposed

classifier is also compared with the well-known classifiers that are Multinomial

Naive Bayes, decision tree, support vector machines, and random forest.

In the first stage of the classification, words are extracted from the dataset

collected. Zemberek is used for stemming and spell checking of the words

extracted. Zemberek is an open source Turkish natural language processing library
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(Akin et al., 2007). By using Zemberek, root of each word is found and if the word
is misspelled, it is also corrected. Then the corrected and stemmed word list is used
to create a list of bad words to be used to detect cyberbullying by our classifier. To
create the bad words list, all the stemmed and corrected words from the positive
comments are taken. The same process is applied to the negative comments also.
So, there are two words lists: one list that is generated from the positive comments,
and another list that is formed from the negative comments. As the positive word
list does not contain any cyberbullying word, words in the positive words list are
subtracted from the negative words list, therefore a bad words list is created.

The proposed classifier uses the generated bad words list to determine
whether there is cyberbullying or not on the given text content as follows: The
classifier takes an input text content, then it is tokenized and words in the text
content are extracted. Then, each extracted word is stemmed and corrected by
using the Zemberek. After that, the processed words are searched from the bad
words list. If the text content has at least 3 bad words, our classifier labels it as
negative that is the text contains cyberbullying. Otherwise it is labeled as positive
meaning that there is no cyberbullying. The number of bad words threshold value

which is equal to 3 is determined experimentally.

3.7.6. Classification Performance Metric
Classification performance is measured with F-measure (Han and Kamber,
2006) value which is given in equation 3.12. F-measure is a harmonic mean of

precision and recall values.

2 xrecall * precision
F —measure = — (3.12)
recall + precision

Recall is the ratio of true positives to the number of samples that are

positives, as in equation 3.13.
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TruePositives

Il = 3.13
reca TruePositives + FalseNegatives ( )

Precision is the ratio of the true positives to the number of samples labeled

as positives, as in equation 3.14.

TruePositives

precision = (3.14)

TruePositives + FalsePositives
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4. RESULTS AND DISCUSSIONS

In this section, the experimental results of the methods used, and the
proposed classifier are presented and compared. In this study, WEKA software was
preferred for preprocessing, feature selection and classification; all operations were
performed in WEKA environment and results were obtained.

The general information about the dataset collected before proceeding to

the preprocessing step is shown in the table below.

Table 4.1. The General Information About the Dataset Collected

Total Total
Total
Total number of number of Total
number
Dataset number of comments comments number
of unique
comments labeled as labeled as of words
words
negative positive
Facebook,
Twitter, 6230 2326 3904 58854 17382
Youtube
Instagram 9428 5338 4090 91712 25712
Whole
15658 7664 7994 150566 35618
Dataset

As seen in Table 4.1, the comments collected from Facebook, Twitter and
Youtube sites are 6230 in total. 2326 of these comments are labeled as negative
because they contain cyberbullying texts, and 3904 comments are labeled as
positive. Comments collected from Facebook, Twitter and Youtube sites contain a

total of 58854 words and 17382 unique words. The total number of comments from
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Instagram site is 9428. 5338 of these comments are labeled as negative because
they contain cyberbullying texts, while 4090 are labeled as positive. The comments
collected from Instagram contain 91712 words and 25712 unique words in total.
Considering all datasets, a total of 15658 comments are collected, of which 7664
comments are marked as negative and 7994 are marked as positive. In addition,

there are 150566 words and 35618 unique words in our dataset.

4.1. Results and Comparison of Preprocessing Steps

In this section, the results of preprocessing methods performed in WEKA
environment are compared on the dataset collected. Since preprocessing methods
directly affect the classification performance, the best method for our Turkish
dataset is tried to be determined. The preprocessing methods are evaluated with F-
Measure value and Naive Bayes classification is used in all preprocessing steps for

comparison.

4.1.1. Effect of TF*IDF Weighting

In this section, the effect of TF*IDF weighting method on our dataset and
classification is evaluated. The StringToWordVector algorithm described in section
2.2.2 is used for this operation in WEKA environment and TFTransform and
IDFTransform options under this algorithm functions are marked as True or False
and top 1000, 3000, 5000, 7000, and 10000 words with the highest frequency are

chosen as attributes. The results of the classification are shown in Table 4.2.
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Table 4.2. Comparison of TF*IDF Methods for All Dataset (with F Measure

Value)
TFTransform: TFTransform: TFTransform: TFTransform:
False True False True
IDFTransform: IDFTransform: IDFTransform: IDFTransform:
False False True True
Top
1000 0.844 0.843 0.846 0.847
Words
Top
3000 0.877 0.876 0.880 0.882
Words
Top
5000 0.890 0.888 0.894 0.895
Words
Top
7000 0.862 0.870 0.878 0.881
Words
Top
10000 0.860 0.859 0.865 0.866
Words

As can be seen from the table, when 5000 features are used, the best F-
measure values are observed for all TF and IDF combinations. Among all four TF
and IDF combinations, in the TF*IDF weighting method, the option where both are
set to True has the best F-measure value. In this study, TF*IDF weighting method
is used in the subsequent experiments for term weighting, and feature size is

chosen as 5000.

4.1.2. Effect of Stemming Function
In this section, effects of a stemming algorithm which takes the roots of

words in the whole dataset is investigated in WEKA environment. For stemming,
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Snowball Stemmer function is used. The experimental results before and after

using the stemmer are shown in Table 4.3.

Table 4.3. The Effect of Stemmer Function on the Dataset

Classification Classification
Total Unique Total Unique
F Measure F Measure
Words Before Words After
Value Before Value After
Stemming Stemming
Stemming Stemming
Whole Dataset 35618 24804 0.895 0914

As can be seen from Table 4.3, there are a total of 35618 unique words
before the stemmer function is applied, but these words are directly assumed to be
annexed without being separated to its roots. For example, while the words kalem
(pencil), kalemler (pencils), kalemim (my pencil), and kalemden (from pencil) are
considered as four distinct words, these words are taken as kalem (pencil) after the
stemmer function is applied and they are assumed as the same one word. As a
result of the stemming, a total of 10814 words are excluded. As seen from the F-
Measure values, applying stemming increases the classification F-measure about ~
2.12%. F-Measure value increased from 0.895 to 0.914 after stemming is applied.

Therefore, in this study, stemming is applied for the subsequent experiments.

4.1.3. The Effect of Stopwords Removal

In this section, stopwords that have no effect on the classification in
Turkish language are deleted from the words list that are used as attribute in the
classification process and the experimental results are obtained. The list of

ineffective words is compiled manually, and this list contains the most frequently
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used words in Turkish. In our dataset 284 unnecessary and frequent words are
identified and they are eliminated from the attribute list. The experimental results
for stopwords removal step are shown in Table 4.4.

As seen in Table 4.4, after stopwords removal, we have 24628 unique
words left out of 24804 unique words. This means that 176 of the 284 stopwords
exist in our dataset. By eliminating these words, the F-Measure value which is

0.914 decreases to 0.910.

Table 4.4. The Effect of Deleting Stopwords

Classification Classification
Total Unique Total Unique
F Measure Value F Measure
Words Before Words After
Before Value After
Stopwords Stopwords
Stopwords Stopwords
Removal Removal
Removal Removal
Whole
24804 24628 0914 0910
Dataset

This table shows us that the elimination of stopwords has a negative effect
on the classification accuracy. A new comparison is also considered to investigate
the cause of this decline. In the next experiment we try to find the answer of the
question “does the removal of the stopwords cause accuracy decrease in negative

comments or positive comments?”. This comparison is shown in Table 4.5.
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Table 4.5. The Effects of Stopwords Removal on Negative and Positive Labeled

Comments
Classification Classification
Dataset F-Measure Value Before | F-Measure Value After
Stopwords Removal Stopwords Removal
Negative Comments 0.907 0.906
Positive Comments 0.915 0.912

As can be seen in Table 4.5, there is a slight decline in the F-Measure value
on negative comments, whereas there is a greater decrease in the classification
accuracy on the positive labeled comments with respect to negative labeled
comments. This decrease is also the reason for the decrease in the overall
classification accuracy. This table shows us that the stopwords in the Turkish
language are not frequently used in the negative texts that contain cyberbullying
however, stopwords are more frequently used in the positive comments. The use of
stopwords removal in the dataset is not recommended in this study as it reduces the

accuracy of the detection of cyberbullying texts.

4.1.4. The Performance Comparison of Preprocessing Steps

This section contains the comparison of all preprocessing steps on the
classification accuracy. The best and the worst methods are determined, and the
most suitable methods are suggested before proceeding to the feature selection
step. The best and worst methods with respect to classification success are

underlined. Table 4.6. shows all combinations of the methods used.
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Table 4.6. Performance Comparison of the Preprocessing Steps

TFTransform: TFTransform: TFTransform: TFTransform:
Stemmer and
Stop Words False True False True
IDFTransform: IDFTransform: IDFTransform: IDFTransform:
Removal
False False True True

Without
Stopwords
Removal, Without 0.887 0.888 0.894 0.895
Stemmer
Without
Stopwords
Removal, With 0.910 0.908 0.912 0.914
Stemmer
With Stopwords
Removal, Without 0.892 0.891 0.892 0.893
Stemmer
With Stopwords
Removal, 0.906 0.907 0.908 0.910
With Stemmer

As can be seen from Table 4.6 the classification F-Measure has the worst
value which is equal to 0.887 when no stopwords removal, and no stemmer
functions are used and no TF*IDF weighting is performed. The classification with
no stopwords removal, but with the stemmer algorithm and TF*IDF weighting
shows the best performance with 0.914 F Measure. These values in our Turkish
dataset show us that the best choice among the processes applied in the
preprocessing steps is the application of stemmer algorithm and the selection of
TF*IDF calculation as weighting method without stopword removal. In the next
step, selection of the best performance options, which are mentioned above, are

accepted and the operations are performed accordingly.

4.2. Results and Comparison of Feature Selection Functions
In this section, the effects of Chi-square and Information Gain feature

selection functions on the classification performance are evaluated and the results
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are presented. Naive Bayes Multinomial classification is used in all feature
selection steps, as in the previous experiment.

In Table 4.7, 1000, 3000 and 5000 words with the highest frequency are
selected and compared with the 1000, 3000, and 5000 words selected by using the
Chi-square and Information Gain feature selection method and their effects on the

classification are evaluated.

Table 4.7. The Effect of Feature Selection Algorithms on Classification

Most Frequent Information
Word Count Chi-Square
Words Gain
1000 0.873 0.877 0.878
3000 0.899 0.902 0.903
5000 0.914 0.917 0.915

Feature selection methods are compared on the basis of F-Measure values.
The numbers of selected features are determined as 1000, 3000 and 5000. After
feature selection, features having scores that are lower than 0.001 with respect to
the applied feature selection method were also removed from the feature set to
further reduce the size of the feature set. As can be seen in Table 4.7, classification
success has increased as the number of features increases. As seen in the table, Chi-
square achieves the highest performance with 0.917 F-measure in the selection of
5000 words. Therefore, Chi-square feature selection method is preferred when

comparing classification methods in the next subsections.

4.3. The Results of the Classification Methods

In this section, the results of Naive Bayes Multinomial, Support Vector
Machines, Decision Trees - J48, Random Forest algorithms and finally the
proposed classifier are presented, and the accuracy rates are compared. For each
classifier, the time elapsed in the classification is determined and these values are
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compared graphically. At the end of the study, the most efficient method is

determined.

4.3.1. The Results of Naive Bayes Classifier

After preprocessing and feature selections, the Naive Bayes Multinomial
classifier is called in the WEKA environment to use the Naive Bayes classifier.
5000 words selected with the Chi-square method after stemming, and TF*IDF
weighting are used as preprocessing of the dataset for this classifier. The results

obtained are as follows:

Table 4.8. Results of the Naive Bayes Classifier

Classifier Naive Bayes Multinomial (with WEKA)
Instances 15658
Attributes 5000
Test mode 10-fold cross-validation
Stemmer Snow Ball (Turkish)
Feature Selection Chi-Square
Time Taken to Build model 0.01 seconds
Precision 0.915
Recall 0.916
F-Measure 0.917
Correctly Classified Instances 14311 (91.3974 %)
a b <-- classified as
Confusion Matrix 7478 517 | a = positive
830 6833 | b = negative

As shown in Table 4.8, in the classification made by WEKA using Naive
Bayes Multinomial classifier, 14311 of 15658 instances are classified correctly and
91.3974% accuracy is achieved. A satisfactory result is obtained for the
classification. In terms of Confusion Matrix, 7478 out of a total of 7995 positive-

tagged data labeled correctly, while 517 samples are classified incorrectly. In total,
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6833 of 7663 negative labeled data are classified correctly, while 830 of them are
labeled incorrectly as in the other class. In this classifier tested with a 10-fold cross

validation model, the system spent 0.01 seconds to learn each classification model.

4.3.2. The Results of the Support Vector Machine Classifier

This study uses the LibSVM library to run the Support Vector Machine
classifier in WEKA. The results obtained with SVM classifier after preprocessing
and feature selection are shown in Table 4.9. Again for this classifier, TF*IDF is
used as the weighting method and Chi-Square method is applied for feature

selection after stemming the data.

Table 4.9. Results of the Support Vector Machine Classifier

Classifier Support Vector Machines (WEKA — LibSVM)
Instances 15658
Attributes 5000
Test mode 10-fold cross-validation
Stemmer Snow Ball (Turkish)
Feature Selection Chi-Square
Time Taken to Build Model 25.03 seconds
Precision 0.855
Recall 0.810
F-Measure 0.805
Correctly Classified 12690 (81.0448 %)
Instances
a b <-=- classified as
Confusion Matrix 5131 2864 | a = positive
104 7559 | b = negative

When the results in Table 4.9 are examined, 12690 samples out of 15658
instances are correctly classified in the classification made by using SVM
classifier. This result has 81.0448% classification accuracy for the dataset. It has a
lower success rate with respect to Naive Bayes Multinomial classifier, while 25.03

seconds are spent for learning the classifier model for each fold. This is a poor
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result in terms of time costs. When confusion matrix is evaluated, it is observed
that 5131 out of a total of 7995 positive labeled data are correctly classified, while
2864 positive samples are classified incorrectly. The classification success of the
data labeled as positive is low. 7559 out of a total of 7663 negative labeled data are
classified correctly, 104 negative samples are labeled as positive and classified
incorrectly. The SVM classifier is particularly more successful in classifying

negative labeled comments, whereas for the positive class, the opposite is true.

4.3.3. The Results of the Decision Tree-J48

In this section, the results of a Decision Tree classifier found in WEKA,
referred to as J48, are explained. 5000 words are selected by using the Chi-square
method after stemming and TF*IDF weighting are used as in the previous

experiments. The experimental results are as shown in Table 4.10.

Table 4.10. Results of the J48 Classifier

Classifier Desicion Tree-J48 (WEKA J48 pruned tree)

Instances 15658

Attributes 5000

Test mode 10-fold cross-validation

Stemmer Snow Ball (Turkish)

Feature Selection Chi-Square

Time taken to build model 674.09 seconds

Precision 0.836

Recall 0.829

F-Measure 0.829

Correctly Classified Instances | 12988 (82.948 %)

Confusion Matrix 6132 186? [ <“acia§2iii§eas
809 6854 | b = negative
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As shown in Table 4.10, there is 82.948% classification success rate for
this algorithm. This result shows that 12988 of the total of 15658 instances are
correctly classified. The elapsed time for modeling is 674.09 seconds, that involves
too much computation cost for the classification. It shows poor performance in
terms of time for the classification. In terms of Confusion Matrix, 6134 out of a
total of 7995 positive labeled samples are correctly classified, while 1861 positive
comments are classified incorrectly. On the other hand, out of a total of 7663
negative labeled data, 6854 of them are classified correctly and 809 negative
comments are classified incorrectly. J48 has slightly better classification accuracy

with respect to SVM.

4.3.4. The Results of Random Forest Classifier

The results obtained for Random Forest classifier which is one of the
popular machine learning and classification algorithms are shown in Table 4.11.
When the results in Table 4.11 are analyzed, it is observed that 12103 data
instances are classified as correct among 15658 instances in this classification
made by using Random Forest classifier. This classification has 77.296% accuracy
for the dataset. It has a low accuracy rate and it is tested with a 10-fold cross
validation as in the previous experiments 640.81 seconds are spent for each fold.
This is a very bad result in terms of time costs. In terms of Confusion Matrix, out
of a total of 7995 positive labeled data instances, 5382 of them are classified
correctly, while 2613 data samples are classified incorrectly. The success of the

classification for the data labeled as positive is very low.
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Table 4.11. Results of Random Forest Classifier

Classifier Random Forest
Instances 15658
Attributes 5000
Test mode 10-fold cross-validation
Stemmer Snow Ball (Turkish)
Feature Selection Chi-Square
Time taken to build model 640.81 seconds
Precision 0.787
Recall 0.773
F-Measure 0.771
Correctly Classified Instances | 12103 (77.296 %)
a b <-— classified as
Confusion Matrix 5382 2613 | a = positive
942 6721 | b = negative

In total, 6721 of the 7663 negative labeled data are classified correctly,
while 942 negative comments are labeled as the other class and classified
incorrectly. For Turkish texts, Random Forest may not be preferred in terms of

time cost and success rate in classification.

4.3.5. Comparison of Classification Results and Discussion

In this section, the classifiers used in this study are compared and evaluated
in terms of F-Measure values, time takes to learn the model, and accuracy rates. In
this study, the most appropriate method for the determination of cyberbullying

texts in Turkish content is proposed.
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Figure 4.1. Comparison of Precision, Recall and F-Measure Values

Figure 4.1 compares the F-Measure, Precision and Recall values for each
classifier. For this study, Naive Bayes Multinomial is found as the most successful
method in all three measure. The SVM algorithm is the second best in the Precision
value but its Recall and F-Measure values are lower than that of Decision Trees.
Random Forest has the worst performance. In the next step, the accuracy rates of

the classifiers are compared.
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Figure 4.2. Accuracy Comparison of Classifier Results

As can be seen in Figure 4.2., Naive Bayes Multinomial classifier is the
most successful classifier for the detection of cyberbullying in Turkish text with an
accuracy rate of 91.34%. The Random Forest classifier is the worst classifier

compared to other classifiers with an accuracy of 77.3%.
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Figure 4.3. Time Taken to Build Model

Figure 4.3 compares the time taken for learning the classification model.
Naive Bayes Multinomial shows the fastest performance based on the times used

for learning in the WEKA environment. Although the SVM classifier requires
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more time to build the classification model with respect to NBM, it has better
performance than J48 and Random Forest. However, J48 and Random Forest have
extremely the costly performance based on the times given in Figure 4.3, and they
have a poor result.

As a result, NBM shows the most successful performance when F-Measure
values and time elapsed for modeling are compared. NBM, which is one of the
classifiers used in WEKA, has been deemed suitable for the detection of

cyberbullying from Turkish text content.

4.3.6. The Proposed Classifier and Results

In this section, we discuss the results of our proposed classifier which is
implemented to test the efficiency of the dataset collected in this study. The results
of our proposed classifier, whose details are mentioned in the previous sections, are

shown in the table below.

Table 4.12. Results of the Proposed Classifier

Classifier Proposed Classifier
Instances 15658

Attributes (Bad words) 5000

Stemmer Zemberek

Feature Selection -

Time taken to build model 9 seconds
Correctly Classified Instances | 12840 (82 %)

When we look at the results of the proposed classifier, it is seen that
Zemberek library is used to get word stems unlike other classifiers. Another
difference is in the Test Mode. The bad words list is generated from the whole
dataset, and they are used to classify the all instances in the dataset instead of 10-

fold cross validation test mode. After performing these operations, 9 seconds are
68



4. RESULTS AND DISCUSSIONS Erhan OZTURK

spent for classification modeling. As a result, 12840 instances of 15658 instances
are correctly classified and 82% accuracy is achieved. When the accuracy of this
classification is compared with the accuracy of the other classifiers made in this

study, the result is as shown in Figure 4.4.
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Figure 4.4. Comparison of Accuracies of Classifiers

As a result, NBM shows the most successful performance when classifier
accuracies, F-Measure values, and time elapsed for modeling are compared. NBM,
which is one of the classifiers used in WEKA, has been deemed suitable for the
detection of cyberbullying texts containing Turkish content. As shown in Figure

4.4 the proposed classifier has the second best classification accuracy.
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Figure 4.5. Time Taken to Build Model

When the times required for learning the classifiers are compared, our

proposed classifier has rank second in terms of time performance after NBM.
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5. CONCLUSION

In this thesis, the success of automatically detection of cyberbullying from
text contents written in Turkish is investigated. In this regard, cyberbullying texts
on Turkish-language sites are collected. For this purpose, 4 different social
networks are used and as a result a dataset containing 15658 instances is prepared.
This dataset has the distinction of being the largest dataset prepared for detecting
cyberbullying from Turkish text contents. After collecting the dataset, the effects of
preprocessing and classification methods are studied on the performance of
cyberbullying detection. It is determined that TF*IDF weighting has a positive
effect on the accuracy of classification. In addition, SnowBall Stemmer, which is a
root finder algorithm running in WEKA environment, increases the classification
performance in this study. The removal of stopwords from the dataset adversely
affects the results. This has shown us that stopwords are widely used, especially in
texts that do not contain cyberbullying, thus making it easier to identify texts that
do not contain cyberbullying. Therefore, stopwords are not deleted in this study.

After the preprocessing step, the feature space of our dataset is reduced by
applying the feature selection methods. For this purpose, two well-known feature
selection methods that are Chi-square and Information Gain are applied. Chi-
square feature selection method is found to be slightly more successful than
Information Gain. After feature selection, features having scores below 0.001 are
removed from the feature set. After feature selection, classification methods are
tested and four different classification algorithms, which are popular in text
processing, are used. In addition, a filter based classifier is proposed for this thesis
in order to test the efficiency of the dataset and compare it with other classifiers.

Naive Bayes Multinomial is found to be the most successful classifier in
terms of classification time and classification accuracy. In addition, the proposed
classifier is found to be the second best in terms of accuracy and runtime, which

shows that the collected dataset is actually large enough.
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As future work, it is aimed to make further research and include more
instances to the dataset collected. In order to improve the Turkish content dataset,
we plan to increase its size to above of 15658 instances. To help studies done in
this subject, this dataset prepared within the scope of this thesis is aimed to be
shared on the internet as an open source. With this dataset, which can be used as an
open source on the internet, new improvements can be made for the detection of

cyberbullying in Turkish texts.
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Appendix 1: List of Stopwords

1 | A 72 | Dolayisiyla | 143 | Kimi 214 | Sekilde
2 | Acaba 73 | Dort 144 | Kimin 215 | Sekiz

3 | Ala 74 | E 145 | Kimisi 216 | Seksen
4 | Altmis 75 | Edecek 146 | Kimse 217 | Sen

5 | Ama 76 | Eden 147 | Kirk 218 | Senden
6 | Ancak 77 | Ederek 148 | Madem 219 | Seni

7 | Arada 78 | Edilecek 149 | Mi 220 | Senin

8 | Artik 79 | Ediliyor 150 | Mi 221 Sey

9 | Asla 80 | Edilmesi 151 | Milyar 222 | Seyden
10 | Aslinda 81 | Ediyor 152 | Milyon 223 | Seye

11 | Aslinda 82 | Eger 153 | Mu 224 | Seyi

12 | Ayrica 83 | Elbette 154 | Mi 225 | Seyler
13 | Az 84 | Elli 155 | Nasll 226 | Simdi
14 | Bana 85 | En 156 | Ne 227 | Siz

15 | Bazen 86 | Etmesi 157 | Neden 228 | Siz

16 | Baz1 87 | Etti 158 | Nedenle 229 | Sizden
17 | Bazilar 88 | Ettigi 159 | Nerde 230 | Sizden
18 | Belki 89 | Ettigini 160 | Nerede 231 Size

19 | Ben 90 | Fakat 161 | Nereye 232 | Sizi
20 | Benden 91 | Falan 162 | Neyse 233 | Sizi
21 | Beni 92 | Filan 163 | Nigin 234 | Sizin
22 | Benim 93 | Gene 164 | Nin 235 | Sizin
23 | Beri 94 | Geregi 165 | Nin 236 | Sonra
24 | Bes 95 | Gerek 166 | Niye 237 | Soyle
25 | Bile 96 | Dolayisiyla | 167 | Nun 238 | Su
26 | Bilhassa 97 | Dort 168 | Niin 239 | Suna
27 | Bin 98 | E 169 | O 240 | Sunlari
28 | Bir 99 | Edecek 170 | Obir 241 | Sunu
29 | Biraz 100 | Eden 171 | Olan 242 | Ta

30 | Birgogu 101 | Ederek 172 | Olarak 243 | Tabii
31 | Birgok 102 | Edilecek 173 | Oldu 244 | Tam

32 | Biri 103 | Ediliyor 174 | Oldugu 245 | Tamam
33 | Birisi 104 | Edilmesi 175 | Oldugunu 246 | Tamamen
34 | Birkag 105 | Ediyor 176 | Olduklarini | 247 | Tarafindan
35 | Birsey 106 | Eger 177 | Olmadi 248 | Trilyon
36 | Biz 107 | Elbette 178 | Olmadigi 249 | Tim
37 | Bizden 108 | Elli 179 | Olmak 250 | Tamdi
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38 | Bize 109 | En 180 | Olmasi 251 U

39 | Bizi 110 | Etmesi 181 | Olmayan 252 |0

40 | Bizim 111 | Etti 182 | Olmaz 253 | Ug

41 | Boyle 112 | Ettigi 183 | Olsa 254 | Un

42 | Boylece 113 | Ettigini 184 | Olsun 255 | Un

43 | Bu 114 | Fakat 185 | Olup 256 | Uzere
44 | Buna 115 | Falan 186 | Olur 257 | Var

45 | Bunda 116 | Filan 187 | Olur 258 | Vardi
46 | Bundan 117 | Gene 188 | Olursa 259 | Ve

47 | Bunlar 118 | Geregi 189 | Oluyor 260 | Veya

48 | Bunlari 119 | Gerek 190 | On 26 Ya

49 | Bunlarin 120 | Dolayisiyla | 191 | On 262 | Yani

50 | Bunu 121 | Dort 192 | Ona 263 | Yapacak
51 | Bunun 122 | E 193 | Once 264 | Yapilan
52 | Burada 123 | Edecek 194 | Ondan 265 | Yapilmasi
53 | Biitiin 124 | Eden 195 | Onlar 266 | Yapiyor
54 | Cogu 125 | Ederek 196 | Onlara 267 | Yapmak
55 | Cogunu 126 | Edilecek 197 | Onlardan 268 | Yapti

56 | Cok 127 | Ediliyor 198 | Onlari 269 | Yaptigi
57 | Clinkii 128 | Edilmesi 199 | Onlarin 270 | Yaptigini
58 | Da 129 | Ediyor 200 | Onu 271 | Yaptiklar
59 | Daha 130 | Eger 201 | Onun 272 | Ye

60 | Dahi 131 | Elbette 202 | Orada 273 | Yedi

61 | Dan 132 | Elli 203 | Ote 274 | Yerine
62 | De 133 | En 204 | Otird 275 | Yetmis
63 | Defa 134 | Etmesi 205 | Otuz 276 | Yi

64 | Degil 135 | Etti 206 | Oyle 277 |\

65 | Diger 136 | Ettigi 207 | Oysa 278 | Yine

66 | Digeri 137 | Ettigini 208 | Pek 279 | Yirmi

67 | Digerleri 138 | Fakat 209 | Ragmen 280 | Yoksa
68 | Diye 139 | Falan 210 | Sana 281 | Yu

69 | Doksan 140 | Filan 211 | Sanki 282 | Yiz

70 | Dokuz 141 | Gene 212 | Sanki 283 | Zaten
71 | Dolay1 142 | Geregi 213 | Sayet 284 | Zira
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