
A HYBRID STATISTICAL/UNIT-SELECTION
TEXT-TO-SPEECH SYNTHESIS SYSTEM FOR
MORPHOLOGICALLY RICH LANGUAGES

A Thesis

by

Ekrem Güner
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ABSTRACT

Two most prominent examples of Text-to-Speech (TTS) systems are Unit Selection

based TTS (UTTS) and the Hidden Markov Model (HMM) based TTS (HTTS).

UTTS has been the dominant approach of the last decade while HTTS has been in-

creasingly getting more attention from the TTS research community. Both systems

have distinct pros and cons. Despite its success, UTTS has some disadvantages such

as the sudden discontinuities in speech which cause distraction whereas HTTS lacks

of those artifacts. However, UTTS systems offer high quality speech given a huge unit

database where the storage is not a problem. On the other hand, the small memory

footprint requirement of HTTS systems makes them attractive for embedded devices.

Here, a novel hybrid statistical/unit selection TTS system for morphologically rich

languages is proposed. The proposed hybrid system aims at improving the quality of

the baseline HTTS system while keeping the memory footprint small. First, the mo-

tivation of the proposed hybrid system is given after the comparison of both systems.

Then the proposed hybrid system is presented along with the details of the baseline

HTTS system. In order to assess the performances of proposed and baseline systems,

the subjective and objective tests are conducted. Intelligibility and quality scores of

the baseline system are comparable to the MOS scores of English reported in the

Blizzard Challenge tests. Results of the AB preference tests revealed the listeners’

preference for the hybrid system over the baseline system.
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ÖZETÇE

Metinden Konuşma Sentezleme (MKS) alanında en yaygın kullanılan iki teknik, Birim

Seçmeli MKS (BMKS) ve Saklı Markov Modeli tabanlı MKS (SMKS) teknikleridir.

MKS sistemleri son dönemlerde kullanılan en dominant teknik olarak ortaya çıkarken,

SMKS sistemleri de gün geçtikçe artan popülaritesi ile öne çıkmaktadır. Her iki sis-

temin de kendine özgü avantaj ve dezavantajları bulunmaktadır. BMKS sistemleri

çok başarılı olmalarına rağmen, dinleyicileri rahatsız eden ani süreksizlikler içermekte-

dirler. SMKS sistemleri ise birim seçme algoritmasının ortaya çıkardığı bu hata-

lardan yoksundurlar. BMKS sistemleri, kullanılan ses veritabanının büyüklüğüyle

orantılı olarak yüksek kalitede ses üretebilmektedir. SMKS sistemleri ise çok küçük

bir saklama alanı kullandıklarından, daha yaygın olarak gömülü uygulamalarda tercih

edilmektedir. Bu tez çalışmasında, morfolojik olarak zengin diller için, SMKS sistem-

ini temel alan ve veri kullanımını yine makul seviyede tutarak kalitesini arttırmayı

hedefleyen bir melez istatistiksel/birim seçmeli MKS sistemi önerilmiştir. Öncelikle,

iki sistemin karşılaştırması yapıldıktan sonra, önerilen melez sistemin ana fikri ver-

ilmiştir. Daha sonra melez sistem, geliştirilen temel SMKS sistemi ile birlikte ayrıntılı

olarak anlatılmıştır. Temel ve melez sistemin performanslarının ölçülmesi için de, sub-

jektif ve objektif testler gerçekleştirilmiştir. Temel sistemin anlaşılabilirlik ve kalite

puanlarının, literatürde İngilizce dili için yapılan çalışmalarda rapor edilen değerlerle

benzer olduğu görülmüştür. AB tercih testlerinde ise, dinleyicilerin önerilen melez

sistemi temel sisteme tercih ettikleri görülmüştür.
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CHAPTER I

INTRODUCTION

Text-to-Speech is the general name of a language processing application which refers

to converting written language signal, text, into spoken language signal, speech. The

earliest example of such systems is V oder which is invented by Homer W. Dudley for

Bell Labs. in 1930s. It was using the vocoder technology first in the time. Pitch was

controlled by foot pedal. It was creating highly robotic speech in a small portion of

speech spectrogram. Although synthetic speech is still distinguishable from natural

speech, quality and naturalness of the produced speech increased significantly and are

much more close to human generated speech now. Today, TTS technology is highly

accepted by people and used in personal or service based products.

There are number of techniques to create synthetic speech which is known as

synthetic speech synthesis. Two prominent approaches of today are concatenative

and statistical speech synthesis. Concatenative speech synthesis is based on a very

intuitive idea which is to create speech by sequencing the optimal harmonious speech

units for a given sentence. Generally, these units are selected from a database of

speech segments which are cropped from real records. Concatenative systems are

considered to be able to produce high quality speech. Although the main idea is

simple and successful, it is known that this is not the way humans create speech.

One insightful model of human speech production is source/filter model which is

used in signal processing applications. In this model air pressure and the vibration

of the vocal fold are considered as the sources whereas vocal tract is considered as

a filter. Then speech is decoded for each frame by source and filter coefficients with

a reasonable error. Given these parameters, an encoder (vocoder) can reproduce
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the speech. Statistical speech synthesis systems aim at modeling these parameters

with statistical distributions associated with the context information of the language.

Then given a context of sentence to be synthesized, most likely speech parameters

are estimated by the system using statistical decision techniques. A vocoder system

creates the speech using estimated parameters.

Both techniques come with their advantages and disadvantages. Concatenative

speech synthesis systems can create high quality speech but requires a huge speech

database during the synthesis time. Although the high quality is achieved, these

systems may also create some artifacts in synthesized speech. On the other hand,

statistical speech synthesis systems are able to synthesize smooth speech at the ex-

pense of degrading some quality. These systems also use relatively less resources.

Since they learn the statistics of speech parameters and use a statistical estimation

technique during synthesis, they don’t need the database during synthesis. Consider-

ing all these facts, researcher also have been investigated the use of different examples

of both techniques together in a hybrid approach to gain the advantages of both sides.

UTTS systems are the most used type of concatenative approach. On the other

side, HTTS systems are the best representative of statistical approach. In this thesis,

a novel hybrid TTS system which utilizes a baseline HTTS system and a morpheme

based UTTS for morphologically rich languages is proposed. The goal of the proposed

systems is to improve the quality of the baseline HTTS systems while keeping the re-

source usage in reasonable level. In order to do that, a morpheme database consists of

source and filter parameters is created from the speech database. Morpheme database

comprises most used morphemes in the language with minimal context information.

In the baseline HTTS system, models are trained as usual ways. In synthesis stage

morphemes of the sentence to be synthesized is identified. The best morpheme can-

didates for given sentence are selected from the database via proposed algorithms.

Then, these morphemes are used to guide the parameter generation process of HTTS
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scheme via proposed method. These real morpheme segments are thought to be the

reference points for parameter trajectory generation. In order to assess the perfor-

mance of the hybrid system, listening tests are conducted. Test results showed that

listeners preferred the hybrid system over the baseline system.

The thesis is organized as follows: In section 2, background of general HTTS

system is given and parts of a typical HTTS system is explained. In Section 3,

first UTTS approach is briefly explained and compared with HTTS. Then, a survey

of hybrid systems in the literature is given with classifications. After comparing the

both techniques and introducing the different hybrid approaches, the proposed hybrid

system is presented with details in Section 4. In Section 5, results of subjective and

objective test are given and discussed. Finally, conclusion and comments about the

work is given in Section 6.
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CHAPTER II

HMM BASED TTS

In pure UTTS, the essential is to use recorded speech units to build synthetic speech.

The key point is the selection of the best harmonious group of real units for given

sentence. There is no attempt to learn how that units are created or speech is pro-

duced. Hence, if there is no proper unit in the database for a given context, the

system is not designed to produce a suitable unit. Premise of the UTTS causes a lack

of control over the synthesized speech. In order to better understand and gain control

over speech synthesis, researchers have been investigated use of statistical parametric

representations of speech in TTS. Source and filter model of speech is used in the sta-

tistical speech synthesis (SSS) techniques. Source and filters parameter are modeled

with statistical generative models and model parameters are estimated during train-

ing session. In synthesis stage, by selecting the proper statistics for given context,

best parameter sequence is generated from the models via a probabilistic approach.

SSS is not limited to a particular modeling. However, most of the works has

been proposed use HMMs [1]. HTTS systems became the prominent example of SSS.

Although, there are ongoing researches and developments on HTTS systems from

different research groups, most referred and used system is an open-source project

HMM-based speech synthesis system (HTS) [2][3] which is developed by HTS working

group1. In order to make a consistent flow, HTS is considered as the reference while

describing HTTS systems in general.
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Figure 1: Overview of a HMM based Text to Speech System.

2.1 HTTS General Framework

HMMs were successfully used to model spectral parameters of speech in Automatic

Speech Recognition (ASR) systems. Given that successes, using HMMs to create syn-

thetic speeches seemed to be reasonable approach. Although, there had been studies

on how to generate the speech from HMMs [4][5][6][7], Tokuda et all [8] first developed

the trainable speech synthesis system based on continuous mixture HMMs in 1995.

From then, HTTS has been gradually improved and became powerful technique.

General structure of an HTTS system is depicted in fig 2.1. In the training section

of an HTTS system, spectrum and excitation parameters are extracted for each speech

frame and associated with a descriptive label. Labels are extracted using a language

processing tool, Context Analyzer. A typical label involves intonation and part of

speech (POS) informations of different levels. An example is given in table 1.

1http://hts.sp.nitech.ac.jp/
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Table 1: An example context information used in HTTS
Phoneme level Preceding and succeeding phonemes
Syllable level phoneme counts, accents and stresses of

preceding, current, succeeding syllables.
Position in the current word

Word level Number of syllables in the
preceding, current,succeeding words.
Position in the current phrase

Phrase level Number of syllables, words in the
preceding, current, succeeding phrases.
Position of the current phrase in the utterance.

Utterance level Number of syllables, words, phrases in the utterance.
Intonation stress, accent in syllables TOBI end tones

Using the labels, similar sounds are clustered into the same state by decision trees

[9], using acoustic and phonetic questions. Then context depended HMMs are trained

in a way similar to HMM based speech recognition. In synthesis stage for given text to

be synthesized, decision trees obtained in the training are used to form corresponding

sequence of HMMs, from the trained models. Using this sentence HMM, speech

parameters are generated using an HMM based parameter generation algorithm, such

as [10]. Synthetic speech is generated by a vocoder using generated parameters. HTS

uses simple impulse/noise model for excitation which generates buzzy speech. To solve

that problem, many systems employ a mixed-excitation approach where impulse and

noise are mixed together in different bands [11]. In that case, mixing weights can be

estimated and trained in the acoustic model training phase. Some other high quality

vocoders have been also used to improve the quality, such as multi-band excitation

[12] and STRAIGHT[13] with HTS.

2.2 Speech Parameter Modeling and Training

There are various alternatives for modeling the speech spectrum, such as mel-cepstrum

and generalized mel-cepstrum parameters (MGC). Excitation can be modeled with

an impulse train for voiced speech and random noise for the unvoiced speech. For the

6



voiced speech, logarithm of the fundamental frequency (LF0) is extracted from each

frame. One important problem with LF0 is that, although it has continuous values

for voiced speech, it is not defined for the unvoiced speech. Therefore, a symbol in-

dicating unvoiced speech is used for unvoiced frames. That makes the LF0 features a

sequence of continuous-valued numbers and discrete symbols. In order to handle this

in HMM framework, HTS uses a multi-space probability distribution (MSD) approach

[14] to model state output probabilities for LF0. Changes in the pitch contour do not

necessarily occur in synchrony with the spectral features. State-level alignments of

those two sets of features can be very different. To avoid the mismatch, the spectrum

and pitch features are fused together to create one feature vector ot for frame t, in

the training. Those two stream of features can be trained in a multi-stream training

(MST)2 framework in HTS.

Phonemes are modeled withN -state HMMs in the HTTS approach. As opposed to

the HMM approach used in most current speech recognition systems, state durations

can be modeled by a Gaussian distribution in the HTTS approach [15]. This allows

the flexibility to set and change the phoneme durations explicitly. Spectral and pitch

features3 are typically modeled with a multivariate Gaussian distributions. Acoustic

model parameters λ are trained with a maximum likelihood approach

λ̂ = argmax
λ

p(O|L, λ). (1)

where O is the set of observation vectors, L is the corresponding set of labels and

λ is the set of the model parameters. L is derived from the text of training data

by ContextAnalyzer. Although those labels help accurately model the phoneme

parameters, it is impractical to collect enough training for each possible combination

of different contexts. Therefore, decision trees are used to cluster phoneme states

2S. Young et all, The Hidden Markov Model Toolkit (HTK), http://htk.eng.cam.ac.uk/
3pitch is modeled with MSD approach [14]. In MSD, space size is considered to be one for voiced

regions and zero for unvoiced regions
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that have different labels but that are automatically found to be similar [9].

Because there is no closed-form solution of Eq (1), expectation-maximization (EM)

algorithm is used to find the ML estimation of the equation. The process is very

similar to HMM-based speech recognition with slight differences. One of the difference

is that both LF0 and spectrum is modeled and trained using MST. Other one is

the context information used in the HTTS training. For speech recognition tasks,

generally just phonetic level coarse-grain informations are enough since there is no

re-generation of speech. In order to re-generate a speech (synthesis) as close to natural

as possible, much fine-grained context informations should be taken into account. A

typical context information used for a phoneme label is given in table 1.

2.3 Parameter Generation and Synthesis

Once the acoustic models are trained, they can be used to generate the spectrum and

pitch parameters for a given text to be synthesized. Context Analyzer analyzes the

sentence and finds the label for each phoneme and creates a label sequence. Then

using this label sequence, corresponding sequence of HMMs is obtained. States of

the HMMs are found using the labels and decision trees formed in the training. This

sequence of continuous mixture of HMMs form the sentence HMM, Λ. The parameter

sequence, O = {o1, o2, ..., oT}, for pitch and spectrum can be generated by maximizing

below posterior probability

Ô = argmax
O

p(O|Λ) (2)

= argmax
O

Q∑

n=1

p(O, q(n)|Λ) (3)

= argmax
O

Q∑

n=1

p(O|q(n),Λ)p(q(n)|Λ) (4)

where q(n) is any pdf sequence can be obtained from the mixtures of the ordered

states of the Λ. Since maximizing O over all possible paths is a difficult problem, it is

approximated as the maximizing over the one best path q̂. As aforementioned, HTS
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adopts the explicit modeling of state durations [15]. Hence, q̂ can be determined to

maximize state duration distribution of the sequence.

q̂ = argmax
q(n)

p(q(n)|Λ) (5)

Now, the sequence of (gaussian) pdf’s, q̂ = {q1, q2, ..., qT}, is determined. Therefore,

optimization problem turns into

Ô = argmax
O

p(O|q̂,Λ) (6)

= argmax
O

(
T∏

t=1

P (O;µqt,Σqt)

)
(7)

Then the solution will be

Ô = {µq1, µq2, ..., µqT } (8)

This is a staircase like trajectory. In order to generate smooth trajectories, optimiza-

tion must be constrained with conditions which reflects the dynamics between frames.

Tokuda et all[16] give couple of recipes to solve parameter generation from different

steps, including solving Eq (2) with EM algorithm under dynamic constrains. Here,

their recipe to solve Eq (6) under dynamic constrains is described. It is assumed

that output vector at time t, ot, is 3Mx1 vector consists of Mx1 static, speed and

acceleration vectors.

ot = [cTt ,∆cTt ,∆∆cTt ]
T (9)

A 3MTx1 O vector which reflects the speed and acceleration features can be arranged

as

O = WC (10)

where C = [cT1 , c
T
2 , ..., c

T
T ] isMTx1 vector andW is a 3MTxMT block diagonal matrix

which derives static, ∆ and ∆∆ from C. Since the W is just a linear transformation,

optimizing with respect to O and C are the same. Eq (6) can be rearranged as

Ĉ = argmax
C

p(WC|q̂,Λ) (11)
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In fact, it is better fits the aims that just static features are concerned at the end for

vocoding. Ĉ can be found by solving the below equation

∂ log(p(WC|q̂,Λ))

∂C
|
C=Ĉ

= 0 (12)

and the solution is

W TU−1W Ĉ = W TU−1M (13)

where M = [µT
q1
, µT

q2
, ...., µT

qT
] and U−1 = diag[Σ−1

q1
,Σ−1

q2
, ....,Σ−1

qT
]. This can be solved

efficiently by matrix decomposition, because of the band symmetric structure of the

W TU−1W . Eq (13) can also be solved [10],[8] in time recursive manner[17]. Solution

of this will generate smooth trajectories imposed by the dynamic constrains. More-

over, variance characteristics also will be reflected in the resultant trajectory. It is

an important property and it is utilized by the hybrid system proposed in this work.

Generating smooth parameter trajectories, at state transition points, is good in terms

of the lack of discontinuity. On the other hand, in naturalness aspect, these smooth

trajectories does not have enough variation to reflect the natural phenomenons re-

lated to variations. From now on, this algorithm is referred as Maximum Likelihood

based Parameter Generation (MLPG).

Once spectrum and pitch parameters are estimated, it can be used to synthesize

the speech. In HTS, spectrum is modeled with mel-cepstral coefficients and speech

is created by MLSA[18] synthesis filter. Excitation signal is created using the simple

impulse/noise model which typically produces buzzy quality. However there are high

quality vocoders which are used with HTS. Mixed-excitation approach where impulse

and noise are mixed together in different bands is one of the techniques which is used

with HTS [11]. In [11], they compute voicing strengths of the 6 bandpass filters in

0-8000 Hz band using normalized correlation. These 6 voicing coefficients of filters

are also trained for each frame in the acoustic training phase. In synthesis stage,

voicing coefficient are also generated from HMMs. Pulse train is the filtered using the
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coefficients and filters in voiced bands and white noise is filtered using the coefficients

and filters in the unvoiced bands. Final excitation signal for the frame is the sum

of filtered pulse and noise signals. Similarly, in [12], they used multi-band excitation

technique for excitation modeling with HTS. There are many others used better

models with HTS such as, in [13] STRAIGHT is used with HTS.

Spectrum modeling can also be enhanced. Researchers also use the LSP param-

eters to model the spectrum which is known to be robust to quantization errors.

Subjective results from the researchers show that, the same quality, by subjective

tests, can be achieved using less number of parameters when LSPs are used instead

of mel-cepstral coefficients. One possible issue with LSPs is the stability. In order to

avoid any possible problem, it should be ensured for all frames that HMM generated

parameters should not cause an unstable filter.
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CHAPTER III

HYBRID SYSTEMS

HTTS and UTTS come with their own Pros and Cons. Therefore, TTS researchers

also investigated to use of both models together in different schemes to obtain the

advantages of both techniques. Lots of different hybrid schemes and algorithms have

been proposed by researchers. Here a comprehensive overview of the hybrid systems

proposed in the literature is given. It is important to understand the motivation of

these hybrid approaches to better understand the motivation of the proposed hybrid

system.

HTTS systems is described in chapter 2. Here, in the first section, the UTTS

systems is presented. Then, comparison between these two systems is given in the

following section. Finally in the last section, an overview of the hybrid approaches in

the literature is presented.

3.1 Unit Selection Based TTS (UTTS)

UTTS has been the dominant approach both in the industry and literature for

decades. Despite the growing popularity of the SSS, it is still a major figure in

TTS technology. UTTS based on a very intuitive, yet very successful idea: con-

catenating the recorded speech units to create synthetic speech. There were several

types of UTTS systems in the literature. However, Hunt and Black [19] proposed

a general framework and formulation of UTTS systems which became the standard

over the years. They defined two costs, target cost CT (tt, ut) and concatenation cost

CC(ut+1, ut). Then the total cost of unit sequence U = [u1, u2, ..., uT ] for a given

sentence S = [t1, t2, ..., tT ] is given by
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C(U, S) =
T∑

t=1

CT (tt, ut) +
T−1∑

t=1

CC(ut+1, ut) (14)

CT (tt, ut) is used to measure how suitable the unit ut is for target tt. C
C(ut+1, ut)

measures how well the adjacent units ut+1 and ut can be joined. Then a search is

applied over all possible sequence to find the optimal sequence Û which minimizes

the total cost C(U, S).

Û = argmin
U

C(U, S) (15)

Feature vectors used in the target cost calculations generally consist of phonetic

and prosodic contexts. Spectral and acoustic features may be used in concatenation cost

calculations to be used with acoustic distance measures. Researchers still look at what

features to be used and how to weigh them in cost calculations.

Optimal size of the unit is not a resolved issue in UTTS. There is wide variety

of unit sizes used in the works. Frame-sized [20], HMM state-sized [21], half-phones

[22], diphones [23] and varying sized [24] are the some examples of different unit sizes

that are used in UTTS systems. A general observation is that the longer the unit

size, bigger the database is required to cover given domain [25].

3.2 Comparison of UTTS and HTTS

Although, UTTS and HTTS systems are both data driven approaches, they exhibit

different characteristics due to their fundamental difference in foundations. Here they

are compared in three prominent headlines: dependency on database and memory,

flexibility of techniques and quality of produced synthetic speech.

3.2.1 Database and Memory Usage

As described earlier, UTTS systems are selection based systems. They don’t aim

at producing a unit if there is no proper one in the database. Hence, in order to
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adequately cover the units for given domain, considerable amount of recorded speech

must be available to the system. On the other hand, for statistically model a context,

small amount of data is enough. Besides, although it is expected to increase the

accuracy, HTTS system does not necessarily need to counter observations for all the

contexts. Clustering and statistical estimation causes a much robust system compared

to UTTS in such situations. Reported HTTS systems in the literature uses less data

in training compared to UTTS systems.

When memory is considered, main difference between UTTS and HTTS is that

HTTS systems do not require to keep a database during synthesis. After the statis-

tics of the models estimated in the training, just models are stored for synthesis in

HTTS systems. On the other hand for UTTS systems, all data must be available to

system during synthesis. Consequently, orders of magnitude less memory is needed

to synthesize with HTTS systems. Such property makes HTTS systems attractive

for embedded devices.

3.2.2 Flexibility

Most important advantage of HTTS is its flexibility. Parametric structure of HTTS

creates a very suitable infrastructure for changing the voice characteristics, emotion

and speaking style. Although UTTS systems has also ability to do conversion via

voice conversion (VC) techniques [26], it is not high quality as expected from a UTTS

system. Adaptation to a new voice is one of the prominent application of HTTS.

Maximum a posteriori (MAP) [27] and Maximum likelihood linear regression (MLLR)

[28] are two prominent techniques proposed in HTTS. Yamagishi [29] used MLLR-

based adaptation techniques and presented average voice speech synthesis (AVSS)

based on HMM-based speech synthesis. It can synthesize high quality speech with

few minutes of target speaker’s data.
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3.2.3 Quality

UTTS systems use recorded speech waveforms in their units. However HTTS sys-

tems, because of its nature, uses parametric representation of the speech and produce

vocoded speech. Speech production in HTTS are not yet optimal while there is

no such concern in UTTS. Therefore, UTTS generates higher quality speech than

HTTS. However, quality is a subjective term and highly dependent on human per-

ception. The major problem of UTTS systems is sudden discontinuities that may

occur in connection points where two adjacent units meet. These perceptual discon-

tinuities annoys the listener. On the other hand, HTTS generates smooth parameter

trajectories which eliminates the annoying glitches. Human perceptions is more sen-

sitive to discontinuity. Therefore, in MOS tests, listener can prefer an good HTTS

system over an UTTS system in which discontinuity frequency is noticeable. However

the drawback of this smoothing effect of HTTS is that it suppresses the higher level

information in speech. Over smoothing can cause a degradation in the naturalness of

produced speech. This is a critical trade off which also motivates the hybrid TTS re-

searchers. They aim at generating speeches as natural as in UTTS and as continuous

as in HTTS.

In short, the problem of UTTS generated speech is possible discontinuities at

connection points. Drawback of HTTS is the low quality of speech due to the speech

production algorithm.

3.3 Hybrid Approaches

As compared in sec. 3.2, both techniques have strong and weak sides. Researchers

have been proposed many hybrid schemes and algorithms to combine the strong parts

of both. They generally focused on improving the quality while not giving too much

importance to memory consumption. It is mainly because they already use an UTTS

system as their baseline. However in this work, the aim is to improve the quality of
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baseline HTTS systems while keeping the memory usage in reasonable level. Depend

on the motivation of hybrid scheme, it is possible to cluster these algorithms under

couple of classes. Here, mainly the classification of [25] is followed.

3.3.1 HMM Guided Unit Selection

A Widely used approach in hybrid TTS literature is to use of HMMs as a guide to

selection of units from database. This can be accomplished either using the HMM

generated parameters directly as targets [30],[20],[31] or using the HMM likelihoods

in the cost calculations [32], [33], [34]. In order to better introduce the idea and

techniques used to realize the idea, the details of some systems are given.

Rouibia and Rosec [35] used HMMs to create acoustic targets for unit selection.

Their feature vector consists of 12 mfcc coefficients, pitch and energy with their first

and second degree derivatives. Using three state HMMs, they trained the models and

applied standard ML based tree growing procedure for clustering. In synthesis stage,

sequence of states are determined for each acoustic model from the given context.

They predicted the duration of the each HMM state is adjusted proportional to 1
1−ps

,

where ps is the probability of staying on state s. Given the duration and state se-

quences, they generated acoustic targets from the models using MLPG. These senone

vector sequences are segmented into diphone-sized units for target cost calculations.

They run a Dynamic Time Warping algorithm under the type I constraints and de-

termine best N candidates for each diphone units. Optimal sequence is determined by

dynamic search algorithm which tries to minimize the pitch distortion between last

and first frames of adjacent units. They reported that their hybrid system received

almost the same scores with their reference unit selection system in MOS tests.

Yang et all [36] used context dependent HMMs to be used in cost calculations.

They trained HMM for spectrum and logarithm of F0, using the static, delta and
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acceleration components of the features. In order to overcome data sparseness prob-

lem, MDL based model clustering is performed and decision trees are created. Phone

boundaries are aligned by Viterbi algorithm using the trained acoustic HMMs. Based

on phone segmentation, duration model is also trained using HMMs. In synthesis

stage, trained models are used in target cost formulation. Target cost is defined as

a joint cost which aims at minimizing the KLD (Kullback-Leibler divergence) be-

tween target and candidate models and maximizing the likelihood of candidate unit

sequence against the target models. Instead of conventional likelihood, they adopted

Log Likelihood Ratio (LLR) approach. LLR of candidate unit un is given by

LLR(un) =
∑

r∈{s,f,d}

w(r)[ logPΛ(r)(O(r)
n |C(t))− logPΛ(r)(O(r)

n |C(o)
un

) ] (16)

where {s, f, d} represents the spectrum, F0 and duration respectively. w is the

weight of each model. On is the extracted features of candidate unit un. C(t) is

the context of the target and C
(o)
un is the original context of candidate unit. Minus

term in the formulation penalizes the candidates which are close to the center of the

PDF which is assumed to be unnatural for given target model. They assigned the

weights of each models empirically. Optimal unit sequence is determined by dynamic

search algorithm and selected units are concatenated using cross-fade technique to

create finale speech waveform. They reported that their system performed well in the

similarity and naturalness tests of Blizzard Challenge 2011, while the intelligibility

scores were not different from the others.

Pan et all [37] developed hybrid system for Mandarin which also uses HMMs in cost

calculations. It is better to use more stable units in the modeling of prosody, especially

for tonal languages like Mandarin. Therefore, they selected the syllables as their

basic unit. For target cost calculation, they generated parameters from the trained

HMM models of spectrum, F0, power and duration and used as reference. Euclidean

distances between references and candidate unit are computed and target cost for
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the unit is given as weighted sum of four distances. They preferred the parameter

generation approach over the likelihood approach, since it gives more flexibility for

controlling the shape of prosody. Naturalness of synthetic speech is highly related to

pitch contours. Hence, for better modeling of transitions of pitch contour between

adjacent units, they trained a F0 dependency model using CART. F0 ending value and

F0 ending derivative of previous syllable, F0 staring value and F0 staring derivative

of current syllable are the four parameters of transition which are used in CART.

During concatenation cost calculations, predicted values for these four parameters

are used as reference and the distances to candidate units are calculated to give four

distance scores for F0. Concatenation cost of spectrum is also calculated as distance

based. Then the total concatenation cost is given as weighted sum of four F0 and one

spectrum distance scores. They reported that all the weights are adjusted manually.

Optimal unit sequence is obtained by viterbi algorithm and concatenated to create

final speech.

Qian et all [38] used HMMs to assist to selection of the best speech segments

(tiles) from unit database during synthesis. They trained HMMs for LSP, F0 and

gain with traditional HMM training procedure. Then they refined the models using

MGE training. During synthesis first, distances between HMM generated targets

and original units are computed to determine suitable candidates for lattice creation.

Therefore they defined frame based distance measures for LSP, gain and F0 and

computed for each frame of candidate units and target. Computed distances then

normalized by number of frames for that unit to get mean distances d̄F0, d̄gain, d̄LSP .

In order to eliminate the weighting adjustment problem, they normalized the distances

of all features to zero mean, unit variance standard distribution. Then, the distance

between target and candidate unit is given as

d(ut, uc) = N(d̄F0) +N(d̄gain) +N(d̄LSP ) (17)
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Only units that have the same labels with targets are considered for election. From

those units the ones that are within a predefined distance from target are selected for

lattice creation. They also limited the number of elected units to a maximum number.

After determining the members of the lattice, Normalized Cross-Correlation (NCC)

is used as matching score for each of adjacent waveform pairs. For each adjacent

waveform pairs maximum NCC value and associated offsets are determined. Than

the optimal unit sequence with the highest total cross correlation score is determined

by viterbi algorithm. At the end, selected waveform pairs are shifted by determined

offsets and concatenated with triangular cross-fading.

One common point of the described systems is that they all use ML estimations

in their HMM training. However, Ling and Wang [39] introduced the Minimum

Unit Selection Error (MUSE) training to improve their HMM-based unit selection

system. In their previous systems they selected the phone-sized units from database

by maximizing the joint probability of different HMMs. Since the HMMs are trained

under ML criterion independently, setting the weight of different HMMs were done by

manual operations. They also questioned about the relevance of using ML criterion

for unit selection tasks. In order to address these two problems, they defined the

Unit Selection Error which is the number of different units between selected and

natural unit sequence for training data. They restructured the objective function

of unit selection and deployed the Unit Selection error in the formula. Using the

generalized probabilistic descent (GPD) algorithm [40], they iteratively optimized

the models weights and HMM parameters by minimizing the Unit Selection error.

Although their system is phoneme based, for this initial intend they used sentence

level string error in their Unit Selection Error formulation. However, they showed by

experiments that proposed systems was successful to decrease the unit selection error

rate. Nevertheless, as stated by Zen et all [25], in speech recognition discriminative

training systems based on fine-grain error measures generally gives better results than
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systems based on coarse-grain error measures. Hence, further improvement of MUSE

training seems to be achievable.

3.3.2 Smoothing The Units With HMM

As mentioned in section 3.2, one of the important properties of HMM based systems

is ability to create smooth trajectories. Using the premise of the HMM framework,

Plumpe et all [41] proposed an technique to smooth out the units in concatenative

speech synthesis. In order to fit in HMM framework, parametric speech model is

adopted and extracted gain, source and filter coefficients are used to represent units.

They applied their smoothing technique for spectral parameters of selected units while

keeping the source parameters unchanged. LSP coefficients are proffered to model

the spectrum. As discussed in Section 1, when HMMs states are used to model each

frame with Gaussian random vector x = [x ∆x] with diagonal covariance matrices,

under the i.i.d assumption, ML solution for a given sentence HMM X = {x(1), x(2),

..., x(T)} can be reduced to minimization of equation (18)

E =
P∑

p=1

T∑

t=1

(xp(t)− µp(t))
2

σp(t)2
+D

(xp(t)− xp(t− 1)−∆µp(t))
2

∆σp(t)2
(18)

D1 is introduced here as weighting parameter for dynamic constraint. p represents

the pth coefficient of the vector and t represents the vector in time instant t where P

is the order of LSP and T is the total frame number Their idea is to use LSP vectors

of real speech segment for µ instead of HMM means in order to retain naturalness

inherit in concatenative speech synthesis [41]. Hence, minimization of equation will

give smoothed LSP parameters of the units. As discussed in Section 2.3, this mini-

mization problem is can be solved efficiently. Level of smoothing can be determined

by adjusting D parameter. The final speech is produced using residuals and smoothed

1which equals to 1 in normal solution
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LSP coefficients. In experiments they globally preset the D parameter. They deter-

mined state boundaries of the selected unit by HMM segmentation in the cluster of

candidate units and set variance to unity. They reported that their approach was

successful to reduce to discontinuities at unit boundaries.

Wouters and Macon [42] used similar smoothing idea and proposed unitfusion.

In order to better smooth the boundaries, they used two different type of units,

fusion and concatenation. concatenation units are diphone sized units and gathered

from nonsense words. fusion units are phone sized units obtained from normal

utterances. For a given sentence to be synthesized, first concatenation and fusion

units are selected. Then, each fusion unit is centered at the joint point where two

adjacent concatenation units meet. The dynamic of these two units are ’fused’ with

linear interpolation to create desired dynamic constraints in time, ∆time, such that

at the concatenation point only the dynamics of fusion unit is applied whereas at

the boundaries of the fusion unit, the fusion unit has no contribution to ∆time.

They also wanted to control the distance of LSP features with respect to each other

while smoothing. Using the same linear fusion procedure, they also created desired

dynamic constraints in distance ∆dist. Then, they defined the error function as

E =
P∑

p=1

T∑

t=1

(xp(t)− fp(t))
2

+D1[(xp(t)− xp(t− 1))−∆time(p, t)]2

+D2[(xp+1(t)− xp(t))−∆dist(p, t)]2 (19)

∆time(p, t) and ∆dist(p, t) are desired time and distance dynamics (derivatives) at

time t for pth coefficient. fp(t) is the original pth LSF coefficient of concatenation

unit at time t. xp(t) is the smoothed LSF coefficients. This error minimization can

be solved similar way with HMM based parameter generation which is discussed in

Section 2.3. However, in this formulation LSP coefficient are dependent on each other
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via third term. Hence, set of equation should be solved simultaneously for all LSP

coefficients. They empirically set D1 to 20 and D2 is set to proportional to inverse

square of ∆dist(p, t). They reported that unit fusion system received better objective

and subjective results than linear smoothing and default concatenation system.

One drawback of these systems is that they smooth the spectrum parameters

while keeping the source parameters unchanged. This can cause degradation in the

quality when there is a mismatch between smoothed spectrum parameters and source

parameters.

3.3.3 HMM-driven systems

Unlike the tradition, these type of systems use natural segments or natural parameters

of speech to improve their HMM based TTS system.

Excitation signal is important in generating natural sounding speech. Raitio et

all [43] used the closest pre-stored excitation signal to the synthetic excitation signal

to improve the quality in their HTTS system. For this purpose, extracted six speech

parameters and glottal source pulse from each frame of speech by intensive analysis.

List of these features given in table 2. They trained HMMs for these six parameters

using standard HTS tools2. They also created a database of glottal source pulses and

associated each pulse with the six parameters, pulse descriptor, extracted from the

same frame. During synthesis, best glottal source pulse for each HMM in sentence

HMM is selected by minimizing the joint cost of target and concatenation costs. The

target cost is defined as the error between pulse descriptor and HMM generated pa-

rameters. The concatenation cost is defined as RMS error between the down-sampled

candidate pulses. The synthetic speech is obtained by lpc vocoder using selected

source pulses and HMM predicted vocal tract filter coefficients. They reported that

quality and similarity scores of the hybrid system was better than default system.

2http://hts.sp.nitech.ac.jp/
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Table 2: Feature used in HMM training

Feature Name

F0
Energy
Harmonic to noise ratio
Harmonic magnitudes
Voice source spectrum
Voice tract spectrum

Gonzalvo et all [44] also used natural segments to improve their HMM based

system. They extracted 39 order mel-cepstral coefficients and 5 excitation parame-

ters of sub-bands using STRAIGHT [45]. Along with logarithm of F0 and duration

They trained SI models of these four parameters then adapted to target speaker.

In the training they also constructed a pre-selection module which uses the decision

trees created by HMM training. Given the context of the phoneme to be synthe-

sized, this module gives the corresponding cluster of candidate units. In synthesis

stage, a HMM-based unit selection module which is a simplified version of [46] de-

termines the optimal unit sequence for given text using the pre-selection module.

Meanwhile, another module generates the vocal tract, F0 and excitation parameters

using HMM based parameter generation. They introduced Local Minimum Genera-

tion Error (LMGE) criterion which is derived from MGE [47] to minimize the error

between parameter generated from HMM and optimal unit sequence. In order to

align the HMM generated vocal tract parameters and optimal unit sequence, DTW

is used. After the alignment, mean and the variance of HMM model is updated using

the below formulas

µi,j,k = µ̂i,j,k −
1

Ni,j

F∑

f=1

(w(f)).Df,k (20)

σ2
i,j,k = σ̂2

i,j,k −
1

Ni,j.σ̂
2
i,j,k

F∑

f=1

(w(f)).Df,k.(ĉf,k − ˆµi,j,k) (21)
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where Df,k is ĉf,k − cf,k, Ni,j is the total number of samples in jth distribution of

ith state, F is the number of frames of the unit, k is the order of the coefficient of the

PDF. w(.) is the frame based weight function reaches near to 0 for boundary frames

and near to 1 for middle frames. After the update, parameter generation procedure is

repeated with new model and enhanced mel-cepstral parameters are produced. Final

speech is generated by MLSA filter.

3.3.4 Mixing The Segments

In their Cereproc’s system, Aylett and Yamagish [48] offered use of an auxiliary unit

database which is created by HMM based speech synthesis to help the natural unit

database. They use this synthetic database additionally to the natural one when data

is sparse and concatenation costs are high. Then these mixed units are concatenated

seamlessly in their system.

Pollet and Breen [49] gives an general overview of their Multiform Segment (MFS)

synthesis systems. A MFS sequence is a mixed sequence of template and model

segments which can be considered as original and HMM generated units respectively.

Idea is to use of model segments for the parts of speech where in human perception

the diminishing of quality is not an issue. In order to automatize the selection of

segments, a probabilistic framework is constructed in which probability of a segment

being a template or a model is assessed by expertise in Speech Perception. As an

example for a segment of a stressed vowel, probability of template and for a segment

of a nasal, probability of model is expected to be higher. For synthesis first, two

sequences are generated, optimal template sequence and optimal model sequence.

Then the optimal multiform segment sequence which maximizes the total probability

is selected by viterbi algorithm from these two sets. Model segments in the optimal

multiform sequences are converted to waveforms (template segments). Then template

segments are concatenated to create final speech.
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Figure 2: A unit-HMM network with N paths where only first three of them showed.
Each path represents a unit in the database. A state in a path corresponds to one
frame of the unit. Each state modeled with Gaussian and the observation vector -only
for the first path showed here- is the corresponding frame of the unit.

These kind of systems offers to solve sparsity problems. However, Although pro-

posed algorithms try to address, it is still a problem that switching between the

natural and synthetic in produced speech which annoys people.

3.3.5 Unification

Taylor [50] investigated the unification of two approaches. He described a very general

HMM framework to establish a common base for HMM based and unit selection based

synthesizers. To be able to represent an unit selection system in a HMM framework,

spectrum and pitch representation is used for the units rather than ’perfect’ speech

waveforms. It causes degradation in the generated synthetic speech, but it seems to

be a fair price to pay for the purpose of unification. He defined a unit-HMM network

for the units which has the same context in the database. Therefore whole database is

clustered by all context such that for each context there is a one unit-HMM network.

Topology of a unit-HMM network with N units is given in figure 2. Each path in

this network represent one unit in the database and each state in the path represents

exactly one frame of the unit. First and last state are placed for convenience to

show the concatenation with previous and next unit-networks. All the transition
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probabilities are set to 1, except the probabilities of the branches of the first state

which are 1/N. Mean of the each state is the exactly value of the state and diagonal

covariances matrix has very small values. Therefore it can be interpreted that each

unit-HMM network just memorizes the data without any information loss. Hence,

synthesizing the speech using these unit-HMM networks will produce a speech almost

as the same as the standard unit selection. Taylor also showed that by merging the

pair of states one by one any kind of HMM topology can be created to be used in

standard HMM based synthesis.
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CHAPTER IV

PROPOSED HYBRID SYSTEM

In chapter 3.3, an overview of the hybrid systems in the literature is given. Looking

at those systems, it can be seen that the most of them are focused on improving the

quality of a baseline Unit Selection systems with the assistance of SSS techniques.

As oppose to this tradition, in this work, a hybrid system to boost the performance

of a baseline SSS system is proposed. In the existing hybrid systems, small memory

footprint advantage of the SSS system is lost since both a Unit Selection and SSS

system are used together. A key novelty in this work is a hybrid system that keeps

the voice database size small while improving the quality of the HTTS system by

utilizing the opportunities of morphological languages. Although, the idea is applied

to Turkish TTS in this work, it can also be used for other morphologically rich

languages such as Finnish, Estonian and Czech.

Turkish is a morphologically rich language and many different words can be gen-

erated from the same root word by using a limited set of morphemes. Given a

typical Turkish utterance, a significant number of the words contain one or more

morphemes. Moreover, ignoring silences, around one fourth of the speech is com-

posed of morphemes. In the proposed system, a database of the most frequently

occurring morphemes is created in training. In synthesis, best fitting morphemes

are selected using the proposed morpheme selection algorithms. Then, the selected

morphemes are used in HTTS within the proposed parameter generation algorithms.

This chapter is organized as follows. First, the development of the baseline HTTS

system for Turkish is described. Second, proposed algorithm is introduced. Third,

details of two different morpheme selection algorithms are presented. Fourth, details
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of parameters generation algorithm for the proposed hybrid system are given.

4.1 Baseline System Description

In this work, an HTTS system is trained for Turkish voice with HTS to be used

as a baseline system. In order to train a voice, the labels of each phoneme in the

utterances should be created. Labels are directly derived from the transcription of

the speech. Therefore, it is important to convert the non-standard words in the

transcriptions to written forms. Several consecutive text processing algorithms are

used within a Normalizer module. This module addresses the issue of numbers,

dates, punctuation etc. After the text is normalized, ContextLabeler creates a label

file for each utterance in which each line is the label of one phoneme in the utterance.

4.1.1 Label Structure

Transcription sentences are split into phrases, words, syllables and letters to be used

by ContextLabeler to create labels. Following context information is extracted and

used.

• Phoneme level: Two preceding, current, two succeeding phonemes, position in

the current syllable (forward, backward), affix information.

• Syllable level: Number of phonemes in the preceding, current, succeeding syl-

lables. Position in the current word (forward, backward). Stress-flag. Distance

to the (previous, succeeding) stressed syllable.

• Word level: Number of syllables in the (preceding, current, succeeding) words.

Position in the current phrase.

• Phrase level: Number of (syllables, words) in the (preceding, current, succeed-

ing) phrases. Position of the current phrase in the utterance.
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• Utterance level: Number of syllables, words, phrases in the utterance. A flag

for the sentence type (question, exclamation, other).

4.1.2 Pronunciation and Stress Modeling

Turkish has one-to-one relationship between its graphemes and phonemes for most

cases. However, there are exceptions. To model (grapheme-to-phoneme) G2P map-

pings of Turkish, a CART model using a pronunciation lexicon [51] is trained. Then,

G2P conversion is done using the CART trees.

First, a list of alternate phonemes for each grapheme are created. For example,

the grapheme ”a” may be pronounced as /a/ or /aa/. These alternate mappings are

then used to align words and their pronunciations in the lexicon. After alignment,

a CART tree is generated for each grapheme using the context of four preceding,

current and four succeeding graphemes. Those trees are then used for predicting the

correct phonemes during synthesis.

Turkish stress markers typically follow a limited number of rules. However, there

are exceptions. For example, the word ”ordu” can mean ”army” or the city of Ordu in

Turkey. Stress is placed in different syllables depending on which one of the meanings

is used in a context. Similarly, part-of-speech (POS) tagging is required to correctly

place the stress markers in a word. Although one of the most advanced tools for

locating stress markers in Turkish is used, the tool sometimes simply returns mul-

tiple alternatives and the algorithm has no way of picking which one to use[52]. In

developing the system, stress markers that follow the linguistic rules [51] are used.

4.2 Overview of the Proposed System

An overview of the training and synthesis phases of the proposed system is shown in

Fig. 3. In the training phase, HMM models and a decision tree are generated for the

target speaker using speaker dependent training with HTS. Then, a morphological

analyzer is used to analyze the words in the speech database. To create a morpheme
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Figure 3: Overview of the proposed hybrid system.

database, waveforms that correspond to the morphemes labeled by the morphological

analyzer should be extracted from speech. Forced alignment is used with the speaker-

dependent HMMmodels to align text and speech data. Morphemes are then extracted

from the speech signal using the alignment information.

Morphemes are parametrized using LPC analysis and only the LSF and pitch pa-

rameters are stored. Besides those parameters, each entry in the morpheme database

contains a flag that indicates contextual features such as the presence of silence at
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the right context of the morpheme (phrase ending) and another flag that indicates

the presence of stress on the morpheme. More detail about the context features are

given in Section 4.3.1. Moreover, beginning and end times of the state-level segments

are also stored in the database.

In the synthesis phase, HMM models that correspond to the input text is de-

termined using the decision tree. Input text is analyzed using the morphological

analyzer; and, for each morpheme in the text, the best fitting morpheme is selected

using the algorithms described in Section 4.3.2 and Section 4.3.3. The statistics pre-

dicted by the decision tree and the parameters of the unit that is selected from the

morpheme database are combined together and fed into the parameter generation

algorithms described in Section 4.4.2. Finally, the parameter sequences generated are

used in an LSF vocoder to synthesize speech.

The morphological analyzer described in [52] is used here. The analyzer generates

the root word and the morphemes of a given word. Both inflectional and derivational

features of the morphemes are produced. Nominal features (case, person/number

agreement, possessive agreement) and verbal features (tense, aspect, modality, and

voice) are indicated with special tags. An example is the word

kazanabilecegini (k a z a n)kazan+Verb+

Pos(a b i l)^DB+Verb+Able(e dZ e G)^DB+

Noun+FutPart+A3sg(i)+P3sg("n i)+Acc

In the word ”kazanabilecegini”, ”kazan” is the root word and the rest of the word

are the morphemes. Derivational phonemes are indicated by the DB tag. Note that

after every derivation, the new type of the word is also shown. For example, the root

word in this example is a verb, and it is still a verb after adding the derivational mor-

pheme ”abil” which indicates positive polarity. Stress in the morphemes are shown

with the ” sign. A3sg is an inflectional marker that indicates the person/number

agreement (third person singular) here.

31



The analyzer sometimes returns multiple alternatives. A morphological disam-

biguation tool can be used to resolve such cases [53].

4.3 Morpheme Selection Algorithms

In unit selection based TTS systems, typically, both target cost and concatenation

cost are used in selection. Target cost is used for selecting units that are good fits

for the target positions in the utterance. Concatenation cost is used for selecting

units that flow naturally without abrupt changes when concatenated. In this work,

firstly, the behavior of the system when maximum-likelihood based target cost is

used without any concatenation cost for selection is investigated. It is found that

likelihood-based target cost computation is not very effective mainly for two reasons.

The first reason is that likelihood based target selection tends to significantly favor

smooth trajectories which reduces the variability and, therefore, naturalness. The

second reason is that different morphemes are selected for pitch and LSF parameters

in the ML approach. However, the mismatch between the two creates significant

degradation in quality.

Another observation with the maximum-likelihood based morpheme selection is

that the most significant improvement in the listening tests were perceived during

stressed syllables. Therefore, it is found that it is important to design a hybrid

system that can model well the rapid pitch variations during stressed syllables while

not having discontinuities at the morpheme boundaries.

Using the lessons learned with the maximum-likelihood based morpheme selection

approach, another morpheme selection algorithm is developed. The new algorithm

uses pitch concatenation costs instead of the ML-based target costs. Target costs are

replaced with a decision-tree based morpheme filtering algorithm. The morphemes

that survive the filtering process are then selected using a Viterbi algorithm. LSF

and pitch features are selected from the same morpheme which reduced the need for
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smoothing, increased clarity and naturalness compared to the ML-based approach.

The decision tree based pre-filtering and the two morpheme selection algorithms are

described in detail below.

4.3.1 Decision Tree based Prefiltering

Similar to HMM states, morphemes can be clustered using decision trees depending on

their contexts. One can use the same syllable, word, and phrase level features given

in Section 4.1.1 during the decision tree building process. However, because there

are not too many morphemes in each morpheme class, the questions are restricted

to linguistically most relevant ones. The questions that are used here are shown in

Table 3.

In the decision tree approach, for each morpheme class, all instances of the

morpheme are pooled together at the root node. Then the root node is split us-

ing an entropy and minimum number of occurrence criteria. To calculate entropy,

distributions of each morpheme instance are needed. Two algorithms are investi-

gated to model the distributions of morphemes. In the first approach, the distribu-

tions of the pitch features for each state i, (µ
(j)
p,i ,Σ

(j)
p,i) of each morpheme instance j

can be be concatenated to obtain the super vectors µ
(j)
p = [µ

(j)
p,1µ

(j)
p,2 ... µ

(j)

p,N
(j)
s

] and

Σ
(j)
p = diag([Σ

(j)
p,1Σ

(j)
p,2 ... Σ

(j)

p,N
(j)
s

]) where the diag(.) operator creates a block diagonal

matrix with Σ
(j)
p,i at the diagonal position i. However, this approach does not work

well in practice because the distributions of states heavily favors smooth transitions

and cannot model rapid pitch variations well. Therefore, modeling such variations,

for example in stressed morphemes, with those distributions results in inaccurate

clustering.

For building a more accurate decision tree, the following distribution estimation

algorithm is proposed. Each morpheme is state-aligned with the HMM states. If

state i is aligned with Nf,i frames, the feature vector at frame ⌊Nf,i/2 + 1⌋ is used
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Table 3: Linguistic Questions Used in the Decision Tree based Clustering of Mor-
phemes

Sylable-Level Stress:
What is the stress level of the syllable

that contains the morpheme?
Word-Level Position in the word:

Is the morpheme at the end of the word?
Phrase-Level Position in the phrase:

Is the word containing the morpheme
at the end of the phrase?

to represent the mean vector for that state where ⌊.⌋ is the floor operator. Because

there are typically not enough samples to estimate the covariance within a state,

Σ
(j)
p is used as the covariance matrix. This approach picks the mean vectors from

the natural morphemes. Therefore, smoothing problem is completely eliminated and

comparison with real vectors become possible as opposed to synthetic mean vectors

used in the first approach. The second approach to probability distribution is used

in the proposed system.

4.3.2 Maximum-likelihood based Morpheme Selection (MLMS)

When synthesizing an utterance u, the set of morphemes {m(k)} in the utterance

are determined using a morphological analyzer where k = 1, 2, ..., K, and K is the

total number of morphemes in the utterance. For the jth morpheme, the initial set

of available units in the database is denoted by {M j
1}. The initial set is generated

using the decision-tree based pre-filtering described in Section 4.3.1. The goal in

pre-filtering is to reduce the set of available units that best match the context of the

phoneme.

Candidates in the morpheme database are represented by two features, LSF and

pitch. Given a synthetic morpheme and a target cost, a candidate may be best fit for

one of its features while not optimal for other feature. Therefore, targets for LSF and

pitch parameters are selected independently. Moreover, the cost calculation for those
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features are also different. The proposed unit selection algorithm uses a maximum

likelihood (ML) criterion as the target cost. However, it is found in the experiments

that the ML criterion does not always return a proper morpheme that has a good

concatenation cost. To reduce the possibility of an artifact, for the pitch parameter,

two heuristics is used to filter out the set of available units in the database for a given

morpheme. The heuristics are described below.

During parameter generation, the pitch trajectory of the selected unit is time-

warped so that it can fit into the synthetic duration estimated with SSS. In the exper-

iments, expanding the pitch trajectory did not cause any audible artifacts. However,

compressing the pitch trajectory occasionally caused sudden pitch changes which are

perceived as artifacts by the listener. To avoid that problem, the units in {M j
1} that

are Rd percent longer than the synthetic duration of the morpheme M j are filtered

out. The reduced set of units after filtering is denoted by {M j
2}.

Finally, an weighted ML (w-ML) criterion is used to select the morpheme from

{M j
2}. In the proposed w-ML method, for each unit Mj,k from {M j

2}, the average

weighted log-likelihood is computed by

Lj,k =
1

Nj,k

S∑

s=1

ws
j,k

Ns∑

f=1

log

[
1

(2π)D/2

1

|Σs|1/2

]

−
1

2
(Xf

s − µs)
TΣ−1

s (Xf
s − µs) (22)

where Nj,k =
∑S

s=1w
s
j,kNs,

ws
j,k =





γs
j,k/fm if s ≤ 2 or s ≥ (S − 1)

1 otherwise
(23)

and

35



root1sil

m1
 (1)

m1
 (2)

m1
 (N1)

m2
 (1)

m2
 (2)

m2
 (N2)

mh
 (1)

mh
 (2)

mh
 (Nh)

root-r

mj
 (1)

mj
 (2)

mj
 (Nj)

mK
 (1)

mK
 (2)

mK
 (NK)

sil~~ ~~

Figure 4: An illustration of the search graph used in the Viterbi algorithm for se-
lecting the morphemes. Root words are synthesized with the SSS system so there is
only one alternate for the root words. Different number of natural units exist for the
morpheme units. More than one morpheme can follow a root word.

γs
j,k =





5 if Ns ≤ 5

Ns if Ns > 5
(24)

S is the total number of states, Ns is the total number of frames in state s, Σs is

the covariance matrix and µs is the mean vector in state s. Xf
s is the f th observation

of state s. Xf
s contains static, delta, and delta-delta features. The numbers 2 and

5 are found experimentally. The w-ML measure helps smooth out the concatenation

points by assigning higher weight in likelihood computation to states around those

points.

The heuristics used in calculating the cost function for pitch are not used for the

LSF features. Thus, the ML cost is the only criterion in selecting the appropriate

morphemes for LSFs. Since pitch and LSF features are selected from different can-

didates, duration of them are different. They time-warped to match the synthetic

duration. Warping of the features with huge duration differences may distort the sig-

nal. This is avoided by filtering due to duration difference in the pre-filtering method

described above.
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4.3.3 Morpheme Selection Using the Viterbi Algorithm (MSVA)

In conducted experiments with the MLMS approach, two important phenomenons are

observed: the ML approach tends to pick morphemes that change smoothly especially

for the LSF features. The over smooth feature trajectory problem that is a result

of the ML-based parameter generation algorithm becomes an issue when picking the

morphemes using the ML approach. In the listening tests, it is observed that, almost

all of the gain was related to capturing the sudden variations in the pitch contour

with the stressed morphemes which could sometimes be modelled accurately despite

the smoothing effect of the ML approach. Details of the experiments with the MLMS

approach are given in Section 5.1.2.

Because the ML-based target cost favors smooth trajectories, and pitch variations

make the most impact in listener preference, a second algorithm is proposed here

that is focused only on concatenation costs of pitch trajectories without restricting

the shape of the pitch contours other than the pre-filtering method described above.

One can use the concatenation cost for the LSF features and pick different morphemes

for the LSF features as is done in the MLMS algorithm. However, it is found that

using the LSF contours from the same segments where the pitch contours are selected

provides good performance and reduces the computational effort. Thus, pitch and

LSF contours are obtained from the same morpheme in the MSVA approach.

In the first step of the MSVA algorithm, synthetic pitch contour is generated for a

given utterance. Because pitch is defined only for voiced speech, linear interpolation

is used between the voiced segments to obtain a continuous pitch contour. There is

only one candidate for the root word position. However, for each morpheme position

in the utterance, there are many alternative morphemes as shown in Fig. 4 where the

search space is organized as a graph and each node represents either a morpheme or a

root word. The best path with the lowest total concatenation cost through the graph

is selected with the Viterbi algorithm. Concatenation cost between ith candidate of
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morpheme k, m
(i)
k , and jth candidate of next morpheme, m

(j)
k+1, is defined as weighted

Euclidean distance

dcon(m
(i)
k , m

(j)
k+1) =

F∑

f=0

w(f)|P
(i)
k (Nf

i − f)− P
(j)
k+1(1 + f)| (25)

w(f) is the weight of the frame at a distance f to the boundary. P
(i)
k (f) represents

the f th frame of m
(i)
k and N

(i)
k is the number of frames of m

(i)
k , Concatenation cost of

morphemes and root words are computed similarly.

Using the distance metric above and the Viterbi decision rule, the selected mor-

phemes M for a given utterance is

M = argmin
M

J−1∑

j=1

dcon(sj, sj+1) (26)

where J is the total number of segments (morphemes and root words) in the utterance

and sj denotes the j
th segment. If the last morpheme occurs at the end of the sentence

the concatenation cost with the following silence segment is not taken into account

because last morphemes are selected from the available morphemes at the end of

sentences as discussed in the pre-filtering section above.

During parameter generation, LSF and pitch features are time-warped to fit into

the synthetic durations in the MLMS approach because they are selected from differ-

ent morphemes. In the MSVA approach, pitch and LSF features are obtained from

the same morpheme and time-warping is not needed which was found to be beneficial

in the listening tests. However, some care is required in morpheme selection because

gross mismatch in duration can hurt the naturalness of speech. Here, it is required

that the selected morphemes to be at least as long as the synthetic ones and not longer

than ζd times the synthetic morpheme durations where ζd is set experimentally.

There are two commonly used techniques to calculate the target costs. In one

approach, the HMM parameters can be used to calculate the likelihood of a feature

segment as done in the MLMS approach. The other approach is to use the distance
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Figure 5: Parameter trajectories for a spectral feature using the baseline SSS system
and hybrid system compared with the recorded speech. Hybrid system follows the
natural trajectory during the morphemes and synchronizes back with the synthetic
trajectory when a morpheme is not available.

between the features of the natural morpheme units with the parameters generated

with the HMM. Both of those approaches are biased in favor of smooth trajecto-

ries. Here, the target cost is not directly included in the Viterbi search to avoid the

smoothing effect. However, decision-tree based pre-filtering, described below, is used

to reduce the set of possible morphemes at each position to potential candidates that

are most appropriate for the context.

4.4 Hybrid Parameter Generation

4.4.1 Segment Based Constrained Parameter Generation (SBCPG)

In sec. 2.3, parameter generation problem is solved under dynamic constraints. A

similar approach can be used to formulate parameter generation problem in a segment

based hybrid system. In a segment based hybrid system, in proposed system segments

are morphemes, natural speech segments are scattered throughout utterances while
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synthetic speech is used for the rest. In such system, kth segment of features c(km,kn)

from frame km to frame kn can be constrained to be equal to natural speech segments

cnat,k during the parameter generation process. If there are a total ofK such segments

scattered across an utterance, hybrid parameter generation can be formulated as the

constrained optimization problem

ĉh = argmax
c

p(Wc|Q̂, λ). (27)

such that

Aĉh = cnat (28)

where c = [c(1m,1n); c(2m,2n); ... ; c(Km,Kn)], cnat = [c(nat1); c(nat2); ... ; cnatK ], and

A is a design matrix. Each row k of A, ak, corresponds to kth natural speech segment.

To perfectly generate the K natural segments, ak = [01.(km−1) 11.(kn−km+1) 01.(N.25−kn)].

Using the Lagrange multiplier γ, the parameter generation problem becomes

ĉh = argmax
c

p(Wc|Q̂, λ)− γ(Ac− cnat). (29)

Solution to Eq. 29 is [54]

ĉh = ĉ+ (W TU−1W )−1ATγ (30)

where

γ = (A(W TU−1W )−1AT )−1cnat

−(A(W TU−1W )−1AT )−1A

(W TU−1W )−1W TU−1M (31)

An example trajectory created with SBCPG is given in fig. 5. It can be seen

that transition between natural and synthetic segments can be unnatural because of
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the strict constraints in the natural segments. In [54], they proposed and iterative

algorithm to handle the transition boundary problem. However, in proposed system

more intuitive approach is adopted to handle the problem which is described in sec

4.4.3.

4.4.2 Proposed Hybrid Parameter Generation

In the MSVA method, morpheme selection is based on the concatenation cost of the

pitch contours while both LSF and pitch contours are used during the hybrid param-

eter generation phase. In the MLMS method, pitch and LSF contours are selected

independently using the ML approach. After morphemes are selected, the next phase

is to generate LSF and pitch parameters using the selected the morphemes. The

algorithm described in Section 4.4.1 is used to generate the pitch contours. However,

more care had to be taken with the LSF parameters to avoid discontinuities.

Although the Viterbi-based approach takes into account the concatenation cost

for the pitch contours, that is not the case for the LSF features. Therefore, LSF

discontinuities can occur for the with the MSVA approach. Similar problems have

been observed with the MLMS approach since it does not take the concatenation

cost into account. The proposed approach to solving this problem is to relax the

constraints at the Bs number of initial frames and Bs number of final frames in

the morpheme. The constraints are relaxed for those transition frames as follows.

Morphemes are first state aligned and the mean vectors of the emission pdf’s of the

transition states (the ones that contain the transition frames) are then replaced with

the LSF vector in the middle of the state in the state-aligned original morpheme.

This approach encourages the system to pass through the original LSF vector in the

middle of the transition states. However, it also lets the parameter generation process

to smooth out the trajectory and not necessarily force the parameters to the original

LSF vectors at the transition segments.
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In some cases, even after smoothing, significant discontinuities still remain at

the morphemes. In those cases, synthetic LSF parameters are used instead of the

natural parameters. Detection of discontinuity was done using the L2 norm of the

difference of the LSF vectors at the morpheme boundaries. For each morpheme in

the training database, L2 norm of the difference vectors at the morpheme boundaries

are measured for all instances. Then, distribution of the L2 norms is modelled with

a Gaussian function. The maximum allowable L2 norm at the transition to/from for

a morpheme m

L2mmin = µL2,m + 3σL2,m (32)

where µL2,m is the mean and σL2,m is the standard deviation of the distribution.

Different thresholds are used for the initial and final transition frames. Morphemes

are required to satisfy the condition above for both cases.

Between any two root words, more than one morpheme can, and typically do,

exist. Therefore, decision for a current morpheme should be considered in context of

other decisions. Here, a brute force approach is taken and for all possible combinations

of synthetic and natural segments between any two words, on the combination that

has the maximum number of natural segments while satisfying the constraint above

is decided. Because decisions are fixed for the root words, only local decisions are

required which makes this approach feasible.

Energy of the morphemes typically do not match with the energy contours of the

synthesized morphemes. To solve the issue, first the energy feature is multiplied with

a scaling factor such that the average energy of the selected morpheme is equal to the

average energy of the synthetic morpheme. Natural speech units tend to vary more

than the synthetic ones. Therefore, even when the average energies are equal, selected

morpheme sounds louder because the segments where the speech energy peaks cannot

be suppressed sufficiently. Therefore, a second scaling factor is used so that the ratio

of peak energies
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PEsyn

PEhyb

≥ PEmax. (33)

4.4.3 Parameter Generation by Statistical Model Modification

Examining MLPG and SBCPG parameter generation formulas and the trajectories

generated with them, following observations are made.

• When there are no natural segments constraints in SBCPG, it yields the same

result with MLPG.

• They reflect the dynamic, speed and acceleration, constraints in the generated

trajectories.

• Distribution statistics can be explicitly modified per frame via the mean and

inverse variance matrices.

• They exhibit the variance characteristic of the distribution. Such as, when

variance of a distribution in a synthetic frame is explicitly set to a value which

is almost zero, ǫ, trajectories are enforced to pass from almost mean of that

distribution. Relaxing this variance constraints, gives a change to deviate from

the mean.

Using these facts, boundary problem is overcome by relaxing the variance of the

boundary frames. Hence, system is able to create smooth transitions. Also in MLMS

approach, during the parameter generation of LSF features, mean of middle frame of

each state is replaced. Mean of each middle frame is replaced with the frame with

highest likelihood value among the corresponding state frames of selected morpheme.

To ensure that the generated trajectory passes as close as possible to the imposed

frame, variance of the replaced frames are set to ǫ. Since, only the middle frames

of each state are constrained, algorithm generates a smooth trajectory while passing

very close to mean at constrained frames.
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Table 4: Morpheme Counts in the unit selection database.
Total number of morphemes 1,346
Total number of morphemes

that have at least two phonemes 1,324
Total number of morphemes

that have at least ν = 15 instances 181
and have more than one phoneme
Total number of stored LSF vectors 540,493

4.4.4 Global Variance Adjustment

To reduce the smoothness of the SSS-based feature trajectories and increase the vari-

ance of the features, a global variance (GV) adjustment algorithm was proposed [55].

The objective function in Eq. 29 is modified with

ĉ = argmax
c

log{p(Wc|Q̂, λ)wp(v(c)|λv)} (34)

where v(c) is the variance of the features c throughout the utterance and w ad-

justs the weights between classical parameter generation and variance adjustment. In

implementation, features are generated with the classical approach first and then an

iterative algorithm is used to modify the features to increase the variance according

to Eq. 34.

After morphemes are selected and the hybrid parameter trajectories are generated

by described algorithms, global variance algorithm is used in the proposed system.

However, the natural pitch trajectories and the LSF features in the morphemes are

not modified during the GV iterations.
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CHAPTER V

EXPERIMENTS

5.1 Tests

All systems in the experiments were trained with 30 dimensional vectors consisting of

24 LSFs, 1 log F0 coefficient and 5 voicing strength parameters. Voicing strengths are

computed using normalized auto-correlation measure for five evenly spaced spectral

bands between 0 and 8 kHz. Recordings were done at 44.1 kHz sampling rate. Speech

signal is amplitude-normalized and down sampled to 16 kHz before training. Forced

alignment is used to asses the phoneme boundaries. The HTS 2.1 toolkit is used in

training and synthesis 1. Global variance and mixed-excitation are used in addition

to post-filtering to improve the speech quality.

2300 utterances were recorded by a female speaker. Total duration of the recorded

speech is approximately 190 minutes. The speaker is a professional actress speaking

with Istanbul accent. Recording is done in a professional studio environment with an

high-quality microphone.

Morpheme database is created using the same training data. A morpheme class is

required to have at least ν number of instances in the database where ν is experimen-

tally set to 15. Moreover, morphemes are required to have more than one phoneme.

It is found that short morphemes that contain only one phoneme can potentially

create discontinuous contours. Thus, those short morphemes are eliminated from the

database. Total number of morphemes that were available in the training data is

shown in Table 4. The database size roughly 50MB without any compression. The

size can be reduced substantially using parametric speech compression techniques.

1http://hts.sp.nitech.ac.jp/
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Table 5: Parameters of the MLMS and MSVA algorithms
Rd (MLMS) 30
F (MSVA) 2
w (MSVA) [1 0.5 0.3]

PEmax (MSVA) 0.8
Bs (MSVA) 7
ζd (MSVA) 1.5

Table 6: MOS Test Results of the baseline system
Mean MOS Score 3.27
Median MOS Score 3

Variance of the MOS Score 1.02

However, such compression techniques are not investigated here since it is out of the

scope of this work. Parameters of the MLMS and MSVA algorithms are given in

Table 5.

Experiments are performed in three phases. In the first phase, performance of the

baseline system is assessed. In the second phase, the MLMS approach is tested and

compared with the baseline system. In the third phase, MSVA approach is tested

and compared with the baseline system. The effects of hybrid pitch and LSF features

are analyzed separately in the third phase of testing.

5.1.1 Baseline System Performance

After the baseline system is built, several issues have been noted. The first issue is

the discontinuities during vowel transitions in diphthongs and glide-vowel transitions.

The second issue is the annoying clicking sounds that randomly pop up in the middle

of some of the samples. It is observed that errors in the alignment process is mostly

responsible for those issues. For example, the /m/ sound occurs very frequently at

the end of Turkish sentences and some of the issues with the /m/ sounds were found

to occur because silence is erroneously labeled as part of the some of the /m/ sounds

at the end of sentences by the aligner. Those issues are fixed by manually correcting

the segmentation of problematic sounds in the training data.
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Figure 6: AB preference test results for the hybrid MLMS algorithm and the baseline
systems.

Mean Opinion Score (MOS) test is used to test the quality of the baseline system.

8 male and 8 female listeners took the listening tests. All of the listeners were native

speakers of Turkish. In the MOS test, subjects were presented 2 sample voices for each

MOS score case for calibration purposes. Listeners were then presented an utterance

and asked to give it a score which represents how natural the sentence sounded. 12

test sentences were selected from news domain and 18 sentences were selected from

novel domain. Results are shown in Table 6. The MOS performance of the baseline

Turkish system is similar to the scores obtained for English [56].

5.1.2 Performance of the MLMS Algorithm

In order to assess the quality improvement with the hybrid MLMS approach, AB

preference test is performed. There was no significant listener preference for the

MLMS approach compared to the baseline case. Analyzing the results, the underlying

reason was found to be the smooth trajectories that were selected with the maximum

likelihood approach as discussed in Section 4.3.2. To alleviate the effect, another

voice is created from a different female speaker with more variation in speech. The

idea is to train HMM models using a a more dramatic/poetic speech database that

puts higher weight on pitch and LSF variations in parameter generation. All system

parameters are same in this test with the baseline system. 70 minutes of training

data is used with the new speaker.
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Using the new voice with the MLMS algorithm, AB test results are shown in Fig. 6

with confidence intervals. Results are found to be significant according to Pearson’s

chi-squared test. Thus, there is a preference for the hybrid system over the baseline

system. However, the difference is small.

In Turkish, question sentences typically have special morphemes, such as /mi/,

/midir/, at the end of the verbs. In some significant number of cases with the baseline

system, it is noticed that over-smoothed question tags which significantly hurt the

listener preference. Most of those issues are resolved with the hybrid system since

stress patterns of the question sentences are captured better by the hybrid system.

An example case is shown in Fig. 7 where the hybrid system better modeled the pitch

rise at the end of a question utterance.

Another interesting syntactic morpheme in Turkish is /de/, /da/ which means

”also” in English. They are written as if they are independent words while they are

treated as a morpheme of the word that they come after in this work. Those tags

are very commonly used in Turkish and using correct prosody for them is important

to convey the correct semantic message. The hybrid system generated more natural

prosody for those morphemes since their intonation patterns are selected from the

natural units in the morpheme database.

The hybrid system improved the intonation contours which, analyzing the listener

feedback, made the most difference in the improved perceptual quality. Another

example to pitch contour improvement with the hybrid system is shown in Fig. 8.

In synthesis, severe and frequent discontinuities were observed for the LSF fea-

tures since the concatenation cost was not taken into account. To minimize the

discontinuities, the smoothing idea described in Section 4.3.3 was used for all frames.

However, in this case, clarity in the LSF features was lost significantly and listeners

could not hear the difference between the hybrid LSF features and the baseline LSF

features. Therefore, significant improvement was not obtained for the LSF features
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Table 7: Variance of the logarithm of pitch for the baseline and hybrid systems.
Baseline System (MSVA) 0.035
Hybrid System (MSVA) 0.042
Baseline System (MLMS) 0.038
Hybrid System (MLMS) 0.039
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Figure 7: Comparison of pitch trajectories for the baseline and hybrid systems.
Borders of the five morphemes occurring in the utterances are shown. The final
morpheme /mi/ indicates a question. Sudden pitch rise that is expected at the end
of the question utterance is better modelled with the MLMS-based hybrid system.

in the MLMS approach.

5.1.3 Performance of the MSVA Algorithm

Similar to the MLMS algorithm, AB preference tests are performed to assess the

performance of the MSVA algorithm. Tests are conducted in two phases. In the first

phase, hybrid pitch features are used with the baseline LSF features. In the second

phase, both pitch and LSF features are generated with the hybrid algorithm to assess

the additional improvement with the LSF features. 30 sentences are used and 10

listeners took the tests.
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Figure 8: Comparison of pitch contours for the baseline and hybrid MLMS systems.
Borders of the five morphemes occurring in the utterances are shown. Sudden pitch
variation on the morpheme is modeled better with the MLMS-based hybrid system.
Synthetic speech with the hybrid pitch contour was perceived as more natural by the
listeners.
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Figure 9: AB preference test results for the hybrid MSVA algorithm where only the
pitch feature is synthesized with the hybrid method and LSF parameters are same in
the baseline and hybrid systems.
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Figure 10: AB preference test results for the hybrid MSVA algorithm and the baseline
systems when both LSF and pitch are generated with the hybrid method.
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Figure 11: Comparison of variances for the LSF parameters generated with the
hybrid MSVA method and baseline systems. Variance is higher for the hybrid method
for all 24 LSF parameters.

Results of the AB test with hybrid pitch features are shown in Fig. 9. The hy-

brid system significantly outperformed the baseline SSS system in these tests. It was

found that improvement in the musicality of speech that are related to the variance

of the pitch contours throughout utterances were clearly noticed by the listeners.

Fig. 12 shows how the pitch contour changes for an utterance with the hybrid ap-

proach compared to the baseline approach during the morpheme segments. Rise in

pitch in stressed morphemes are seen in Fig. 12 especially for the /ler/ and /dan/

morphemes. Note that time-warping is required when only the pitch feature is gen-

erated with the hybrid method since the LSF features are still obtained from the

baseline system. However, the MSVA algorithm has constraints on the duration of

the selected morphemes, as described in Section 4.3.3, which reduces the artifacts due

to time-warping.

To assess the overall improvement in pitch variability, variance of the lf0 feature is

computed for the 30 test utterances. Average of the variances is then computed and

compared with the baseline system. Results are shown in Table 7. The perceptual
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Figure 12: Comparison of pitch contours for the hybrid MSVA method and baseline
systems. Morphemes and their boundaries are indicated in the figure.

improvement in pitch variability is confirmed objectively in Table 7. Such improve-

ment in variability was not observed for the MLMS case primarily because of the

smoothing effect of the likelihood based selection algorithm.

The samples where the listeners preferred the baseline system compared to the

hybrid system are analyzed. Almost all of those samples corresponded to cases where

the pitch contour from the selected morpheme is stressed and longer than the synthetic

morpheme duration. In that case, pitch contour is time-warped before parameter

generation which caused glitches in some cases. This problem has been resolved when

both LSF and pitch contours are used from the natural morpheme since time-warping

is not done in that case as discussed in Section 4.3.3.

Results of AB tests for comparing the MSVA-based hybrid pitch contours and
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Figure 13: Comparison of spectrograms for the hybrid MSVA method and baseline
systems. Morphemes and their boundaries are indicated in the figure.

MSVA-based hybrid pitch and LSF contours are shown in Fig. 10. Using hybrid LSF

contours helps for improving the quality. However, discontinuities in speech, when

it occurs, hurts the listeners’ preference. Some algorithms are proposed to reduce

the discontinuities and severe cases of discontinuities do not occur. However, while

some of the listeners perceived those as natural speech variability and preferred it,

some others perceived them as artifacts. That increased the confidence intervals in

the preference tests as can be in Fig. 10. The pitch glitches that were observed in

the pitch-only case above was not observed in the hybrid pitch and LSF case which

also increased the speaker preference for the hybrid pitch and LSF case. On average

eight speakers had higher preference for the hybrid LSF and pitch system and two

speakers had preference for the pitch-only system.

Similar to the pitch feature, variance of the LSF features increased with the hybrid
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approach. Variance of the LSF features are compared with the baseline system in

Fig. 11. Not only the LSF variance but also a related parameter, formant variance,

improves with the hybrid approach as expected. An example is shown in Fig. 13

where the spectrograms of the baseline system and hybrid system are compared. Im-

provement in the formant trajectories can be observed in the morpheme /ler/ for

example. Not only the formant trajectories but also the formant bandwidths are

improved during natural morphemes even though smoothing was applied at the mor-

pheme boundaries. Those improvements were typically frequent enough throughout

utterances and most listeners did not complain about fluctuations in speech quality

but perceived them as natural variations in speech.
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CHAPTER VI

CONCLUSION

A hybrid statistical/unit selection speech synthesis system which can be used to sig-

nificantly improve the quality of the HTTS systems for morphologically rich languages

is proposed. As opposed to common hybrid techniques, the proposed technique does

not significantly hurt the small memory footprint advantage of the HTTS systems

which makes it attractive for embedded applications. The proposed idea is tested

with Turkish which is a morphologically rich language.

Morphemes are the fundamental units of the UTTS system in the hybrid approach.

Two morpheme selection algorithms are proposed. The MLMS approach is based on

maximum-likelihood based target cost calculation. Experiments showed that MLMS

generates overly smooth trajectories in many cases. Learning from the experience

with the MLMS approach, another morpheme selection technique, MSVA algorithm,

is proposed which is based on Viterbi-based concatenation of the pitch contours.

The MSVA algorithm not only modelled the pitch variations better than the MLMS

algorithm, but also the LSF trajectories of the morphemes selected with the MSVA

approach fit better in the morpheme contexts and required less smoothing which

helped improve the quality. The improvements in pitch and LSF contours are verified

by subjective listening tests and objective measurement of the parameter variances.
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APPENDIX A

SCRIPTS OF MORPHEME BASED HYBRID SYSTEM

• OZULibrary

– OZU CreateNLPFiles.py : Program creates nlp files for each sentence

using XFST morphological analyzer. Nlp files are morpheme based repre-

sentations of the sentences.

– OZU CreateMorphFolder.py : Program creates morph files for each

sentence using nlp files, HTS state level alignments. Morph file is a mor-

pheme based label file of a sentence including state level alignment and

context informations.

– OZU CreateMorphDatabase.m : Program creates morpheme database

from the extracted morph files of each train sentence.

– OZU SolveMorphViterbi.m : Program first calculates the costs of the

each viterbi for each morph file of the test sentence. If flag is set, then it

solves the viterbi. It gives the ID of the selected morphemes in a text file

for each sentence.

– OZU HybridParamGenerate Viterbi.m : Program generates the hy-

brid speech parameters for each sentence using its viterbi solution.

– OZU ParamGen Vocode.py : This is the wrapper program to extract

speech parameters from HTS model and also vocode speech from given

parameters using modified HTS engine. Hybrid speech is generated using

this wrapper.
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After one year, he started to work in a project at Özyeğin University and he left
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