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ABSTRACT

The rapid growth in data capture and computational power has led to an increasing

focus on data-driven research. So far, most of the research is focused on predictive

modeling using statistical optimization where it is aimed to minimize the number (or,

the weighted number) of incorrectly classified records, while profit maximization has

been given less priority. It is exactly the central issue that is addressed in this study

by taking a profit-driven approach to develop a well-known non-linear classification

technique (Artificial Neural Network) which maximizes the total profit earned by

model implementation. Therefore, the focus is shifted from a statistical optimization

to profit maximization.

Classification which is one of the most common prediction problems, have tradition-

ally been tackled by the data mining (DM) algorithms. The objective taken in these

algorithms is a statistical one where it is aimed to minimize the number (or, the

weighted number) of incorrectly classified records. In traditional cost-sensitive classi-

fication, the error of mislabeling a minor class record (False Negative) could be larger

than the error of mislabeling a major class record (False Positive). This approach

is useful especially where there is a high imbalance between the classes. However,

this does not cope for the situations where the costs of mislabeling the instances or

the profits gained from correctly labeled instances are variable (i.e., changing from

instance to instance).

The central objective here is to maximize the total net profit gained from applying

the classification models using individual (case-based) profits and costs of each of the

instances. This approach has been used in four application areas: Credit Card Fraud

detection, Churn Prediction, Direct Marketing and Credit Scoring.
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ÖZETÇE

Son yılllarda veri miktarlarında ve bilgisayarlı hesaplama güçlerinde yaşanan artışlar

veri analizlerinin önemini artırmıştır. Şimdiye kadar daha çok betimsel analizler

yapılmış, tahmine dönük analizler biraz daha az gündem bulmuştur. Bu çalışma

daha eksik olan kısımda yani tahmin modellemesi cephesinde yer almaktadır.

Tahmin etme problemlerinin en tipik olanı sınıflandırma problemleri şimdiye kadar

çoğunlukla veri madenciliği (VM) teknikleriyle çözülmeye çalışılmıştır. Bu algorit-

malarda ele alınan amaç fonksiyonu genellikle istatistiki bir ölçünün eniyilenmesidir

(doğru etiketlenen kayıtların sayısının veya ağırlıklı toplam sayısının yüksek olması

gibi).

Bu algoritmalarda ele alınan amaç fonksiyonu istatistiksel olduğuna göre yanlış sınıflandırılmış

örneklerin sayısını azaltmaktır. Eski maliyete duyarlı sınıflandırma algoritmalarında

yanlış negatif (YN) hata bedeli yanlış pozitif (YP) hatasından fazla olabilir. Bu

yaklaşım özellikle çok dengesiz veri kümlerinde faydalıdır. Halbuki, bu yaklaşım

örneklerin yanlış sınıflandırılması maliyeti ya doğru sınıflandırılması karı değişken

olduğu durumlarda kullanılamaz hale gelmektedir.

Bu çalışmada, esas amaç fonksiyonu sınıflandırma yapay sınır ağları kullanarak ve

örneklerin değişken kar ve maliyetlerini göz önüne alarak toplam net kari maksimize

etmektir. Bu yaklaşım dört farklı uygulama alanında kullanılmıştır: Kredi kart

sahtekarlık tespiti, terk analizi, doğrudan pazarlama, ve kredi skorlama.
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CHAPTER I

INTRODUCTION

Statistical learning refers to understanding data by statistical and computer analy-

sis and its results are detected patterns and knowledge in the data which can not

be acquired by traditional statistical analysis. Statistical and particularly, machine

learning boils down to two major learning types, supervised and unsupervised. Super-

vised learning deals with constructing a model to estimate a output using one or more

inputs and their corresponding supervising target amounts. Unsupervised learning

refers to learning structure and relationship from data without any supervising tar-

get value [1]. Classification problems which are one of the most common prediction

problems in supervised learning, have traditionally been tackled by the data mining

(DM) algorithms. The objective taken in these algorithms is a statistical one where

it is aimed to minimize the number (or, the weighted number) of incorrectly classi-

fied records. For binary classification the two classes are named as positive (P ) and

negative (N). If a P record is correctly classified as P , it is a true positive (TP )

and if an N record is correctly classified as N , it is a true negative (TN). The other

two decisions are wrong decisions (false positive: FP and false negative: FN). In

traditional settings of DM, the costs of both types of errors are taken as the same.

However, by the advent of cost-sensitive learning, the cost of one type of error can be

taken as a constant multiple of the other type of error. This was a big contribution for

classification problems which made it one of the challenging problems in data mining

research [2] because especially where there is a high imbalance between the classes,

the error of mislabeling a minor class record (FN) could be larger than the error of

mislabeling a major class record (FP ). However, this does not cope for the situations
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where the costs of mislabeling the instances or the profits of correct labeling of them

are variable (i.e., changing from one instance to another). In this research we have

taken the individual costs and profits into account in both model building step and

performance measurements.

In real-life we can find many problem domains where a profit-driven approach can

be taken in the classification task. We have focused on four example domains while

testing our theoretical developments: credit card fraud detection, customer churn

prediction, direct marketing response models and credit scoring. Consider a credit

card fraud detection problem where when classifying the incoming credit card trans-

actions as fraudulent or legitimate, the cost of a FN (missing to label a fraudulent

transaction as fraudulent) is much larger than the cost of a FP (false alert), which

is often variable. This is because when fraudsters obtain a card (or its information)

they typically use it until its remaining usable limit (which is varying from card to

card) is depleted. Next, assume a company knows the CLV (customer lifetime value)

of its customers which measures the present worth of all future profits expected from

each customer. If the company is now developing a churn prediction model, then the

reward of correctly labeling the actual churners will be different for each customer

and it will be equal to their CLV values. In marketing models if a correct customer is

targeted, depending on the profile of the customer, a variable incremental profit can

be made. In credit risk modeling, the cost of mislabeling an indeed-good customer

will be equal to the lost profits of the rejected credit. Therefore, the total net profit

of each model depends on the individual costs and profits of each instance.

In the literature, numerous metrics have been proposed for measuring and compar-

ing the performances of alternative classifiers. However, these performance measures

are typically based on a statistical criterion without explicitly taking the costs and
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benefits into account. Hence, these often used performance metrics are not aligned

with profit maximization, the main goal in a business context. On the other hand,

a company needs to bare some costs if it wants to obtain some benefits using such

classification models (e.g., to change the mind of a potential churner an incentive

should be given). Whether the benefit will be obtained or not depends on the size

of the incentive and other parameters which will be discussed in the next sections.

Thus, there are some dependencies between the cost-benefit parameters and it is not

easy to calculate the overall net profit. Such dependencies have not been studied in

the literature before.

Although there has been some attention for cost-sensitive learning in literature,

the profit-driven classification is at its infancy yet. It is exactly this gap we tried to

fill with this research.

The most popular application of the supervised learning in business is classifica-

tion of the data. In classification problems, the goal is to take an input vector X

and assign it to one of the K disjoint classes Ck where k = 1, 2, ..., K. If there are

just two classes for the data, the problem is called ”binary classification”. The input

space is divided into decision regions whose boundaries are called decision boundary.

If a decision boundary is a linear function of input vector x, the classification is lin-

ear classification and the data sets which can be separated by these classifiers are

called ”linearly separable” data sets. Fisher’s discriminant, logistic regression and

linear perceptron are examples from linear classification models [3]. Rule based clas-

sifiers such as Näıve Bayes and tree-based methods and some complex models such as

support vector machines and artificial neural network are examples from non-linear

classifiers which generate non-linear functions from input vectors and consequently

non-linear boundaries for discriminating the data to different classes. Frequently used
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traditional statistical techniques in business-oriented classification problems are lo-

gistic regression, linear and quadratic discriminant analysis models. However, their

pre-determined functional form and restrictive model assumptions limit their useful-

ness [3, 4].

Among nonlinear classification models, artificial neural network (ANN) has attracted

a huge attention of data scientists because of its unique features which are briefly

explained here. First, in contrast to traditional model-based algorithms, ANNs learn

from examples and they are self-adapting models which capture subtle functional re-

lationships among the data even if the underlying relationships are unknown or hard

to describe. They have acceptable performance even if the sample data contains noisy

information and they are universal functional approximators [6, 7, 8]. This means

that they can approximate any non-linear function with arbitrary accuracy and this

is a great advantage to ANNs as there are huge number of non-linear functions in

real-word problems and ANNs are able to approximate them well.

Second, in most of the real-world problems it is difficult to determine whether the

problem under study is linear or non-linear and ANNs can be good choices when

there is a need to difficultly specified knowledge about the solutions but a sufficient

data is available to learn from. Accordingly this non-parametric non-linear statisti-

cal method is suitable for the cases where it is difficult to gain knowledge about the

underlying laws of the corresponding system but easy to collect sufficient experiences

as data sets.

Finally, ANNs can generalize the learned relationship from the data and use it to

correctly interpret about the unseen part of the data. This is a key attribute for a

prediction model which will work on the new and regularly updating data and ANNs

need not regular manipulation to cope with new data. These advantages have made

the ANNs as promising models for approximation, regression and classification prob-

lems and it is proved that they have acceptable performance in broad applications in
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business, medicine, speech recognition and so on [9, 10, 11].

Plenty of applications have been proposed for neural network classifier such as bankruptcy

prediction [12, 13, 14], credit card fraud detection [15, 16, 17], churn prediction [19],

credit scoring [18, 20] and direct marketing [22, 62]. In most of these research the

concentration is on the maximum accuracy of the classifier model to maximize the

number of correct classifications, however, in this research, the focus has been shifted

from statistical accuracy maximization to net profit maximization. Although accu-

racy maximization or equivalently prediction error minimization result in a model

which indirectly maximizes the total profit of the financial institutions, taking the

net profit of the model implementation into account may result in a model which is

more robust in terms of net profit, the primary objective of management. We propose

two kinds of neural network classifier which work based on profit maximization. In

one of the approaches we modify the Sum of Squared Errors (SSE) and make it more

sensitive to individual profit and cost of each instance and in the second approach,

we use the total net profit as the objective of the model to be maximized using

well-known metaheuristic algorithms; Particla Swarm Optimization (PSO), Genetic

Algorithm (GA), Artificial Bee Colony (ABC) and Migrating Birds Optimization

(MBO). Moreover, the metaheuristic algorithms are proved to reach better solutions

than gradient-descent based algorithms which can not skip local optimums and find

the global optimum point. We apply these models on four application areas, credit

card fraud detection, churn prediction, direct marketing and credit scoring.

Another contribution of this research is to investigate the expected profit of churn

prediction where calculating the profit is more complex than credit scoring and credit

card fraud detection. This is because of the effect of customers and their decision on

the total net profit of the model. In this application of data mining, we consider the

probabilistic reaction of the customers and their corresponding profits and find the

total expected profit of the model implementation.
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We have applied our new models in all of the aforementioned application areas of

classification and compare them with related works to show the contributions of the

new models considering total net profit which is the primary objective in this study.

We first introduce the ANN model and the studied application areas in chapter 1 and

provide the related literature in chapter 2. After that, we discuss proposed models

and performance metrics in chapter 3. Then, we compare the results in chapter 4 and

finally reach the conclusion and future works in chapter 5.
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CHAPTER II

RELATED WORK

In this chapter we provide the related works in class-imbalance problem and cost-

sensitive ANN, and literature about four application areas where the cost-sensitive

classifiers have been used.

Classification algorithms perform the classification assuming that there is a balance

between each of the classes in the training set without any assumption about skewed

data which is a common problem in real-world classification data sets. This problem

arises when there is a significantly large difference between the number of classes

in the training set [23, 24]. This problem can occur in both binary and multi-class

classification problems [25, 26]. However, we just focus on imbalance problem in the

binary classification case where one of the classes is in majority with huge number of

instances and one of them is minority class with significantly low proportion of the

number of instances. In this case, regular statistical classifiers tend to memorize the

majority class and predict them with high accuracy (almost 100%) and mis-classify

most of the instances in the minority class (with accuracy 0 to 10%) [28]. This prob-

lem can cause a big cost for prediction models where the minority class is of more

importance than majority one like the diagnosis problem [29] where the class for can-

cerous is in minority and there are less instances from this class and a misclassification

of cancerous as non-cancerous would cost a huge amount for the prediction model.

Business problems deal with skewed data problem as well when there is a between-

class imbalance and the minority class is more important to be predicted correctly

than the majority class [30, 31]. As an example, in CC fraud detection, if a fraudulent

transaction of credit card is misclassified as legitimate, the result will be the loss of
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the usable limit of the card which is extremely more than the cost of misclassifying a

legitimate transaction as fraudulent one. However, in the training set of this problem

which is mostly skewed data, there is an out-presence of legitimate transactions and

under-presence of fraudulent ones and regular classifiers tend to memorize the legit-

imate ones and detect them correctly. To deal with this problem, a huge amount of

research have been done to make the classifiers more sensitive to minority class. In

the following, we review well-known cost-sensitive approaches which are applicable

on the neural network classifier.

Cost-sensitive learning has been widely used in neural networks classifier specially

the most practical version of ANN which is Multi-Layer Perceptron (MLP) model [5].

In the literature, four well-known approaches have been introduced to develop cost-

sensitive ANN [32]:

• Adapting estimated probabilities. The most straightforward approach is

to modify the outputs of the network which represent the probability of belong-

ing to a class. In this approach, all of the precesses and outputs of the network

remain same as original ANN but the probability estimation is more intensified

for the class with high cost of misclassification. If P (i) represent the probability

of belonging to class for an instance in the original ANN, the following P ′(i)

represents the modified output for this cost-sensitive approach:

P ′(i) =
CostV ector[i]P (i)∑
j CostV ector[j]P (j)

(1)

The advantage of this approach is that all of the outputs and network structure

are left same as original case but only the estimated probabilities are modi-

fies to be more strong for costly class and the backpropagation learning works

as original ANN. Same approach has been used in [33] with another type of

modification in the estimated probabilities. Gracia (2009) [34] reached a better
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performance by applying this approach to ensemble methods and using cross-

validation technique.

• Adapting the output of the network. In this approach, the output of the

network is corrected directly and instances belonging to costly classes are given

more attention in the backpropagation algorithm. The targeted outputs are

changed based on the following equation:

o′j =
CostV ector[j]oj
maxiCostV ector[i]

(2)

Where o′j is the changed output of an instance belonging to class j.

• Adapting the learning rate. Tan et. al [35] investigated that modification of

learning rate (η) has significant effect on weight adjustment. Also this approach

is closely following Breiman et. al [36] and intensifies the learning rate for

weights related to more costly instances (instances belonging to costly classes)

to make the error function more sensitive to the instances from a class with

high expected misclassification cost. In other words, this approach assigns high

weights for high-cost examples from a class. The modified variable learning rate

can be found from the following equation:

η(p) =
η.CostV ector[class(p)]

maxiCostV ector[i]
(3)

Experimental results on this approach have represented a significant improve-

ment of ANN over original ANN [32].

• Minimization of misclassification cost. Finally in this approach the predic-

tion error function is modified in a way that represents the cost of misclassifica-

tion for all of the instances belonging to each of the classes. The error function
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is corrected here by defining a cost factor for each of the classes following the

equation:

E =
∑

p∈Examples

1

2

∑
i∈Outputs

((yi − oi).K[class(p), i])2 (4)

The cost factor K is defined as such the backpropagation algorithm works in

its regular procedure.

K[i, j] =


CostV ector[i] i = j

Cost[i, j] i 6= j

K behaves as a constant in backpropagation algorithm and this approach has

been proved to be more consistent and result in a better performance in terms

of minimum cost [32].

Although these approaches have resulted in a better performance over the origi-

nal ANN, all of them are developed for the cases where there is a class imbalance

problem in the data set or a different cost of misclassification for different classes

of data. In our study, there is specific cost of misclassification for each of the

instances (not classes) and these approaches in their original developments can

not be used as they have assumed same cost of misclassification for all of the

members of each class. Moreover, in all of the cost-sensitive neural networks

developed up to now, the main objective is to minimize the total cost of misclas-

sification. However in our study, we perform classification on data which have

specific kind of profit for correct classifications and also cost of misclassification

for each instance. Accordingly, we introduce two kinds of neural networks in

this study which aim to maximize the total net profit earned by classification

model.

In all of the application areas considered in this study, there are few researches

which have dealt with cost-sensitive classification problem and there are very
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few work on profit-based classification. All of these researches are reviewed as

follows:

• Credit Card Fraud Detection. Oxford concise dictionary defines the word

”fraud” by introducing it as a ”wrongful or criminal deception intended to re-

sult in financial or personal gain”. In credit card world, there are two kinds of

frauds one takes place with new accounts and the other with existing accounts

via stolen or copied cards or some other ways. USA Federal Trade Commission

has published a report about different kinds of thrift in year 2014 which implies

that the second major fraud complained is credit card fraud (17%) which comes

after government documents benefit fraud (34%) [37]. Billions of dollars are

spent for credit card fraud in other countries as well. These imply the impor-

tance of decision support systems to identify the fraudulent transactions and

stop the usable limit of the cards from vanishing.

There are lots of studies in the field of statistical learning for CC fraud detection

which have used supervised learning systems such as decision tree techniques

(ID3, C4.5, and C&RT) and Logistic Regression or more complex models such

as neural networks and support vector machines [38, 39, 40, 41, 42, 43, 44, 45].

Most of these studies aim to maximize the number of correct classifications and

some of them have studied the effect of cost-sensitive classification on the per-

formance of the algorithms. However most of them have assumed class-based

costs for instances and also no profit for correct classification of instances to

find the total net profit which are investigated in this study.

From profit/cost-wise point of view, in most of initial studies in this field, there

was equal cost for each type of misclassifications. In later studies, researchers

used class-based costs to different types of misclassifications and the reason
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is that in CC fraud detection, misclassified fraudulent instances (false nega-

tive) charge significantly more cost than the mislabeled legitimate ones (false

alarms) [33, 46]. In real-world fraud detection problems there are individual

costs for misclassified instances, and also there is case-based profit for correctly

detected fraudulent transactions which in our study, is the usable limit of the

card of the corresponding transaction. This profit is different from one trans-

action to another and can be considered as the profit of classification. This

issue has been studied in some fraud detection problems [47, 48]. We have in-

troduced two kinds of neural network classifier for CC fraud detection which

perform their tasks based on individual net profit of each transaction where one

of them work based on backpropagation algorithm and the other performs the

classification using well-known metaheuristic algorithms to maximize the total

net profit earned by implementation of aforementioned decision support system.

• Churn Prediction. Churn occurs when a customer decides to stop consuming

the product or service offered by one company and use the same product from

another company usually because the newer one offers a better price or service.

Customer churn usually occurs gradually and if the company detects churner

customers, it can take appropriate actions to keep them and save their life time

value. Nowadays, in most of the companies particularly in service-based in-

dustries such as bank [49, 50] and telecommunication [51, 52, 18], there is a

large number of competitors with numerous services which makes the customer

retention a challenging issue.

Literature shows that retaining an existing customer is easier and more prof-

itable than finding new customers because finding new customer yields five to

six times more cost than staying in touch with existing one [53, 54]. Moreover,

by losing customers, the company begins to incur a cost associated with the
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decreased sales [55]. Accordingly, small effort in customer churn prediction and

then performing an effective action can lead to a huge profit for companies [56].

It is obvious that traditional models which aim to minimize the error func-

tion or maximize the accuracy of the model, result in a suboptimal solution in

terms of total net profit. A lot of researches have been done on imbalanced

data and cost-sensitive classifiers in churn prediction [31, 49] where the central

issue is the class-based cost of misclassification and the individual costs and

profits of customers (CLV an action costs) are given less attention. A recent

research has been published regarding profit-based churn prediction where the

researchers worked on a profit-driven measure to select a model which maxi-

mizes the profit[57]. However, in our research, the model is constructed based

on each customer’s net profit and the focus is on the model building step. The

objective of this study is to maximize the profits earned by implementation of

customer churn prediction system considering customers’ individual profits and

the cost of action which can be taken to retain the leaving customers.

Moreover, we introduce a profit function which takes the customers’ individual

profit and churn probability into account as independent variables. Also we use

a fitting tool to analyze the effect of different promotion offers on customers with

different churn probabilities and then to find the optimal retention promotion,

we maximize the constructed function and find the corresponding retention pro-

motions subject to limited budget of the company assigned to churn customer

retention project.

• Direct Marketing. In the traditional mass marketing most of the companies

have assumed that, all of the potential customers will take an action if they

are informed about the new product. However, managers have known recently

that not all of the potential customers can be the real target customers who

will take a reaction regarding advertisements. Availability of large volume of
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data on customers and by the advent of new information technology tools, the

focus of the customer relationship managers shifted from mass marketing to

direct marketing which deals with customers’ individual (case-based) informa-

tion [58].

Oxford concise dictionary defines the ”Direct Marketing” as ”the business of

selling products or services directly to the public, e.g., by mail order or tele-

phone selling, rather than through retailers”. In the banking industry this

word means to individually sell bank’s products to the targeted customers us-

ing their individual informations. By the adventure of direct marketing, most

of the efforts of the managers are focused on dividing the customers in differ-

ent segments and treat each of the segments independently with different tools

and techniques.Few researches have been done using data mining techniques to

segment the customers to different catalogs and take variable actions to each of

them [59, 60].

Classification of buyer and not-buyer customers is a well-known topic in data

mining field. Direct marketing problems which use classification techniques, aim

to find the most likely and most unlikely customers to purchase the product and

for this purpose, the customer relationship managers use customers’ variant in-

formations such as their demographics and other types of information such as

purchase history. There is a key question in direct marketing, ”Is this person

a potential customer for our product?”. The classification model will answer

this question with binary numbers. The output of one means the customer will

most likely purchase the product and the output of zero means he/she is not

potential buyer of the product. Then the customer relationship management

(CRM) decides on using which of the advertisement techniques to attract the

customers who have been identified as buyers by the classification model.
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In this study, we use a well-known and promising non-linear classification tech-

nique which has been widely used in the context of direct marketing, Artificial

Neural Network (ANN) [61, 62, 4, 63, 64]. However, the central contribution

here is that the objective of classification has been shifted from accuracy maxi-

mization into profit maximization considering individual profits and costs of the

customers. Although in the direct marketing problems, maximizing the profit

of the company is the primal objective of the studied models, this objective has

been pursued indirectly and most of the used classifier techniques aim to max-

imize the number of correctly classified customers without dealing with their

potential profit for the company. As an example, consider a customer which is

actually interested in company’s product but regarding his/her available bal-

ance, purchasing new product is a difficult decision for him/her and it may not

happen. In the other hand, assume that there is a potential customer for the

new product who has enough money to purchase it and with an advertisement

and introducing the product, he/she will be more likely to purchase it. If the

budget for the advertisement is limited who is the best choice between these

two customers to contact? Our classification model will response to these types

of questions considering the balance, target value or other monetary attributes

of the customers to classify more profitable and most-likely buyers from other

customers.

• Credit Risk. One of the critical problems for the financial institutions is

to decide about customers’ loan. This decision making problem is known as

a ”Credit Scoring” which employs classification techniques to distinguish high-

risk customers from low-risk ones and based on this classification, the institution

decides to grant the loan to him/her or not [65]. Obviously the financial insti-

tutions grant their loan to more reliable customers who are most likely to pay
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the loan’s amount and accordingly, generate a profit for the institution by the

revenue of the loan.

This classification problem was solved by domain experts’ opinions in last

decades but by the adventure of information technology tools and mass data

recording, this task is performed using statistical or machine learning algo-

rithms. Different types of classification techniques have been developed to do

this such as traditional statistical methods like logistic regression [66], classi-

fication trees [67, 70], non-parametric statistical methods like k-nearest neigh-

bor [68]and more complex models such as neural networks [69, 71, 70, 9, 72, 20,

73]. We have focused on different versions of ANN in our research where the

focus is to maximize the profit instead of accuracy of prediction.

Distinguishing between good and bad loan applicants (Non-defaulters and de-

faulters) is the main objective of the researches performed in the credit scoring.

However, in most of the business problems, managers are interested in models

which emphasize not only the accuracy of the results but also the total profit

of the model implementation [74]. In other words, managers, especially in the

financial institutions, prefer to analyze different models based on monetary is-

sues and identify the costs and profits instead of just accuracy based analysis.

Therefore, there is a necessity to define a profit-driven measurement in credit

scoring as well and use it to rank the models based on total savings which will

be throughly discussed in this study.

With the same reasoning, in the decision support model building issue, most

of the business administrators emphasize the models which takes the profits

and costs of model implementation into account. Pursuing this objective, a

profit-driven approach is needed which deals with monetary issues in the model

building step and aims to maximize the total profit of the company using classi-

fication models. We will do this by introducing high-performance classification
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algorithms such as ANN which has promising result in classification problems

and change them in the way that they perform their task based on maximiz-

ing the total profit without significant decrease in the accuracy of the model.

The main contribution of this study is not only profit-based approach in model

building step but also taking individual profits and costs of loan applicants into

account and perform a case-based profit-driven analysis on customers.

So far, credit scoring models have been used indirectly to save the profit of

the financial institutions and by increasing the accuracy of the model, most of

the researches have been done to maximize the savings [75]. However, in this

study, we directly use profit-based approach to build a model based on indi-

vidual profits and costs of customers and then reach the objective of maximum

profit earned by model implementation. We then compare our proposed model

with traditional accuracy-based classifiers in terms of both accuracy and profit.
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CHAPTER III

METHODOLOGY

In this section we focus on the most popular class of ANNs which are called ”Multi-

layer Perceptrons” and their structure and learning process using back-propagation

and metaheuristic algorithms.

3.1 Backpropagation-based Artificial Neural Network (ANN)

Artificial neural network is the mathematical representation of information process-

ing in biological neural network in human body [76, 78, 77]. Neural networks have

two major types: single-layer perceptron and multi-layer perceptron (MLP). Single

layer perceptron is a linear discriminant and it is limited in mapping the feature space

and they are the first generation of ANNs. In particular we restrict our attention to

a specific class of neural networks which have been proved to result in a promising

models in terms of statistical performance; multi-layer perceptron [3, 5].

Multi-layer perceptron which has been used in this study, has three kinds of layers

where information is transferred between them with weighted connections: input

layer, hidden layers and output layer. Input layer has some neurons which get the

inputs from data set multiplied by their weights and transfer them to the hidden

layer with some other set of weights. Hidden layers also have neurons which get the

information from input layer and map them between zero and one by using sigmoid

function in this study. Then, the hidden layers transfer their outputs to the output

layer with weighted connections. In each layer, there is some bias for each neuron

to make the model easier to predict the exact target. If the output neurons have

linear function, the target will be a real number and it is an appropriate function
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for regression. Nonetheless, as the problem proposed in this paper is the prediction

of two classes, cases (positives) and non-cases (negatives), the model has to be a

classification model and here the sigmoid function which is represented below, is used

instead of simple linear function.

y =
1

1 + e−z
(5)

Here y is between zero and one and z comes from the following formula:

z = b+
∑
i

xiwi (6)

Where b is bias, xi is the input vector for instance i and wi is its corresponding weight.

Typically sigmoid function is used in neural network because it has nice derivatives

which simplify learning procedure. The following figure (Figure 1) shows the behavior

of sigmoid function as a transferring and learning function:

Figure 1: Sigmoid function

In neural network representations, the bias is often given the value of one to be

able to write it in vector representation as follows:

z =
∑
i

wixi = wTx (7)

Here x is input vector and w represents the weight vector which the network is

going to learn and predict the target as the error of the prediction is in its minimum

amount.

The network uses the chain rule to get the derivatives needed for learning the weights
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of a logistic unit. To learn the weights which minimize the error function, we need

the derivative of the output with respect to each weight.

E(w) =
1

2

N∑
n=1

(tn − yn)2 (8)

∂y

∂wi

=
∂z

∂wi

∂y

∂z
= xiy(1− y) (9)

∂E

∂wi

=
∑
n

∂yn
∂wi

∂E

∂yn
= −

∑
n

xni yn(1− yn)(tn − yn) (10)

xn,yn,tn are respectively the nth input, its corresponding output and its target value.

Network without hidden units are very limited in the input-output mappings they

can model hence, in complex data sets, adding a hidden layer makes them much more

powerful. A neural network with just one hidden layer has been visualized in figure

2 which depicts some neurons in each of three layers. The hidden layer and output

layers use sigmoid functions so the output of the network will be a value between 0

and 1 (the probability of taking one for the output).

The idea behind the back-propagation is using error derivatives with respect to hid-

den activities instead of using only desired activities to train the hidden units. Each

hidden activity can affect many output units and can therefore have many separate

effects on the error. These effects must be combined. Error derivatives can be com-

puted for all of the hidden units efficiently at the same time. Once we have the error

derivatives for the hidden activities, it is easy to achieve the error derivatives for the

weights going into a hidden unit.

The following equation represents the general sum of squared errors (SSE) and its

derivative which has been used in many research to back-propagate in the network

using gradient descent. Each weight is updated using the following equations:

E(w) =
1

2

N∑
n=1

(tn − yn)2 (11)
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Figure 2: ANN with one hidden layer

∂E

∂yi
= −(ti − yi) (12)

wT+1 = wT − η5 E(wT ) (13)

Where wT and 5E(wT ) indicate the vector of weights and vector of derivatives of

the weights in T th iteration .respectively, and η represents the learning rate.

3.2 Profit-Sensitive Neural Network

In our business problems, our main goal is to correctly classify the profitable instances

as much as possible with minimum decrease in the accuracy of detecting other in-

stances (i.e., less profitable ones). For this reason, an indicator has been used in the

error function to make the algorithm more sensitive to high profitable instances. Ac-

cordingly, we used a multiplier to intensify the individual penalty of profitable false

negatives (in CC Fraud, fraudulent misclassifications whose usable limit is more than

average).

The indicator should indicate the profitable (important) instances which is the Usable

Limit in the context of credit card fraud, the customer revenue (or balance) in direct
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marketing. Thus, indicator has been defined as:

I(Aj) =


1 if Aj ≥ A

0 otherwise

Here Aj is the individual profit of instance j and A is the total average of instances’

individual profits. In this scenario, multiplier in the error function (penalty) can

be defined as profitability of ith instance which is sensitive to its individual profit.

Consequently, the error function can be defined as:

E(w) =
∑

j∈train

(tj − y(xj, θ))
2 ∗ (

Aj

A
)I(Aj) (14)

As low profitable instances are not going to be multiplied by a value, we can assume

that they will be multiplied by one. We aim to make a connection between instances

and their individual penalties to ensure that profitable ones will be classified as much

as possible.

We can consider this modification from another point of view. A learning rate is a

user-defined value to determine how much the weights of examples can be modified

at each iteration. We can assume that the learning rate has been modified to assign

an appropriate individual penalty for each example and penalize the misclassified

important examples considering their individual importance. Moreover, a cost matrix

(net profit matrix) can be represented to show the individual costs and profits (Table

3). Where Ai and A′j are profits of true positive and true negative and Ci , C ′j are

costs of false negative and false positive, respectively.

Table 1: Individual cost matrix (net profit matrix)
Predicted class
case non-case

Actual Class
case Ai Ci

non-case C ′j A′j
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• PNN using logarithm (LOG-PNN):

Neural network is very sensitive to any multiplier in error function and if it is

a large value the error function will be unstable and if it is a small value, the

rate of learning will be decreased considerably.

As the ratio
Aj

A
in the previous version can give out large values it may cause

instability in the model, so for the sake of making the multiplier not a very

large value, we can use logarithm function in an alternative version. Hence, the

penalty for each instance can be defined as:

Pj = log(
Aj

A
+ 1) (15)

The value of one inside the logarithm guarantees that the output will always

be positive as the ratio
Aj

A
is a positive real number. The penalty function and

weight updating equations can be expressed as:

E(w) =
∑

j∈train

(tj − y(xj, θ))
2 ∗ (log(

Aj

A
) + 1)I(Aj) (16)

wT+1
j = wT

j − η5 En(wT
j ) ∗ (log(

Aj

A
) + 1)I(Aj) (17)

This scenario can make the network more stable when the profitability ratio

has a large spread, for example, in the CC fraud data set used in this study,

the usable limit attribute is considered as profit based metric. The range of

this attribute is [0, 99714] with average of 1816. Accordingly the profit ratio

Aj

A
has the range of which contains very large values as a multiplier to the

error function. If we use logarithm function, the penalty will have the range

[0, log(54.9)] = [0, 1.7474].

• LOG-PNN without using indicator (LPWI):

In this version we use the modified version of SSE without the indicator. There-

fore, not only misclassified profitable instances but also all misclassified ones are
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penalized proportional to their profitability. The error function is as follows:

E(w) =
∑

j∈train

(tj − y(xj, θ))
2 ∗ (log(

Aj

A
) + 1) (18)

• LOG-PNN without Average (LPWA): This version uses the logarithm of

each instance’s profit as its multiplier in the error function:

E(w) =
∑

j∈train

(tj − y(xj, θ))
2 ∗ (logAj)

I(Aj) (19)

• Weights of modified Fisher (MF) [48]:

This version has been benchmarked from a recent profit-based study in fraud

detection context which was the best choice to generate weights for Fisher Dis-

criminant classifier. In this version, there is no indicator for profitable instances

where all of the instances are given a weight related to their potential profit.

We use this approach as a benchmark to compare its performance with other

weight generation methods. The error function for this version of ANN is as

follows:

E(w) =
∑

j∈train

(tj − y(xj, θ))
2 ∗ ((

Aj

A
) + 1)

1
2 (20)

• MAX-PNN:

This version uses the Kukar’s way of weight generation [32] and it gives different

weights for different instances considering their profit of correct classification

(originally cost of misclassification). The only difference between this approach

and Kukar’s approach is that, here all of the instances have individual cost of

misclassification where in the original paper they studied class-based costs.

E(w) =
∑

j∈train

(tj − y(xj, θ))
2 ∗ (1 + (

Aj

maxj (Aj)
)) (21)

Note that as expressed previously, accuracy and other performance metrics
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based on accuracy are not suitable for cost-sensitive or profit-based classifi-

cation models. We have used four different measures to compare the models,

where two of them are accuracy-based measures which are: Accuracy and True

Positive (TP) rate. Next two measures are cost/profit based measures. ”Sav-

ing” measures the amount of profit in each model with threshold 0.5. The ”Net

profit in top n” (n is the number of actual positives in the test set) evaluates

net profit when the cutoff point is the score of top nth instance. This measure

has an advantage that doesn’t care about the number of total positives in each

classifier, but it gives more importance to the actual number of positives de-

tected in the first top positives in each model and sums their net profits.

• Class-based cost-sensitive ANN:

To compare performance of our presented model with traditional cost-sensitive

approach, we have constructed a class-based cost and give more cost to the

minor class. The minor class will receive more cost than major class to let the

model reach a balance between the two classes. The magnitude of the cost used

for the minor class is inversely proportional to its ratio regarding the major

class. For example if in one of the data sets, the positive instances ratio is 1/10

and negative ratio 9/10, the cost of misclassification of a positive instance (false

negative) will be 10 times the cost of misclassifying a negative instance (false

positive).

In this chapter, six data sets have been used to investigate how the proposed

models work and all of the experiments have benefited from the Levenberg-

Marquardt algorithm to train the neural networks. Note that we used one hid-

den layer ANN with three hidden units and there is just one output unit in the

output layer. Also we used default value of 30 for the number of epochs. Two

of data sets are new real-life bank credit card data which have been acquired
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from two well-known Turkish banks. One of them is bank direct marketing

data sets which has been gathered from a Turkish bank. The fourth dataset

is a bank churn data and the last one is bank credit risk data both acquired

from a Turkish bank. Description of each data set and the comparison of the

models in the aforementioned data, has been throughly discussed in the related

application section.

In the empirical study of each data, the data set has been divided in a way that

0.7 proportion is used to train the model and 0.3 is used to test the trained

model. In all of the data sets, we have a profit-based attribute which individ-

ualize the penalties in each case. The ANN model automatically extracts a

validation data set (15%) from training data set in order to avoid over-fitting.

Empirical results of testing the seven presented models, class-based cost-sensitive

ANN and also the original neural network has been analyzed thoroughly. In all

of the models the train sets and test sets are the same, however, as the ini-

tial weights are generated randomly in neural network, each of the models has

been run thirty times and the average of runs plus their standard deviations

are considered as classifiers’ final performance. Moreover, following expression

demonstrates how to calculate the amount of net profit for each model:

NP =

NTP∑
i=1

(Aj − c) +

NFP∑
k=1

(−c) (22)

Where c is the fixed cost of action (cost of contacting the customer) and NTP

and NFP indicate the number of true positives and false positives, respectively.

As mentioned above, Ai is the amount of profit gained when the instance i is

classified correctly. In context of credit card fraud prediction it is the usable

limit of the corresponding card used to make the transaction i. Furthermore,

there is a fixed cost of applying the decision support system, but since it is

fixed and has to be added for all models, this is not taken into consideration
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in the comparison procedure. The threshold is the number of cases (positives)

in test set to show that in the top most probable instances, which of the clas-

sifiers is successful. We have benchmarked two well-known classifiers one from

tree-based methods (C4.5) and other from rule-based classifiers (Naive Bayes)

to compare the results of PSNN models with these classifiers as well.

3.3 Profit-Based Neural Network trained by metaheuristic
algorithms

In this section we benchmark well-known metaheuristic algorithms which have had

promising results in most of the optimization problems to maximize the net profit

function instead of minimizing the prediction error, which is the objective of regu-

lar ANN models. These metaheuristic algorithms are Particle Swarm Optimization

(PSO) [79], Genetic Algorithm (GA) [47], Artificial Bee Colony (ABC) [80] and Mi-

grating Birds Optimization(MBO) [81]. Then, we compare the results with original

ANN in both accuracy-based and profit-based measures.

The feed-forward equations in metaheuristic-based ANN are similar to the ones of

the original ANN. As we have used one hidden layer with three hidden units, all of

the feed-forward equations are as following:

u11 =
n∑

i=2

θi1Xi1 + θ01 (23)

u12 =
n∑

i=2

θi2Xi + θ02 (24)

u13 =
n∑

i=2

θi3Xi + θ03 (25)

Equations 23 to 25 represent the first part of three hidden units. In this step, for

each hidden unit, all of the inputs are multiplied by their corresponding weights and

a bias is added to the result.

o11 =
1

1 + e−u11
(26)
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o12 =
1

1 + e−u12
(27)

o13 =
1

1 + e−u13
(28)

These set of equations 26 to 28 indicate the second parts of hidden units which

gets the weighted average of inputs and apply the sigmoid function to calculate the

output.

u2 = δ1 +
3∑

j=1

ϑjo1j (29)

Then as shown by equation 29, the outputs of hidden layers are multiplied by their

corresponding weights and then summed up to determine the output value (u2) of

the output layer.

ŷ =
1

1 + eu2
(30)

Finally sigmoid function is applied to determine the output (equation 30). By this

equation we ensure that the output of the network will be a value between zero

and one which corresponds to the probability of being positive for each instance. In

statistical learning this output is called as score of the instance which is popular in

most of the data science studies.

We apply the metaheuristic algorithms to solve the aforementioned equations with

the objective of maximum net profit in each of the contexts. Metaheuristic algorithms

have to maximize the objective function subject to the ANN feed-forward equations.

3.4 Dependencies between the parameters in profit-based
Churn prediction

Profit of churn prediction models are different from other class of problems like fraud

detection and credit scoring and there is an uncertainty in earning the profit of each

of the customers. In customer relationship management problems, after the model is

implemented and target customers receive the promotion offers, the company has to

wait to receive a response from the customer and this response depends on different
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variables of market, company’s action and customer’s tendency. For example in churn

prediction, if the classification model has correctly detected a churner customer, the

company has to take an action to retain him/her. The churn probability of the cus-

tomer depends on the offer and maybe some other issues like opponent’s offer or a

personal preference. Then, the profit of retaining that customer is a probabilistic

issue which has to deal with the customer’s churn probability. The same case is ap-

plicable in direct marketing problems. In this section we discuss about the expected

profit that can be earned from implementation of churn prediction model.

Expected profit of churn prediction

In the Profit-based classification approach, the first important point to be considered

is to have a base scenario which represents the system without using the recommended

models. In the customer churn prediction, the base scenario is that there is no pre-

diction system and churner customers are not detected by the company and leave.

Consequently, the company loses all of the potential profit which could be earned

from those customers. Accordingly, all of the profits and costs in this study have

been calculated based on base scenario which assumes that there is no churn predic-

tion system. For instance, for the correctly detected churner customers, we consider

a profit which is a proportion of his/her life time value and also a cost which is re-

lated to the retention promotion made for that customer. These profits and costs are

not counted in the base scenario. Take another instance and consider false negative

instance in the system, those who are actual churners but predicted non-churners in

the prediction system. Although we lose that customer’s potential profit, we do not

consider it as a cost because in the base scenario this customer’s profit was lost as

well and we have no added cost comparing with the base scenario.

According to this base scenario and individual profits and costs, we can assume a net

profit matrix for each instance. Assume that instance is an actual churner (positive)
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instance and is an actual non-churner (negative) one. The individual net profit ma-

trix is as following:

Table 2: Individual net profit matrix for churn prediction

Actual

Instance i (churner) Instance j (non-churner)

Predicted
Churner CLVi(Si,old − Si,new)− ci −cj

Non-churner 0 0

CLVi is the customer life time value for the instance (customer) i , Si,old is the

score which comes from the model and it is assumed to be the predicted churn rate

of the customer i, Si,new is the churn probability of the customer i after making an

promotion offer to him/her and it is calculated based on equation 31. c is the fixed

cost of offer which will be paid for all of predicted (true and false) positive instances.

The profit will be the change in the churn rate multiplied by the CLV of the customer.

We assume that in all of the cases. In other words, after the retention promotion is

given, the customer’s churn rate will be decreased or remain the same.

Calculating the amount of net profit for churn prediction needs a post-processing

analysis and we have to consider the effects of each incentive offers on the predicted

churner customers. For this purpose, we benefit from domain experts’ opinion to

quantify the effects of each incentive offer for different values of churn probability. For

each of the possible churn probabilities, the expert gives the new changed customer

churn probability assuming a specific kind of incentive offer. For different values of

churn probabilities and also variable incentive offers, we made an approximation with

fitting tools and found the relationship between them. The result revealed that the

relationship is like a sigmoid function with different parameters for each of the churn
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probabilities. The new churn probability is calculated as:

Snew =
2Sold

1 + S−xold

(31)

In this equation S and x represent the churn probability of each customer and cost

parameter of incentive offer.

We consider different incentive offers as input of sigmoid function and the range as its

output which shows the previous (initial) and new churn probability of the customer

after receiving an incentive offer. The relationship for some examples with different

churn probabilities are depicted in the figure 3:

Figure 3: Sigmoid relationship between incentive offer cost and customer churn rate

The above figure is of interest in itself, because it represents the behavior of dif-

ferent types of customers in terms of churn probability regarding variable incentive

offers. The reaction of customers with high churn probability shows that their churn

probability is decreasing very slightly and slowly comparing with other ones and small

offers cannot make significant change in their decision to leave or stay at company.

On the other hand, more loyal customers who has lower churn probabilities has better

reactions regarding even small incentive offers. This relationship helps us to appro-

priately find the net profit of churn prediction model regarding different types of
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incentive offers.

Moreover, to boost our approximation about customers’ profitability, we made an-

other approximation using different life time values of customers to show the behavior

of profit function regarding the variable incentive offers. In this approach we not only

use the churn probability of the customer as our input variable, but also consider

his/her particular profit ( life time value) to find the total profit of each customer

when selecting a specific kind of incentive offer to make for him/her. The result is a

relationship between incentive offers and customer’s churn probability, but the differ-

ence here is that the relationship shows the amount of money earned for customers

with particular churn probability when selecting different incentive offers. The rela-

tionship is depicted in the following figure for two example customers from data set

with different churn probabilities and life time values. The first instance is a customer

with churn probability 0.9 and life time value of 35000. The second one is a customer

with churn probability 0.6 and life time value of 10000.

Figure 4: Relationship between incentive offer cost and customers retention profit

Figure 4 shows that, there is possibility to a less loyal customer to have more

profit for company than a more loyal one for a specific incentive offer. For example
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in this comparison, if company gives offers which costs more than 2.1 unit money,

the customer with higher churn probability will have more profit than the other one.

This result confirms the results for Reinartz and Kumar (2000) which shows that

loyal customers are not necessarily the most profitable customers to the company.

Selecting an incentive offer depends on company’s budget which has been assigned to

customer relationship management projects and a budget constraint has to be con-

sidered for this purpose. The incentive offer policy is an issue in which the managers

of the company have to make decision for. For example some companies prefer to

give offers with fixed amount of money for all of the customers (fixed-incentive). In

this scenario, it is necessary to find a point in the X-axes (incentive offer cost) in

which the total profit is maximized. Some others prefer to give variable-cost incen-

tive offers for each of the customers considering their profit and churn probability

(variable-incentive). In the latter scenario, we have to find a maximum point in total

profit for each of the customers and use the corresponding incentive offer for each of

them.

3.4.0.1 One-to-all retention promotion

If the financial institution decides to give same retention promotion to all of the

targeted customers, the total profit for customer retention has to be calculated and

all kinds of promotion costs have to be considered and the promotion which maximizes

the total profit has to be selected for all of the customers. The total profit here means

the sum of all individual profits of each of the customers. Also, budget constraint

has to be considered which means the total cost of retention promotions has not to

exceed the budget assigned for this project. The formulation of this scenario is as

following:

MAX(P ) =
n∑

i=1

(Si −
2Si

1 + (Si)−y
)CLV i −

n∑
i=1

cy (32)
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n∑
i=1

ci ≤ B (33)

3.4.0.2 Stepwise Retention Promotion

In this scenario, there are finite kinds of retention promotions like the previous sce-

nario but here, one customer can get different retention promotion than other one.

Therefore, there are some types of promotions available for each of the customers and

the type of offer selected for one customer depends on the total profit earned from

all of the customers. Here we face a well-known type of optimization problem called

integer programing and there are variations of algorithms to solve this problem. The

formulation of the problem is as following:

MAX(P ) =
J∑

j=1

n∑
i=1

(Si −
2Si

1 + (Si)−y
)CLV i − cjyij (34)

J∑
j=1

n∑
i=1

cjyij ≤ B (35)

J∑
j=1

yij ≤ 1 for ∀i ∈ n (36)

yij ∈ {0, 1} (37)

yij =


1 for customer i the promotion j is selected

0 otherwise

3.4.0.3 Continuous Retention Promotion

In this scenario, each customer can get a specific retention promotion depending on

his/her total profit for the company. Therefore, to find the best promotion for each

customer, we have to maximize his/her specific profit function subject to budget con-

straint.
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MAX(Pi) = (Si −
2Si

1 + (Si)−y
)× CLVi − ciy ∀i ∈ n (38)

n∑
i=1

ci ≤ B (39)

But the important point is that the total cost of customer retention (sum of incentive

offer costs for each of the customers) has not to exceed the budget limit.

In our churn prediction study, as the policy is to assign fixed offers for all of the pre-

dicted positive instances, there is no budget limit and assignment problem regarding

this issue. However if the financial institutions or product companies have the policy

of assigning variable offers for different customers, the importance of this modeling

will be more obvious.

The other application where this approach can be used is to identify the threshold

of churn prediction by maximizing the total profit subject to budget limit. This model

can be written such that the threshold be the independent variable of the model.
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CHAPTER IV

RESULTS AND DISCUSSION

4.1 Credit Card Fraud Detection

The CC Fraud data set has been gathered from a well-known Turkish bank and it

includes 9388 transactions’ information made by customers of a bank with a balance

of 9 to 1 (legitimate transactions to fraudulent ones); 939 of them are fraudulent cases

and the rest are legitimate ones. The number of attributes was 102 which is 27 after

preprocessing. Note that we applied decision tree (C4.5) first and then trained ANN

models with those variables used in DT. Accordingly, 27 variables are used for the

training of the fraud data set.

By correctly detecting a fraudulent transaction the model can save its corresponding

card’s usable limit and by a false alarm there is fixed cost of action which is the cost

of a short message or telephone call to the customer. ULi indicates the usable limit

of the card of the ith transaction and c is the contact cost which is fixed for all cases.

Considering this issue, benefit matrix is as shown below:

Table 3: Net profit matrix for fraud detection
Actual

Case (fraudulent) Non-Case (legitimate)

Predicted
Case (fraudulent) ULi − c −c

Non-Case (legitimate) 0 0

Table 4 represents all of the information about data sets and ANNs used in fraud

detection problem.

In the test set of this data set we have overall 3130 instances, where 313 of them

(10%) are fraudulent transactions and 2817 of them are legitimate ones. As the

number of positive instances are 313 in the test set, the threshold here has been
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Table 4: Fraud data set and ANNs used in this study
Name No. of

features
Size of
samples

Training
ratio

Testing
ratio

Validation
ratio

No. of
hidden layers

No. of
hidden units

Credit Card Fraud 27 9388 2/3 1/3 15% of training set 1 3

chosen the 313th instance’s score (top 10%) to analyze classifiers’ performance. In the

context of credit card fraud, the most important profit-based attribute is the usable

limit of the card used for the corresponding transaction (instance). For transaction i,

the usable limit of the corresponding credit card is recorded as ULi. If we correctly

detect fraudulent cases, we save their usable limit subject to a cost of contact. Let

us consider the base scenario as the case where all transactions are supposed to be

legitimate. It is a common approach for evaluating the profit of applying data mining

algorithms and it considers the change in profit which the model makes. Then,

the total net profit (TNP) that can be obtained from the implementation of the

classification model will be:

TNP =

NTP∑
i=1

(ULi − c) +

NFP∑
k=1

(−c) (40)

Where, ULi indicates the usable limit of the card of the ith transaction and c is the

contact cost which is fixed for all cases.

4.1.0.1 Profit-Sensitive ANN

Table 5 illustrates performance of PSNN models for the credit card fraud dataset.

As Table 5 demonstrates, considering true positive rate, original ANN and PNN

models outperform others. High accuracy of the PNN model shows that this version

of ANN represents that its weights overcome the imbalance problem of fraud data

set even better than CNN. However, in terms of total net profit,LPWA (the version

of LOG-PNN which has not the average function) has outperformed others. We con-

firmed that the superiority of LPWA over ANN and cost-sensitive ANN (CNN) and

other models is statistically significant based on a t-test with α = 0.05. Th results for

37



Table 5: The results of all PSNN models for the fraud data set

Model

Threshold=Top 50%

True positive rate % Total Net Profit %
Min Mean Max Min Mean Max

ANN 71.25 73.42 76.68 66.18 84.54 89.70
DW 17.89 63.83 73.80 35.30 78.73 90.25
PNN 71.57 73.83 75.08 62.09 81.33 89.89

LOG-PNN 67.09 71.63 74.76 65.16 82.71 91.16
LPWI 2.56 9.27 15.97 13.73 20.27 40.60
LPWA 67.73 72.33 74.76 74.44 87.74 91.41

MF 49.20 70.83 76.04 48.87 83.37 90.37
PNN-MAX 40.58 70.96 76.36 67.99 83.40 90.75

CNN 43.70 66.71 75.08 62.28 79.66 89.70
DT 70 70 70 84.4 84.4 84.4
NB 67 67 67 84.55 84.55 84.55

LPWI shows that without indicator for profitable transactions, the generated weights

make error function very unstable. PNN, LOG-PNN, MF,PNN-MAX and CNN can

reach an acceptable profit but these versions are very unstable and the range of the

results for profit(i.e., Max −Min) are large. LPWA is the best trade-off between

accuracy and profit as it has acceptable accuracy and also highest amount of profit

for fraud detection problem.

4.1.1 Profit-based ANN trained by metaheuristic algorithms

In this subsection, the objective function of metaheuristic-based ANN is the total

net profit that can be obtained in the test set by correctly classifying most of the

important transactions. By the word of ”Total Net Profit” we mean the sum over all

usable limits of the cards of corresponding transactions which can be saved by the

model if detected correctly minus action cost which is fixed cost for all of the actions.

TotalNetProfit =

NTP∑
k=1

ULk − c+

NFP∑
j=1

c , k ∈ {xi|yi = 1, ti = 1} (41)
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Here, ULk is the amount of usable limit for transaction k which is a correctly detected

positive instance where there are total NTP actual positive instances in the test set

and NFP actual negatives which has been classified as positive. yi and ti are the

ith instance output and target value, respectively. We measure the total net profit

of each model using the usable limit of all of the actual fraudulent instances. We

divide the above mentioned amount by all of the usable limits of fraudulent transac-

tions which could be detected by the perfect model (a model with 100% accuracy)

to find the proportion of net profit which can be earned by the implementation of

the model. The results for original ANN and four metaheuristic algorithms used to

train the neural network and maximize the total net profit are presented in table 6.

Moreover, for each of the pairs of models a t-test (after F-test) has been used to show

the significance of the results.

Table 6: The results of all metaheuristic-based ANN models for the credit card Fraud
data

Model

Threshold=Top 10% P-Value

True Positive rate % Total Net Profit%
Min Mean Max Min Mean Max ANN MBO-ANN PSO-ANN GA-ANN ABC-ANN

ANN 55.90 71.38 75.40 66.18 84.54 89.70 - - - - -
MBO-ANN 72.20 74.71 76.40 85.83 89.04 91.62 0.049 - - - -
PSO-ANN 35.14 51.15 65.49 70.80 84.69 91.44 0.481 0.044 - - -
GA-ANN 60.38 67.95 71.56 82.43 87.70 90.91 0.120 0.125 0.130 - -

ABC-ANN 69.53 75.16 77.03 64.37 77.06 82.30 3.11E-11 3.85E-16 2.54E-15 2.544E-15 -

Table 6 shows the average performance for all of the metaheuristic-based ANNs

and original ANN with their maximum and minimum performance in the runs. If

the accuracy is our concern, ABC-based ANN has the largest true positive rate and

the second most accurate model is MBO-ANN with a little difference from the ABC-

ANN. The neural network trained by the MBO and GA have the best performance

in Total Net Profit (%). As the p-value amount between MBO-ANN and GA-ANN

shows, there are no significant difference between them in α = 0.05 level. However

among these two models, MBO-ANN is more robust classifier in terms of profit as
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it has larger amount of Minimum TNP compared with GA-ANN’s minimum perfor-

mance and choosing MBO-ANN is more reasonable than others if the profit is our

main concern.

Comparing best algorithms in tables 5 and 6, it can be seen that the ANN trained

by the MBO could perform significantly better than the profit-sensitive neural net-

work versions. Note that as in the metaheuristic-based ANNs the objective function

has not an expression about the difference of predicted output and target value for

each of the instances and all of these models assign zero and one for the outputs. But

in CC fraud problem this can not be an important problem because after classifica-

tion, we take action for all of the positive predicted instances and the amount of the

score (output) is not important which is not the case in churn prediction and direct

marketing. Accordingly, the most successful ANN in terms of profit is the MBO-based

ANN which is the most robust model in terms of total profit for the CC fraud data set.

The proposed decision support system for credit card fraud detection is appeared

as follows:

After training the CC fraud detection model, for the future transactions, the DSS

gets information about transaction for data center and it sends the useful information

for DSS model and its output is a score for the transaction. Decision center com-

pares the score with threshold and if the score exceed the threshold it accept that

the transaction is fraudulent and take the appropriate action. If it was not classi-

fied as fraudulent (score less than threshold) then there will be no action about the

corresponding transaction.
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Figure 5: System model for proposed Decision Support System (DSS) in CC fraud
detection

4.2 Churn Prediction

In the churn prediction, the customer lifetime value can be considered as the most

important profit-based attribute for all of the instances. Accordingly here, we use

this attribute to represent the amount of profitability for each of the customers.

The profit of the churn prediction model can be calculated by considering a base

scenario same as other profit-related business problems. The base scenario here is

a CRM system without churn prediction model. By assuming the base scenario, we

can calculate our model’s profit as the change which it makes in the total profit of

the company by performing the customer churn prediction. If we exclude the churn

prediction model, some of the customers those were churners, will leave the company

and then there is a cost of losing those customers in base scenario. Therefore, if the

churn prediction model retain a customer which was actually a churner one, the model

can save his/her lifetime value and this is a profit for the presented system. However

misclassification of a churner is not actually a cost for our model because he/she is

assumed to leave the company in the base scenario as well and there is no change

in profit regarding this case. Also we have to assume a fixed cost for contacting the
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customers and a cost of retention promotion. Then the total net profit for our model

will be the saved CLVs minus the total cost of contact for positive classified instances

(true positives and false positives). Considering this issue, benefit matrix is as shown

below:

Table 7: Net profit matrix for direct marketing
Actual

Case (churner) Non-Case (Non-churner)

Predicted
Case (Buyer) CLV (x)− c∗ −c∗

Non-Case (Non-churner) 0 0

The total Maximum net profit (TMNP) of implementation of churn prediction

can be calculated as follows:

TMNP =

NTP∑
k=1

(CLV k − c)−
NFP∑
j=1

c =

NTP∑
k=1

(CLV k)−
NTP+NNP∑

j=1

c (42)

CLV k represents the life time value of customer k where there are totally NTP cor-

rectly detected churner customers and NFP incorrectly non-churner customers who

have been classified as churners. As can be seen in the above equation, there is a

profit for each correctly classified churner (true positive) and also a cost of contact.

There is contact cost for incorrectly classified non-churners (false positive) as well.

Why we call this measure as ”Total Maximum Net Profit”? We use the word ”Max-

imum” because we are not sure that a customer will remain if receive a promotion

offer and this measure assumes that all of the customers will remain with the reten-

tion promotion offers. We have discussed about the actual profit in churn prediction

in the Section 3.4. The equation can be written as such, there is a profit for true

positives and cost of contact for all of the positive predicted instances, both true and

false ones. Note that there is no profit for true negatives and also there is no cost

for false negatives because the net profit has to show the difference between the base

scenario and proposed model. To make the comparison easy to understand in terms

of net profit, we calculate the ”TMNP percent” for all of the models. It is calculated
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as following:

TMNP% =
(
∑TP

k=1CLV k)−
∑FP+TP

j=1 c∑P
k=1(CLV k)

(43)

P shows the actual number of churners in the test set. TMNP% shows the pro-

portion of net profit which we have saved among total profit by implementing our

model and shows the difference between model and a perfect model which can classify

the instances with 100% accuracy.

The data used in churn prediction study has been gathered from a well-known Turk-

ish bank. There are 20000 instances totally. We use 70% as training data and 30%

as testing data. Accordingly, there are 14000 instances in the training set, 7000 in-

stances from each of the classes (positives and negatives). In the test set there are

3000 instances from each of the classes, and then the threshold will be top 50% which

is the 3000th instance’s score in the test set. We have benefited from the customer

life time value for all of the instances in the data set and used it as our profit-based

attribute and to calculate the total amount of profit which can be earned by imple-

menting the presented churn prediction system.

The information of churn data set is shown in the following table.

Table 8: The information of churn data set
Data Set Total No. of

instances
Ratio of
positive instances

No. of instances in
training set

No. of instances
in the testing set

No. of instances in
the validation set

No. of attributes
before preprocessing

No. of attributes
after preprocessing

Churn Data set 20000 1/2 11900 6000 2100 41 23

4.2.1 Profit-Sensitive ANN

To compare the performance of the profit-sensitive models with original ANN, De-

cision tree and Näıve Bayes, the result of the testings have been presented in the

following table. Note that as there was no imbalance in the data, class-based cost is

not meaningful in this data set. The results of classification of all PSNN models have

been presented in table 9.
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Table 9: The results of all PSNN models for the churn prediction data set

Model

Threshold=Top 10%

True positive rate % TMNP %
Min Mean Max Min Mean Max

ANN 78.13 78.94 79.63 57.61 62.90 72.53
DW 61.27 75.16 78.90 50.58 62.27 78.71
PNN 78.07 78.72 79.10 56.96 60.11 63.82

LOG-PNN 78.60 78.72 79.10 56.14 61.50 75.59
LPWI 32.13 51.89 64.27 18.12 49.12 67.87
LPWA 69.57 76.23 78.53 59.34 66.99 76.51

MF 77.23 78.41 79.20 57.41 60.58 64.33
PNN-MAX 47.60 72.43 79.13 38.80 59.00 75.08

DT 75.00 75.00 75.00 64.52 64.52 64.52
NB 76.40 76.40 76.40 38.15 38.15 38.15

Table 9 shows that original ANN, PNN and LOG-PNN has competitive perfor-

mance in term of true positive rate, the LPWA model has the significantly (consid-

ering t-test) best performance in terms of total net profit saved by the model. LPWI

shows instability in both TP rate and profit. DW version of ANN, the version which

uses direct weights(CLVs) in the prediction error, has a large range in profit and this

shows that CLV values are not suitable to be used as weight even if the maximum

profit has been earned in this version but the instability is a problem in this version.

LPWA has a trade-off between accuracy and profit which makes it a considerable

model specifically when there is a need for a model that generate accurate scores con-

sidering the profit of the instances. This model is needed in churn prediction when

we assign promotion offers using each instance’s score in the test set.

4.2.2 Profit-based ANN trained by metaheuristic algorithms

In the profit-based churn prediction, the classifiers aim to maximize the total net

profit by correctly classifying churners and non-churners and giving the priority to

the customers with high potential profit for the company. In this subsection, we use

the metaheuristic algorithms, GA, PSO, ABC and MBO to maximize the objective
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function which is the maximum total net profit function. The objective function can

be written as:

TMNP =

NTP∑
k=1

(CLV k − c)−
NFP∑
j=1

=

NTP∑
k=1

(CLV k)−
NTP+NFP∑

j=1

c (44)

NTP and NFP represent the number of true positives and false positives classified by

the model, respectively. CLV k is the lifetime value of customer k. c is the cost of

promotion offer selected by the customer relationship manager and it will be discussed

in the next section throughly. As the fixed cost depends on decision of manager and

also the budget limitation, we can exclude it from our objective function and just

calculate the ratio of the maximum profit which can be earned by the model. In

other words, we exclude the fixed cost in the aforementioned equation and divide

the calculated value with total CLVs of the actual churner customers which can be

correctly classified by an ideal model with 100% sensitivity. Then we can calculate

the percentage of the Maximum Net Profit Value.

Table 10: The results of all metaheuristic-based ANN models for the churn data

Model

Threshold=Top 10% P-Value

True positive rate % TMNP%
Min Mean Max Min Mean Max ANN MBO-ANN PSO-ANN GA-ANN ABC-ANN

ANN 78.13 78.94 79.63 57.61 6289.52 72.53 - - - - -
MBO-ANN 67.90 72.78 84.73 80.98 82.56 84.73 2.9E-07 - - - -
PSO-ANN 66.30 72.50 76.30 65.23 73.57 81.54 1.7E-04 0.0002 - - -
GA-ANN 64.30 70.58 74.30 80.57 84.25 86.42 6.2E-08 0.0100 0.0001 - -

ABC-ANN 69.53 75.16 77.03 64.37 77.06 82.30 2.6E-05 0.0132 0.1051 0.0036 -

Table 10 shows the results for metaheuristic-based ANN models and the original

ANN performances on churn prediction data. In terms of sensitivity (TP rate) which

is an statistical performance metrics, the original ANN based on back-propagation

algorithm has better performance than metaheuristic-based ANNs and the difference

is statistically significant based on statistical t-test with α = 0.05. In terms of to-

tal maximum net profit (TMNP%) GA-ANN has significantly better performance
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comparing with others. MBO-ANN is significantly better than PSO-ANN and ABC-

ANN in terms of profit but PSO and ABC have competitive performance in terms of

profit while ued for training the ANN. GA-ANN and MBO-ANN has same minimum

performance in profit but as the maximum performance of the MBO-ANN is better

and this shows that MBO-ANN is a good candidate when we are trying to classify

churners and non-churners subject to maximizing the total profit.

For all of the models the total maximum net profit percent has been shown but in

the previous chapter we have discussed about calculating the real profit of churn

prediction models. Moreover, as these models perform classification based on afore-

mentioned objective function which has no mention about target values in it, the

metaheuristic models result in scores which do not represent the probability of being

churner for each instance and their scores have to be calibrated. Therefore, if the

probabilities are needed to company to assign the promotions based on scores from

the model, these models will not be useful and the error modification is a better ap-

proach. But if the task is just to classify the customers into two classes, churners and

non-churners, metaheuristic-based ANNs with profit as objective function will be the

best alternative if the total profit is the main concern.

4.3 Direct Marketing

In this application area, the aim is to classify the customers into two groups of buyers

(cases) and not-buyers (non-cases) by considering the maximum profit that can be

obtained by selecting a set of customers as target rather than using prediction error in

classification. So by classifying the buyers truly, a percentage (commission percentage

or CP ) of targeted amount value (TAV ) is profit obtained from the customers, the

base scenario is lack of existence of direct marketing system. The matrix below shows

profit and cost related to classifying a customer x in direct marketing. Moreover, c∗

is the action cost of the campaigning for a specific product.

46



Table 11: Net profit matrix for direct marketing
Actual

Case (Buyer) Non-Case (Not-buyer)

Predicted
Case (Buyer) CP × TAV (x)− c∗ −c∗

Non-Case (Not-buyer) 0 0

The expression to calculate the saving amount or the change which model can

make is shown as follows:

TMNP =

NTP∑
i=1

(CP × TAV (x)− c∗) +

NFP∑
k=1

(−c∗) (45)

This expression means that if the model is implemented, there will be such benefits

and costs gained from all instances compared to the case of not implementing the

model. Same as churn prediction model, we calculate the maximum profit because

we are not sure that a customer will take reaction if receive a promotion offer and this

measure assumes that all of the customers will take reactions with the advertisements.

The direct marketing data is a real-life data set gathered from a Turkish bank

and there are totally 20000 instances in the data set and the size of positive instances

are equal to negative ones. Therefore, there is no imbalance in data set and we

randomly chosen 70% if data to train the proposed models and 30% for testing from

each classes. As there are same number of each classes in the test set, class-based

cost is meaningless here and also the threshold is top 50% which means that in the

test set the 3000th instance’s score represents the value of the threshold for top 50%.

The information of used data set is shown in the table 12.

Table 12: The information of direct marketing data set
Data Set Total No. of

instances
Ratio of
positive instances

No. of instances in
training set

No. of instances
in the testing set

No. of instances in
the validation set

No. of attributes
before preprocessing

No. of attributes
after preprocessing

Marketing Data set 20000 1/2 11900 6000 2100 26 10
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4.3.1 Profit-Sensitive ANN

The results of all of the profit-sensitive models are represented in the following table

for this data set.

Table 13: The results of all models for direct marketing data set

Model

Threshold=Top 50%

True positive rate % TMNP %
Min Mean Max Min Mean Max

ANN 87.10 88.98 91.13 55.33 67.57 94.67
DW 44.17 61.83 66.67 40.62 79.84 91.71
PNN 59.40 63.77 64.77 55.84 83.70 88.53

LOG-PNN 75.20 86.28 91.33 49.60 74.81 94.74
LPWI 24.07 55.30 99.93 0.00 9.49 79.84
LPWA 40.07 55.64 64.90 40.07 55.64 64.90

MF 38.40 49.61 63.37 13.16 54.41 89.45
PNN-MAX 62.93 64.42 65.83 38.23 79.82 87.42

DT 90.43 90.43 90.43 80.33 80.33 80.33
NB 68.47 68.47 68.47 69.76 69.76 69.76

Table 13 shows the performance of proposed models and the two benchmark clas-

sifiers, Decision Tree (DT) and Naive Bayesian (NB), in both accuracy based and

profit-based measurements where the threshold is top 50%. The results show that

for this data set PNN model has best performance in terms of total maximum net

profit. However, Decision tree (C4.5) has outperformed other models in true positive

rate. Original ANN has same performance in true positive rate but its stability is

considerably less than DT.

4.3.2 Profit-based ANN trained by metaheuristic algorithms

Like Churn Prediction, the objective is classifying the customers into two groups of

Buyers and Not-buyers and taking actions is depending to the organization in order

to satisfy them to buy the products. Therefore, we took c∗ zero here and the objective

function turns to:
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Maximum Possible Profit =

NTP∑
i=1

CP × TAV (i) (46)

This means that without considering the fixed action cost, these models try to give

priority to instances which have more profit.

Table 14: The results of all metaheuristic-based ANN models for the direct marketing
data

Model

Threshold=Top 50% P-Value

True positive rate % Total Maximum Net Profit (%)
Min Mean Max Min Mean Max ANN MBO-ANN PSO-ANN GA-ANN ABC-ANN

ANN 88.00 89.00 90.00 67.42 67.57 67.72 - - - - -
MBO-ANN 56.17 59.61 62.03 88.71 91.79 94.15 0.0005 - - - -
PSO-ANN 55.10 58.71 62.73 44.63 86.49 93.27 0.0065 0.1453 - - -
GA-ANN 55.97 58.97 61.60 89.99 92.03 93.84 0.0005 0.3793 0.1343 - -

ABC-ANN 55.77 59.75 63.03 90.54 92.74 94.44 0.0004 0.1096 0.1078 0.1314 -

Table 14 represents the results for metaheuristic-based ANNs and the original one.

All of the ANN models which use metaheuristic algorithms to maximize the net profit,

outperform the original ANN in terms of total maximum net profit as p-value of t-tests

represent. However all of these metaheuristic-based ANNs have same performance in

total profit due to t-tests’ results but among these models, PSO-ANN has less stable

considering its minimum and maximum performance in TMNP. Original ANN has the

highest TP rate and it is again the most accurate model but suboptimal one in terms

of profit. Regarding the minimum performance of the models in total maximum net

profit, the most robust model is ABC-ANN as it has the largest minimum TMNP

among all models.

In the direct marketing classification, if there is no need for scores of the instances in

the test set as instance probabilities of purchasing, the second approach (PBNN) is

the optimal alternative in terms of total net profit. However if the companies need

to assign the offers depending on the probabilities of the instances, the PSNN model

can be better choice because PBNN models’ scores do not represent the probabilities

and they have to be calibrated.
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4.4 Credit Risk

In banking credit risk problems there are two kinds of cost-benefit-wise terms which

can be considered to calculate the saved net profit by classification model, default

value (DV), return of investment (ROI) of given credit and fixed cost of situation

evaluation or model implementation (c). The bank claims that if a customer is de-

faulter, they can receive the half amount of default value with their lawyers but they

miss the revenue of the credit. The base scenario in credit risk is the lack of credit

scoring system and defaulters will default and non-defaulters will give back the credit

with a revenue. Considering the base scenario, for the classification model, there is a

profit for true positive detected cases (defaulters) which is the half amount of default

value which couldn’t be received even with the bank lawyers and also there is a cost

which is the opportunity cost of missing a ROI of given credit plus a model implemen-

tation cost. For false positive detected customers, there is a cost of missing a ROI.

There is no cost and profit for negative detected instances because the base scenario

assumes all of the instances as negative and classification model will not make any

change in their profit and cost.

In this study, we will use proposed profit based ANN classifiers on credit risk

analysis. The main objective is to detect profitable customers to grant the loan and

prevent to do so with the costly defaulters as much as possible to maximize profit. The

most important variables that are commonly used in our investigation include profit

(Return on Investment of a granted loan) and Default Value (DV). As in credit card

fraud detection, these two variables play main role in introducing profit based models.

In order to give reliable priority to important credit requests (i.e., credits with

high risk), a measure which is actually inferred from the available dataset is needed.

The matrix below shows profit and costs of classifying a customer as defaulter or
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not-defaulter. The profit is half of the default value as lawyers may get it back by

setting a complaint against the defaulter customer. The base scenario is absence of

model for predicting the defaulters. Comparing the perfect model with capability of

classifying all customers correctly with respect to the base scenario, it can increase

the profit at most 24% of the sum of half of DVs minus ROIs. In the results section,

the performance of the developed algorithms in this research will be evaluated with

regard to the capability of the perfect model.

Table 15: Net profit matrix for Credit Scoring
Actual

Case (defaulter) Non-Case (Non-defaulter)

Predicted Case (defaulter) DV (x)
2
−ROI(x)− c −ROI(x)− c

Non-Case (Non-defaulter) 0 0

Based on the aforementioned matrix, the total net profit of credit scoring model

can be calculated by the following equation:

TNP =

NTP∑
i=1

(
DVi

2
−ROIi − c) +

NFP∑
k=1

(−ROIi − c) (47)

Where, DV i indicates the default value of the ith instance (customer), ROI is the

return of investment for each of credits and c is the implementation cost which is

fixed for all cases.

The credit risk data has been acquired from a Turkish bank as well and there are

total 39857 instances in the data set with 36 attributes for each of the instances in

the start. the proportion of 70% has been chosen to train the model and 30% for

testing. The validation data is selected from training data and it is the 15% of its

size.

The information of data has been shown in table 16.

Table 16: The information of credit risk data set
Data Set Total No. of

instances
Ratio of
positive instances

No. of instances in
training set

No. of instances
in the testing set

No. of instances in
the validation set

No. of attributes
before preprocessing

No. of attributes
after preprocessing

Credit risk Data set 39857 1/10 23715 11957 4185 35 33
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4.4.1 Profit-Sensitive ANN

Like fraud detection, in credit scoring problems, the most important objective is to

detect high-risk (bad) credit applicants with high potential savings and the financial

institutions will take action to all of the positive detected instances. Accordingly,

the scores which come from the prediction model for each of the instances in the

data set are not important same as fraud detection case and PSNN models have not

significant contribution in total net profit(TNP). Therefore we do not present the

PSNN models’ results in this section because the ANN models which work based on

error minimization, had not acceptable results in this data set.

4.4.2 Profit-based ANN trained by metaheuristic algorithms

In this model we maximize the total net profit of credit scoring model which comes

from equation 47. We solve this maximization problem using four well-known meta-

heuristic algorithms, MBO, PSO, GA and ABC.

The results are presented in table 17:

Table 17: The results of all metaheuristic-based ANN models for the credit risk data

Model

Threshold=Top 50% P-Value

True Positive rate % TNP % TNP % compered
to perfect model

Min Mean Max Min Mean Max Min Mean Max MBO-ANN PSO-ANN GA-ANN ABC-ANN
MBO-ANN 18.58 19.33 20.06 13.20 15.23 18.09 55.01 63.45 75.36 - - - -
PSO-ANN 14.42 19.10 21.16 10.77 17.14 19.82 44.88 71.43 82.57 0.0322 - - -
GA-ANN 19.13 19.49 19.87 11.96 13.90 15.00 49.85 57.94 62.52 0.0167 0.00196 - -

ABC-ANN 14.79 17.23 18.58 4.29 8.67 12.86 17.87 36.11 53.60 0.0000 0.00000 3.3E-05 -

Table 17 represents that GA-ANN and MBO-ANN outperform other metaheuristic-

based ANNs in terms of true positive rate but as the GA-ANN has better minimum

statistical performance, it can be a good candidate when statistical performance is the

main concern. In terms of Total Net Profit (TNP), PSO-ANN is significantly superior

to other models based on the results of t-tests and it is able to find a better or maybe

global solution in maximizing the total net profit. Note that as the perfect model

with no prediction error just can save 24% TNP, we added another row to this table
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which shows the saving TNP of each model comparing with the perfect classifier. In

other application domain the perfect model could save 100% of the profit and their

profit percentages shows their performance comparing with the perfect classification

model as well.
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CHAPTER V

CONCLUSION

In the literature, there are a lot of studies which deal with class imbalance prob-

lem and developed class-based cost-sensitive classifiers to minimize the total cost of

misclassification by assigning different costs to each of the minor and major class.

However, in most of the classification problems in business context, there are variable

cost of misclassification for each of the instances in the data set, moreover, there are

some profits for correct classification of each of them. This study aims to bridge this

gap by introducing two approaches to make the classifiers sensitive to the net profit

of each instance.

In the first approach, we modified the prediction error function and made it sensi-

tive to the net profit of each instance and the resulting models were ANN models

which try to keep a trade-off between accuracy and total net profit. These models

have better performance in terms of total net profit comparing with the traditional

ANN model with a little decrease in the accuracy. The importance of these models

is revealed when companies need to have a profit-sensitive model which generates

probabilities (scores) for each of the instances because these probabilities are needed

when companies give offers to customers by considering their scores and profits.

In the second approach, we trained the ANN models with metaheuristic algorithms

when the objective was the total net profit earned by the model. In this approach we

directly take the total net profit into account and the classifier aimed to maximize

it. These models have significantly superior performance in terms of total net profit

comparing with both traditional ANN and the first approach (profit-sensitive ANNs).
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We called these models as ”profit-based” models as their main objective is to max-

imize the total profit function. The resulting models of this approach are the best

candidates for the cases when the objective is to maximize the net profit by taking

action to all of the predicted positive instances because this models’ scores do not

represent the probabilities of belonging to a class for each instance and the normaliza-

tion may be required. For this purpose, the scores of the model have to be calibrated.

This issue can be a disadvantage in churn prediction and direct marketing problems

which would need the probabilities to assign the appropriate actions for each of the

instances. In these cases, profit-sensitive approach can be a better alternative.

The third contribution of this research is the development of an accurate profit of

churn prediction considering the variable effects of the different promotion offers and

customers’ possible reactions regarding these offers. In churn prediction calculating

the profit of the model is more complex than fraud detection and credit scoring be-

cause the total profit depends on the reaction of the customer. We have throughly

analyzed this issue and give the formulation to find the appropriate offers for cus-

tomers considering the budget limit of the company. This formulation maximizes the

total net profit of churn prediction model using each customer’s churn probability and

profitability. Then we have formulated this problem for different policies of promotion

offer selection. In our churn problem the policy was to give fixed promotion offer for

all of the predicted churners and this formulation was not needed to be considered.

However, this approach can be benefited in all of the customer-centric classification

problems when there are probabilities and some profit-based attributes for each of

the customers in the data set.
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