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Assist. Professor Özkan Bebek, Advisor
Department of Mechanical Engineering
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ABSTRACT

Imaging systems can fail to visualize cancerous tissues for proper diagnosis. Needle

based procedures, like biopsies, increase the chances of accurate diagnosis of tumors.

These procedures also have applications in minimally invasive treatments and regional

anesthesia. In recent years, robotic systems have found their way into medical appli-

cations of needle based interventions by increasing the accuracy of these procedures.

Precise needle positioning is critical in such medical applications.

This thesis presents the architecture of a robotic system designed for human biop-

sies. The system includes a 5 DoF parallel robot that can be used in Ultrasound

(US) guided percutaneous needle interventions. US imaging is used as the visual

feedback. The imaging system must be calibrated in 3D space before integrated with

the biopsy robot. A novel method for 3D space calibration using a multipoint cross-

wire phantom is introduced in this dissertation. The calibration process is improved

using wires parallel to the US image plane in order to locate the exact image position

in 3D space. Most of the methods fail to consider the errors caused by this intrinsic

assumption that the plane exists at the midpoint of the US probes base, while probe

holding fixtures can cause minute offsets leading to positional inaccuracies. The final

calibration experiments resulted in accuracy of 0.03 mm RMS error.

Details of real time functionality of the robotic system components working with

spatial and computational synchronization is also presented. The real-time operation

enables the robotic system to perform autonomously. This ability is demonstrated by

tracking a moving target with the needle tip motion with an RMS error of 0.23 mm.
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ÖZETÇE

Görüntüleme sistemleri doğru tanı için kanserli dokuları görselleştirmekte başarısız

olabilirler. Biyopsi gibi iğne tabanlı işlemler, tümörlerin doğru tanı olasılığını artırmak

için kullanılmaktadır. Bu işlemler arasında minimal girişimsel tedaviler ve bölgesel

anestezi uygulamaları da vardır. Son yıllarda, robotik sistemler bu prosedürlerin

doğruluğunu artırarak iğne temelli müdahalelerin tıbbi uygulamalarda kullanılması

arttırmıştır. İğnenin Hassas konumlandırması tıbbi uygulamalarda başarı için önemlidir.

Bu tez, insan biyopsisi için tasarlanmış bir robot sisteminin yapısını açıklamaktadır.

Sistem Ultrason (US) destekli perkütan iğne müdahalelerinde kullanılan bir 5 serbestliğe

sahip paralel robot kapsamaktadır. US görüntüsü görsel dönüt olarak kullanılmaktadır.

Görüntüleme sisteminin biyopsi robotu ile entegre edilmesinden önce 3 boyutlu (3B)

uzayda kalibre edilmesi gerekmektedir. Çoklu çapraz-tel fantom kullanarak 3B uza-

yda kalibrasyon için yeni bir yöntem bu tezde anlatılmaktadır. Kalibrasyon işleminde

tellerin 3B alanda konumunu bulmak için US görüntü düzlemine paralel teller kul-

lanıldı. Diğer yöntemlerin çoğunluğu sondayı tutan fikstür ile oluşan konumsal hatayı

ve US görüntü düzleminin sonda tabanının ortasında varsayılmasıyla oluşan hataları

yok saymaktadır. Nihai kalibrasyon deneyleri 0.03 mm etkin değer hata doğruluğu

ile sonuçlanmıştır.

Konumsal ve zamansal senkronizasyonu yapılmış bileşenler ile çalışan robotik sis-

temin gerçek zamanlı işlevselliğinin detayları da sunulmaktadır. Gerçek zamanlı dene-

tim, robotun özerk sistem olarak çalışmasını sağlamaktadır. Bu kabiliyet, hareketli

iğne ucunu 0.23 mm’lik etkin değer hata ile takip edilerek gösterilmiştir.
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CHAPTER I

INTRODUCTION

Needle biopsies are performed to collect tissue samples from the patients body for

analyses and diagnoses. Biopsies can be used to take samples from a patients mus-

cles, bones and organs like liver and prostrate. According to American Cancer Soci-

ety, Breast cancer is the leading diagnosed cancer in women and second most fatal.

Also prostrate cancer among men is the second most commonly diagnosed cancer

[1]. Imaging technologies like Ultrasound are the primary method to detect tumors

but they provide very little information about the type or stage of cancer that’s why

sometimes needle biopsies are suggested. Physicians and surgeons have to be careful

while taking out samples, as wrong samples can lead to wrong diagnosis. In order to

be sure, physicians normally take multiple samples, which are painful for the patients

and can create post-procedure complications by damaging the healthy tissue. Recent

developments in the robotic technologies have given the courage to introduce robotic

systems in medicine. In percutaneous operations, robotic systems have provided valu-

able improvements in the outcomes. They provide high precision and consistency in

these complex operations.

In the recent years, many autonomous and tele-operated mechanisms have been

developed for needle operations. These autonomous systems contain an imaging sys-

tem for visual feedback and an instrument manipulator robot. Some commonly used

imaging systems are Computed Tomography (CT), Magnetic Resonance (MR) [2],

and Ultrasound (US) technologies. The outputs of these imaging systems are used

to track both the target tissue and the surgical instrument in patients body. Derived

information from the images is a feedback for the robotic manipulator and helps the
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needle to reach its target. On the other hand, in manual operations, the robots help

the surgeons to maintain motion stability in long and tiring operations, and even

surgeons can perform these operations from a remote location.

In the literature, custom robotic systems have been developed for specific tissues

like brain[3], breast[4, 5], kidney [6], lung [7] and prostrate [8, 9] . In addition, there

are systems developed for small animals[10, 11, 12, 13] for medical studies. Common

design purpose of these systems is to reduce the human error and to get the required

accuracy and reliability in the process. A few examples of such systems are given.

Chung et al. [10] developed a 4-DOF mechanism with a five-chain system, Goffin et

al. [11] developed a 6-DOF mechanism for small animal biopsies. The mechanism

used a µCT imager and a stereo camera. While the stereo camera was used for

positioning, µCT images were used for in vivo targeting of the small animals tissue.

Huang [12] developed a biopsy robot for small animals in which the design of the robot

is compatible with MR imaging. In the system the syringe is held by a CASTPRO-II

robotic arm. Due to the highly accurate robotic arm, the positioning accuracy of the

system was 0.05± 0.39 mm (mean±deviation).

Yang [5] built a pneumatically actuated 4 DOF parallel mechanism robot for breast

biopsies. Yangs system uses MR imaging to target the tissue. Biopsies were performed

by the earlier mechanisms designed in the literature, however, Tanaiutchawoot et al.

[4] designed a passive mechanism which holds and helps the needle positioning by

using tissue attributes for breast biopsies. The 5 DOF system uses a real-time vision

based system with markes for positioning. Moon [7] developed a compliant mechanism

in order to correct the needle axis during needle interventions. Also, Moon et al. [14]

designed a second mechanism for the cases where the needle bends due to the skin

stiffness.

Needle interventions have also found their applications in areas other than biop-

sies. They are also being used as treatments and drug delivery mechanisms. Morse

2



et al. [15] have discussed the use of needle intervention as a mean to induce re-

gional anesthesia using nerve blocking. They have also compared the performance of

manual vs. robot assisted operation. Needle interventions are also being used as a

treatment technique called cryosurgery or also known as cryoablation [16, 17, 18]. In

this technique, liquid nitrogen is injected around the cancer affected cells to kill them

by freezing.

During the past few years, Minimally Invasive Surgery (MIS) has also found its

way to popularity among surgical techniques due to the reduced post-surgical recovery

time. In general, MIS procedures require high accuracy due to the restricted end

effector workspace, hence robots are designed to assist in MIS. Kettenbach et al. [19]

also built a biopsy system for MIS. The biopsy robot was tested on gel phantoms that

integrate peas to mimic tumors in tissues.

Among the available imaging techniques, 2D-US imaging devices cost lower than

the other options. A disadvantage of US imaging is its excessive artifacts and low

resolution, which makes needle tip tracking and detection challenging [20]. Kaya and

Bebek [20, 21] proposed a method to detect the needle axis and its tip based on the

Gabor filtering. The proposed method highlights the needle in the US image while

suppressing artifacts. The algorithm estimates the needle insertion angle, and detects

the needle’s tip in real-time.

Özyeğin Biopsy Robot is designed to perform in vivo needle biopsies. OBR is a 5

DOF-robotic system and uses US imaging to detect needles and target tissue. OBR

is designed for multi-purpose biopsy procedures, mostly focusing on the abdominal

region. A target position is given by detecting an anomaly using US device. The robot

can position itself with the desired attitude and the needle insertion is performed by

the robot autonomously. Using a different end effector tool, drug delivery procedures

could also be applied.
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1.1 Thesis Contribution

The work done during this thesis dissertation have led towards the development of

Özyeğin Biopsy Robot, which is a complete robotic biopsy system. This work bridges

the work done by Orhan et al. in [22] and Kaya et al. in [20, 21, 23, 24] to make the

real time autonomous robotic biopsy possible.

The initial work done was published in 17th International Conference on Advanced

Robotics 2015. It presents the calibration scheme of 2D US images in 3D space for

robotic biopsies proposed at an earlier stage [25]. Later improvements have led to the

creation of a novel technique for the calibration process. The work done about the

System Integration and Target Tracking concludes the project with promised results.

1.2 Thesis Outline

This thesis is organized as follows. Chapter I is the basic introduction of the prob-

lem. Chapter II discusses the calibration scheme for the 2D US images with relevant

literature. Chapter III talks about the system components and their integration in

the system architecture for real time operation. Chapter IV is about the controller

design for motion tracking of a target with the biopsy needle. Chapter V presents

the research done on the compliant motion of a robotic arms and uses the pre-built

force-control function of an industrial robot to achieve compliant motion of US probe.

Finally, Chapter VI discusses the conclusion.
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CHAPTER II

CALIBRATION SCHEME

The purpose of the biopsy robot is to reach a target tissue, using Ultrasound image

as visual feedback. A calibration scheme is needed because the biopsy robot has its

own coordinate frame of reference but the information about the target point exists

inside US image. The calibration process gives a transformation to correlate these

two coordinate frames with respect to each other. In this chapter, the crosswire

multi-thread method for the calibration of US images is presented.

2.1 Previous Work in Literature

Ultrasound is a noninvasive imaging technology. While there are other noninvasive

technologies as well, like X-rays and MRI, but US is safer and cheaper to use. US

machines are also smaller and portable hence easy to use and long exposure to US

is not dangerous for the patients. US is capable of imaging tissues and organs in

real time. Smith et. al. in [26] explains the use of US for lesion excision in breast

biopsies and Rifkin et. al. in [27] reports some results of using 2D-US imaging in

liver biopsies. Both conclude the usefulness of US imaging at the clinical setting. In

many clinic cases, US can bring innovative and effective solutions for the procedures.

2D US has its own limitations. It is difficult for a physician to understand the

form of a tissue just from a single 2D US image [28]. That’s why most of the time

physicians sweep the 2D-probe over the area or rotate around the area to get a 3D

sense of the tissue. Hence, 3D US probes have been developed to remedy this problem.

In 3D US machines anatomical structures are directly visualized in 3D volume which

improves diagnostics and decision making. 3D US images can be used to examine

a developing fetus, the brain motion during neurosurgical operations, or to detect
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the size of a tumor [29]. Robotic systems have also been introduced in medicine to

perform US imaging on patients due to their precision and repeatable dexterity [30].

Mercier et. al. in [31] have discussed four main methods which can realize 3D US

images. One of the methods is to use 3D probes that are already in the market. These

probes work on the same principle as 2D probes but instead of having a single array

of US sensors, they contain multiple arrays of sensors taking images simultaneously.

Normally these arrays are spread in radially conical form on the tip, and due to small

space available for the sensors, the resolution is low. In other type of probes, a single

array of sensors is moved inside the probe tip to scan the area and construct a 3D

volume. Radial movement of the sensor array increases the field of view. These probes

are relatively larger and expensive.

Another way to achieve US volume is to traverse US probe using a motorized

mechanism. The US probe is moved through a 3D space taking images on regular

intervals and on a predefined path and a US volume is created using these image slices.

The probe can be moved in linear path where parallel planes are captured from the

3D space [1], or radial paths [32] in which the probe is rotated around a pivot forming

a cylindrical 3D US volume. The method is not complicated but it may result with

less accurate information due to constrained motion of the probe. Usually the probe

is tracked using a motion sensing technique. Some studies also report sensorless

calibration estimation by applying speckle regression to the US images.[33].

In this thesis the freehand calibration technique is used in which the motion of the

probe is not constrained. The data of the position and the orientation of the probe

in 3D space is collected using a motion capture system, which helps determine the

location of the imaging plane and its pixels with respect to the biopsy robot. The

motion of the probe is tracked using either optical type, mechanical contact type, or

magnetic tracking sensors. The freehand calibration technique’s effectiveness depends

on the motion of the probe; however it provides the flexibility of the 3D US probes
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while having no limits on the trackable volume. If the calibration volume is covered

fully with smooth movement of the probe, calibration space will be homogeneous.

Eirik et al. [34] have used the freehand technique to calibrate the US images using

an optical tracking system and a sphere of pre-known dimensions.

This thesis presents calibration using a crosswire multithread phantom. The cal-

ibration phantom design went through two phases. In first phase, the cross wires

in the setup were only in the perpendicular direction of the US image plane which

compromises the accuracy of the measurements in the plane parallel to US image.

In the second phase, the design of the phantom was improved and new threads are

introduced parallel to the US image plane. The effects of these parallel threads on

the accuracy of the calibration process are discussed in the following section. This

calibration process combined with the needle tracking in US images is used to bring

the biopsy robot and the moving needle tip to the same universal coordinate system,

allowing the robot to accurately perform the biopsies. The contribution of the work

done by Kaya et al. [24] on needle tracking in US images is discussed in Chapter IV.

2.2 Construction of the Calibration Phantom

The phantoms used in this study are US compatible coupling materials. Phantom

design is important in calibration process, as we embed objects of known shapes and

dimensions in them and collect US images. Typically phantom is a tissue like soft

material, i.e., gel, silicon, agar or combination of them or it can simply be water.

Objects with known attributes can be embedded to the test phantoms. These geome-

tries can be simple threads or wires passing through the phantom matter; or objects

of known dimensions [35]. In our setup, threads are used in a water tank to make the

calibration phantom.

As stated earlier, the calibration tank went through two design phases. The first

design had 8 threads as the cross-wires which cross the US image plane at an angle.
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Figure 1: Calibration block diagram with marker frames on the US probe {M},
Calibration Tank {T}, US image plane {U} and the crosswires P T

These cross-wire threads originate from one wall of the calibration tank and end at

the opposite wall. A frame of reference is assumed to provide reference to the location

of the threads with respect to the calibration tank. In reality this frame of reference

belongs to the optical marker attached to the calibration tank as shown in Fig. 1.

For calibrating the US image using the cross-wires, the actual cross-sectional po-

sition of the threads at any distance must be known. This location can be found

by a mathematical model as these threads can be represented by lines connecting

two points of known coordinates. This mathematical model of the calibration box

is made in Matlab. In this Matlab model, a virtual image plane is generated which

exists inside the tank. The locations where this plane intersects with each cross-wire
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can be found. Fig. 2 shows the mathematical model of the calibration tank with the

cross-wires and the virtual US image plane. This model gives the location of each

thread inside the image frame in millimeters.

Figure 2: Model of the calibration box with 8 cross-wire threads

To find the solution of the calibration problem, an actual US image is compared

with the mathematical model. The exact position and orientation of the US probe

inside the tank is tracked by a motion tracking system and then sent to the math-

ematical model of the tank. This model returns the locations of the threads at the

given position and orientation of the US prob. This information is used to calibrate
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the corresponding US image which has the thread locations in the units of pixels.

This calibration is the scaling factors to convert units of pixels to millimeters.

Above mentioned calibration technique is prone to some errors due to the assump-

tion that exact location of the US image plane in 3D space is known. In reality it is

not true. The knowledge of the exact location of the image plane is very crucial to

the accuracy of the whole process. In the first phase of the experiments, this location

was assumed as the mechanical offsets between the optical markers’ centers and the

center of the US probe piezoelectric sensor strip. These offsets were found using the

CAD models which is highly unreliable. This problem was solved during the second

design phase.

In the second design of the calibration phantom, two sets of wires are used inside

the water tank. First set of wires are the cross-wires for calibration process, located

relatively higher inside the tank. For these cross-wire threads, the location of the end

points are not symmetric, which means that these threads are woven in the box with

wide crossing angles. This gives us ability to get critically diverse readings for our

method of calibration. Second set of wires, which contains 7 threads, located at a

lower level inside the tank and is used to align the image plane with respect to the

tank. These threads are placed parallel to the plane of US image and will be visible

as a line in the US image instead of a dot. These threads will be referred to as parallel

threads. The mathematical model only uses the cross-wires as only they are used in

cross-sectional calibration. Fig. 1 shows the cross-wire threads as well as the parallel

threads in the CAD model of the tank.

In order to accurately calibrate the location of the image plane on the probe, a

series of images of a thread parallel with the image plane were taken. Each image

was 0.1 mm apart; the probe was moved by KUKA Agilus Industrial Robot with high

accuracy. The distances in real world coordinates were recorded by Optical Tracking

Motion Capture devices. This procedure will be explained in details in Section 2.6.
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2.3 Selection of Tracking System

There are four main methods used to track the motion of the components of the

system. The first method used is mechanical method in which the probe is attached

to a robotic manipulator. The location and orientation of the probe is found by

solving the joint angles of the manipulator arm, but the problem is it can only give

the information of the probe and not the calibration tank, which is a crucial part for

calibration. Acoustic sensors are also used to locate the probe using “Time of Flight”

to measure the distance between marker and the transducer. As this system uses

sound as a medium so the results get affected by the atmosphere.

The most accurate methods are optical tracking and electromagnetic tracking.

Zhang et al. [36] and Prager et al. [37] have performed the calibration process using

electromagnetic tracking and reported RMS error of 0.4 mm to 1.22 mm. Optical

tracking system is the most commonly used method for tracking purposes [38, 39, 40].

The calibration process in this thesis used the motion capture system Opti-Track

developed by Natural Point. This system outputs the 3 positional coordinates and 3

rotation angles of a rigid body in a 3D space. This 3D space or effective volume is

created once in the start when the system is calibrated in one fixed location. A frame

is attached to the rigid body when multiple numbers of reflecting spheres are selected

as one rigid body. This frame is initially aligned with world frame of the system and

gives the angular rotations with respect to this fixed frame. The origin of this frame

is placed at the centroid of the rigid body shape.

2.4 Calibration of Scaling Matrix

Matrix transformation representing the Calibration provides the location of the US

image pixels in the real-world coordinate system. Optical markers are attached on the

calibration tank and on the US probe to collect position and orientation continually.
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The tracking system’s reference frame is accepted as the world coordinate system.

Fig. 1 depicts the proposed experimental setup. In this figure, {W} represents

the reference frame of the real time vision based system which is used as the world

coordinate system. {M} represents the coordinate frame attached to US probe, and

{T} the frame attached to the calibration tank. A homogeneous transformation with

respect to the world coordinates can be written for each frame. In our notation the

base frame will be in the superscript. TW
M represents the marker attached to the US

probe with respect to the world coordinate frame, and TW
T represents the calibration

tank marker with respect to the world frame of reference.

The images recorded by the US device, have also a reference frame represented

by {U}. The origin of this frame is the center of the US Probe’s sensor array, which

coincides with the top center of the US image. The transformation of {U} (im-

age) with respect to {M} (probe) can be found by measuring the distances. These

dimensions can be either obtained from the CAD models of the system, or can be

obtained using the parallel threads of the modified calibration tank during the second

phase mentioned earlier. The comparison of the results from both phases is given in

Section 2.7.

The calibration tank is made out of clear plexi glass and the holes were machined

with a CNC milling machine with 3µm accuracy, ensuring accurate dimensions. An

optical marker tool is attached to the tank’s front wall {T} as shown in Figure 1.

The position of the threads are referenced to this frame of reference in the model.

A transformation matrix to specify coordinates of the threads that are detected

in the US image plane in the world coordinate frame is constructed. Hence, S is the

scaling matrix that contains the scaling factor to convert the pixels to millimeters.

Eq. 1 shows the relation between the points in both planes through the scaling

matrix S.
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pU = STU
T p

T (1)

where pU are the 2x1 vectors representing the 2D locations of threads in US image

plane and pT represent the locations of threads in calibration tanks frame of reference.

pU has unit in terms of pixels and pT has the units in millimeters.

Coordinates of the threads in the US image plane are calculated using the US

probe’s (TW
M ) and the tank’s (TW

T ) positions. TU
T is found by the following matrix

multiplication.

TU
T = TU

MT
M
W TW

T (2)

where TU
M is the inverse homogeneous of TM

U and TM
W is the inverse homogeneous of

TW
M .

The homogeneous transformation TU
T has 6 unique values to be determined; x, y

and z are the position values and can be found in the fourth column of the homo-

geneous transformation matrix. α, β and γ are the euler angles and can be found

by the reverse mapping of the rotation matrix taken out from homogeneous transfor-

mation matrix. The scaling matrix has 2 unique values to be determined, sx and sy

represent the image scaling in the x and y coordinates of the image plane. In total,

8 parameters for the calibration has to be solved.

f(α, β, γ, x, y, z, sx, sy) = STU
MT

M
W TW

T pT (3)

where

S =

[
sx 0 0 0

0 sy 0 0

]
. (4)

These parameters can be determined by applying the least squares estimation on

the collected image data.
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Figure 3: (a) US image for the given probe position in the calibration tank. (b)
Processed image showing automatically detected thread locations. (c) Thread coor-
dinates from the model for a given position of US Probe.

min
n∑

i=1

||fi(α, β, γ, x, y, z, sx, sy)− PU
i ||2 (5)

The final value of the calibration matrix is found by taking the mean over a set of

images. Fig. 3 shows an actual ultrasound image and a corresponding thread location

plot based on the location of the US probe. Fig 3(a) is the US image recorded at a

distance in the tank; Fig 3(b) is the processed image which is segmented in Matlab’s

normalized cross correlation function [ normxcorr2.m ]. Segmented blobs in the

image represent the thread locations in the tank, and blob centers give the location

of the threads in pixels. Fig 3(c) is the location of the threads with respect to US

probe calculated by the mathematical model of the calibration box.

2.5 Experimental Setup

In order to move the US probe in space with 6 DoFs, an industrial manipulator is

used. Kuka KR6 R900 (KR Agilus) is the robot that we used and it is capable of

moving with 6 DoFs with a minimum step size of 0.1 mm and 0.1◦ with ±0.03mm

repeatability. The US probe is held in a CNC machined holder, which is padded

with foam to prevent damage to the probe. This holder will keep the probe in steady

position during the experiments.
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Figure 4: US Probe attached to a KUKA KR 6 R900 Sixx while the optical marker
data is collected from the water filled calibration tank. A deep calibration tank is
used to eliminate the reverberation noise.

GE Logic P5 Ultrasound machine was used to collect data during the experiments.

The US machine is connected to the system through Euresys Picolo HD 3G Frame

Grabber Card [41]. It streams a video feed at the rate of 15 frames per second.

The Optical Tracking system uses 6 infrared cameras to track the optical markers.

Natural Point’s proprietary software, Motive [42], is responsible for getting feeds from

the cameras and send the position and orientation data to Matlab. The software can

provide data update rate of up to 120 Hz with an RMS error of less than 1 mm. Fig.

4. shows the experimental setup in which US probe is scanning the phantom tank

15



with the threads. The optical markers of the tank and the probe can also be seen in

the Fig. 4.

The Robot manipulator arm is controlled from the computer which is also receiving

the US images from the machine. The calibration program, when started, moves

the Kuka arm with 0.1 mm step size to sweep the calibration tank. On each step,

the US image is stored in the memory with corresponding values of the rigid body

coordinates. This data can be later processed using the given equations to find the

calibration matrix. For these experiments, 400 images were taken sweeping 4cm for

5 different sets of data each.

Figure 5: US Image taken in first design of tank (left) vs US Image taken in second
design of tank (right). Reverberations are eliminated.

The first version of the calibration box had 20cm of depth which caused noisy im-

ages due to reverberation [43]. The second modified design has a depth of 35cm which

eliminated these reverberation artifacts. The images are processed using normalized

cross correlation matching algorithm to extract the thread pixels. Fig. 5 shows the

US image taken in the second calibration tank and compared to the image taken in

the first design of calibration tank. Image on right is quite clear and noiseless. In the
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first version cotton threads were used while the second version uses fishing wire. The

calibration tank is filled with deionized water.

2.6 Locating the US Image Plane

As previously mentioned, the offsets in mechanical fixture of the US probe were

calculated from the 3D models. There is a great chance of error as the dimensions

of the parts were taken manually. Also the exact location of the image plane on the

probes US sensor is not certain. Intuitively it can be understood that this information

has great effect on the accuracy of the whole setup because Matlab calculates the

thread locations from the mathematical model of the box at precise locations. Fig. 6

shows the modified calibration tank with parallel threads.

Figure 6: Modified calibration tank with parallel threads.

Fig. 7 proposes a way to find the location of US image plane with respect to

calibration tanks coordinate frame. In the second design of the calibration tank,

parallel threads are introduced. These threads are visible as a line in the image

instead of a dot. These thread are at known positions in the tank and are precisely
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placed with holes drilled with CNC machine. In order to accurately calibrate the

location of image plane on the probe, a series of images were taken of a thread

parallel with the image plane. Each image was 0.125 mm apart, the probe was moved

by KUKA Agilus Industrial Robot with high accuracy. The distances in real world

coordinates were recorded by Optical Tracking Motion Capture devices.

Figure 7: Proposed way to find the location of the US image plane.

The distance of the image plane from the optical marker of the probe is found

by processing these images. The thread would slowly start to appear in the images

and peak the intensity when right on the image plane and again start to fade. The

intensity value of this thread is plotted against the distance of US probe from the

water tank’s optical marker as shown in Fig. 8.

The result was as expected, the intensity of thread starts to increase, reach a

peak and declines again until the thread is vanished completely. These readings were
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taken for different threads in the tank. The distance corresponding to the peak of this

plot should represent the distance of the US image plane but the values show some

deviation around the mean value over multiple experiments. It can happen due to

the vibrations from the robotic arm or changes in apparatus offsets between different

experiments. This problem can be solved as shown in Fig. 8, which shows a Gaussian

curve was fitted to the data. Fig. 9 shows that the median of the Gaussian gives

a better approximation with less deviation from the mean value. The mean results

from both maximum peak value and the median of Gaussian converge to same value

for larger number of calibration data. The mean of maximum peak was 36.68 mm

while mean of medians was 36.71 mm. The value used before was 35.21 mm. The

mean result from the Gaussian fit was used for the calibration process because of it

small standard deviation over multiple experiments.

Figure 8: Plot of Thread Intensity in US image vs. distance of probe from the tank.

From Fig. 8, the actual location of the thread with respect to optical marker of

the tank T is known. Location of the US probe U is also known from the optical

tracking system. We can subtract the two distances to find the actual distance of US
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image plane from the US probe marker as shown in Fig. 7. This calibration process is

now robust to offsets caused by physical design of the probe holder mechanism. The

calibrations are used directly in the transformation matrices of the whole system to

calibrate the space in all three dimensions.

Figure 9: Results of Parallel Thread Experiments with their Mean values

2.7 Results and Validation

By using KUKA manipulator’s dexterity, image values were taken from various loca-

tions at different attitudes. An image processing algorithm detects the threads with

known positions as dots in the image, and by cross correlation it compares the posi-

tions with the MATLAB model. Table presents the results of the experiments. sx and

sy are the scaling factors that scale pixels to millimeters. 5 groups with each having

400 images were used to perform the calibration process. Table. 1 shows the results

of calibration for three different values of the US plane location. CAD represents

the distance found from physical design as discussed in the first design phase, while
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Maximum Peak and the Gaussian are found with the help of parallel threads from

the second design phase.

Figure 10: Validation Block: US image (left), and the block’s image in the water
tank (right).

The scaling factors have units of pixels/mm and they convert the robot coordinates

from millimeters to pixels. The validation of this calibration is required and can be

performed by any of the four main methods described in [36]. This study used the

first method, in which the RMS of calibration is calculated. Another way to check

for the accuracy of the calibration is to find the dimensions of a known 2D object.

Fig. 10 shows a rectangular block and its US image. The length of the side visible

in the US image is known to us. The calibration process is validated by finding the

distance between the corners as shown in the figure and comparing it with the actual

dimension. Table. 1 also shows the RMS error of all three calibration processes.

It is clear that the calibration with the parallel threads and Gaussian fit have the

minimum RMS error hence the best results.
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Table 1: Results of calibration with 5 groups of 400 images

Distance of
Parallel Thread

Scaling Factor
sx

Scaling Factor
sy

RMS
sx

RMS
sy

Validation RMS
error (mm)

CAD 6.40 5.71 0.94 0.83 0.17
Max Peak 6.40 5.69 0.94 0.82 0.08
Gaussian 6.40 5.68 0.93 0.82 0.03

22



CHAPTER III

SYSTEM ARCHITECTURE

Architecture is the backbone of any complex system. It is the base that defines how a

system is divided into subsystems and how they communicate each other to execute

tasks. Just like any complex system, architecture is also important in the design of

any robotic system such as robotic needle placement system in [44]. The right choice

of architecture can lead to meeting system requirements and smooth implementation

while a bad choice can cause frustrating problems in the development and can also

cause restrictions. [45]

Robotic systems, especially real-time systems, interact with a dynamic environ-

ment and have physical components. That’s why they require more care when design-

ing as compared to a software system. Mostly systems are designed as a Hierarchical

System [46] or a Behavioral System [47] or Hybrid of both [48, 49]. The system ar-

chitecture adopted for OBR is Hybrid type because it has many subsystems working

as independent modules, but controlled by a Master module. All the subsystems or

system components are connected as a client-server dependency via UDP networking.

The modularity of the system gives it flexibility and more security as each module

can be programmed to handle exceptions independently.

In this chapter, each component of the system is discussed as a module and later

system integration is presented.

3.1 System Components

OBR is developed to perform needle biopsies on human subjects. Ozyegin Biopsy

Robot (OBR) is a 5 degree of freedom robot. In order to make it possible for the

OBR to perform autonomous biopsies, other machines and sensors work together with
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OBR to make a whole system. Each component has a function of either an actuator

or a sensor in the system. Fig. 11 shows the data flow diagram of the robotic biopsy

system. It is shown in the figure how the data is flowing between different components

of the system.

Figure 11: Data Flow Diagram

The workstation used in the project as the main CPU has Intel R© Xeon R© CPU E5-

2620 2.00 GHz Dual Processor with 16 GB RAM. The workstation has two Ethernet

ports, one of which connects to the Optitrack system and the other one connects to

Kuka or UR3 for TCP/IP communications. Optitrack motion capture system is used

to track the motion of OBR and the Ultrasound probe in real-time. It uses optical

markers and 6 Infrared cameras to track the motion with 6 degrees of freedom. This

motion capturing system is also used to calibrate the 2D US images in 3D space which

is discussed in detail in chapter II. Kuka and UR3 are robotic arms and are used to

manipulate the US probe over in 3D space or move a target phantom alternatively.

The ultrasound machine is used to get the visual feedback for the needle interven-

tions. US machine has the capability to stream the visual data to an external system.
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Euresys Picolo Frame Grabber is used to read the video stream, which makes it avail-

able in the Matlab. OBR has two way communications with the CPU through the

Quanser Q8 DAQ Board. This board reads the encoders from the motors and sends

the actuator efforts from the controller to the motors as voltages. Each of the system

components are discussed in detail below.

3.1.1 OptiTrack Motion Capture

It is shown in the Fig. 11 that how all the parts of the project are communicating

with each other and are physically connected. It is also important that all the system

components are aware of the physical position of each other to function autonomously

and reliably. The motion capture system is used to track the motion of all the moving

parts of the project in 3D space. The US probe is attached to Kuka robot’s end effector

and OBR is expected to perform biopsy on a target point. The US image and the

biopsy robot have to be referenced with respect to one common frame of reference in

order to get the location of the target point in OBRs frame of reference.

Figure 12: Rigidbody with Optical Markers. Image courtesy of NDI Digital

Optical markers are placed on the OBR base frame, US probe and the needle

mechanism. These markers form rigid bodies in the Optitrack Software as shown

in the Figure. 12. The reflective spheres are called optical markers. The software
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attaches coordinate frames to each of the rigid bodies and streams the position and

orientation of each rigid body to Matlab. Matlab code acquires this information

and finds the transformation matrices. These transformation matrices are discussed

in detail in chapter II. The new updated software Motive [42], from Natural Point,

has reduced RMS error as compared to previous version and has option to solve

transformations which saves time on Matlabs side of computations.

3.1.2 Ultraosund Machine

In the experiments, a GE LOGIQ P5 2D US machine and a GE 11L linear 2D US

probe were used to acquire images. EURESYS PICOLO HD 3G frame grabber is

used for data acquisition purposes. US machine sends the video of its screen at the

rate of 15 frames per second. These frames contain unnecessary information which

is cropped out and only the US image plane is left for processing. An application is

programmed to trigger the video stream to acquire the most recent frame when its

ready to process new frame.

Figure 13: Kuka KR6 R900 sixx. Image courtesy of Kuka Robotics
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3.1.3 Kuka KR6 R900

KUKA KR 6 R900 sixx is a 6 degree of freedom industrial robotic manipulator.

The robot can move in 3D space with minimum step size of 0.1mm translation and

0.1 rotation with less than ±0.03mm repeatability. Kuka runs on its controller called

KRC (Kuka Robot Controller) which can communicate to an external computer using

the TCP/IP protocol. Kuka used in this study can be seen in Figure. 13.

KRC sends an XML file every 12ms to the CPU containing the information about

the joint angles and currents and a time stamp. A python application server.py

receives this data through a UDP socket. The time stamp and relevant data is

extracted out of the XML file. server.py also sends back a formatted XML file

containing the desired values for Kukas joints or end effector to the KRC. The sent

message must contain the time stamp of most recent received file. server.py also opens

a UDP port to listen the desired commands from a third program which can be Matlab

or Simulink or any other software capable of UDP communications. Figure. 14 shows

the Simulink model that gets six values as input, 3 positions and 3 orientation, and

send them in proper format to the server.py. The server.py application is given in

Appendix A.

Figure 14: Kuka Communication block in Matlab Simulink
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3.1.4 Universal Robots UR3

Just like Kuka, UR3 is also a 6 degree of freedom industrial arm. UR3 is a small

robot as compared to Kuka with a payload of 3 Kg. Its intended use in the project is

to manipulate the Ultrasound probe because UR3 can be mounted on the work table

due to its small size. UR3 is a collaborative robot and comes with built in force mode

control for compliant applications. UR3 runs on its controller called URControl. It

can also communicate to an external computer using the TCP/IP protocol similar to

Kuka Robot. Universal Robots come with an API which contains all the functional

commands of the robot. These commands can be sent to the robot in plain text over

an UDP port.

Figure 15: Universal Robots UR3. Image courtesy of Universal Robots

3.1.5 Ozyegin Biopsy Robot

OBR is a 5 DoF robot designed and developed at Ozu Robotics Lab. The robot has

two stages each consisting of a parallel link mechanism with 2 DoF, front stage and

back stage as shown in Figure 16. Back stage has an extra rotation at its base giving

it 3rd DoF. So there are total 5 DC geared Motors with encoder feedbacks. Quanser

Q8 is used as data acquisition board. It reads the values of the encoders and applies
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voltage to the motors at 500 Hz. The controller for OBR is developed using Simulink

according to the control law discussed in [22].

Figure 16: Özyeğin Biopsy Robot (OBR)

The OBR controller in Simulink runs parallel to the other parts of the system. It

initializes the robot by first calibrating the encoder positions and taking the robot to

the home position. At this point the robot is ready to take the needle tip position and

insertion angle corrections from an input device or a UDP socket. A snippet from

the simulink model is shown in the Figure 17. OBR IK is the inverse kinematics

of OBR and it takes the correction commands and send correspond joint commands

to the OBR motor controllers. The corrections are sent as relative increments or

decrements. The function block are processing the commands received from either

the UDP port or the Game Controller. The buttons on the Game Controller are

used to select between which commands to enable while the Joy Stick on the Game

Controller is used to manipulate the needle manually.
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Figure 17: Simulink Model for Manual Control or Control through UDP for Özyeğin
Biopsy Robot

3.2 System Integration

In the previous section the system components are discussed separately and how they

are functioning in the system. This section discusses how all the components are

integrated together in the system and are running in parallel.

Optitrack motion capture runs on a proprietary software called Motive. The

cameras are calibrated in the software using a calibration wand, and then the rigid

bodies are created from the optical markers. Once the software starts tracking the

rigid bodies, the data streaming is enabled to stream the tracking data in real time to

the local or external host. This data can be listened through opening a UDP socket

in Matlab.

The python application server.py application is started. This piece of code opens

two UDP sockets, one to communicate with the KRC through Ethernet port and the

other one to receive correction values from another program. As mentioned in earlier

sections about server.py, it is programmed to receive from KRC every 12ms and then

send back the reply with the corrections inside. If the KRC does not receive the reply,
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Figure 18: Control Flow Diagram

it pings for 100 times and then the communication is lost. Thats why server.py is

programmed to transmit zeroes as default correction values whenever the external

program is not available. It allows it to run in parallel to a program at different

frequency of data rates and stay idle while waiting for it to initialize. A similar piece

of code is also generated for UR3 with these functionalities.

When the Kuka/UR3 robot and the motion tracking are ready, biopsy robots

controller is ran in the Simulink. It has the same mechanism of listening to a UDP

socket for correction values from an external program. The controller first finds the

joint angles of all the links from the Inverse Kinematics and then Calculated Torque

Controller combined with PD Controller computes the motor currents.

Once all the subsystems are open and running, we need one main file, hence-

forth called as Main Module, which will behave as the Master Program and control
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the operation of these components and implement the control algorithms for the au-

tonomous needle biopsies. This main module can be programmed in any language or

software with UDP support. In this study, Main Module is developed in both Matlab

and C++. The control flow diagram of this Main Module is shown in Fig. 18.

After initializing, Main Module connects to the UDP sockets that are opened

for communicating with Motive, OBR and server.py. In order to run the main at

a constant rate, a timer interrupt is initialized which will trigger the main loop at

constant intervals of time. The frequency of this timer is set manually and depends

on the processing time taken to complete one cycle. Once the timer is triggered, first

of all the tracking data is received and transformations are calculated. After that

the US video object is triggered to get the latest frame and this frame is processed

to find the location of the target point using the calibration factors found in chapter

II. At this point the information from both these sensory inputs is used to generate

the corresponding correction values for both OBR and Kuka/UR3 and transmitted

through the respective sockets. And then the program waits here for the next trigger

of the timer.

On average one loop of instructions between timer-callbacks take 0.1 seconds mak-

ing 10 loops per second as the maximum frequency of execution. In order to achieve

more efficiency, image processing algorithms are implemented in a separate C++

code with OpenCV Library. By doing this, computational time was decreased on the

Matlab’s side allowing the program to run at 15 Hz hence utilizing the full capacity

of US machine.
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CHAPTER IV

MOTION COMPENSATION

One of the targets of this study was to make an autonomous robotic biopsy system.

In order to be autonomous, the system must be able to interact with its environment

and behave accordingly. The level of autonomy can vary for different systems and

may depend on many factor like task complexity, environment dynamics and human

supervisor dependency [50]. Any autonomous system must be able to detect any

change in the parameters it controls through a feedback and react to the change. In

our case, the needle must reach a target tissue which is a dynamic environment due to

constantly changing position. US imaging provides the visual feedback. This chapter

discusses about the motion compensation between the moving target and the needle

tip position.

OBR is designed to perform biopsies in the abdominal regions. The organs inside

the patient’s body move due to respiratory or voluntarily movements of the patient.

A tumorous tissue can also move from its place due to US probe pressure on skin and

needle insertion. Vishnu et al. [51] solved the problem by stabilizing the breast with

external actuators in order to align tumor with needle path. Their study shows how

needle insertion interact with the tissues changes the location of the target. external

pressure is applied to re-align the target with the needle path. But this technique

can cause damage to healthy tissues.

This study suggests a method in which the robot moves the needle with the moving

target in order to cancel the relative motion. Sharma et al. [52] and Schwiekard et

al. [53] have concluded in their studies that motion compensation of a respiratory

motion is achievable. Riviere et al. [54] presented an adaptive controller which was

33



able to model and predict the breathing motion of a target during needle interventions.

Trejos et al. [55] discussed about the ability of a platform which allowed the surgeon

to perform tasks on a motion-cancelled target.

In this chapter, two different control techniques to track a moving target are

presented. One is a simple PD controller and the other is Receding Horizon Model

Predictive Control [56] (or simply called Model Predictive Control (MPC)) . The

second technique utilizes the known model of the breathing motion which will be

discussed in the Section 4.2.

4.1 Moving Target

In order to develop a controller for motion compensation, a moving target is needed.

In our study a water tank was used as a phantom with a robotic arm moving a target

object. A 20x20 mm piece of rubber was used as the target because its appearance

in US image was good for segmentation algorithm. This piece of rubber is attached

at the end of Kuka robotic arm with an extension rod and it can be moved with any

given reference signal. Figure. 19 shows the real target and the US image of the

target and the needle being tracked by the image processing software.

Figure 19: Rubber Target and needle in US image. Rubber Target attached to the
extension rod at the end effector of Kuka

Reference signal for the target motion to Kuka is sent from the external system and

runs outside of the main OBR system loop. That’s why OBR system does not have
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any information about the motion except from the visual feedback. The following

sections shows how the breathing motion is estimated to generate a reference signal

for tracking purposes.

4.2 Breathing Motion Model

Breathing patterns can change person to person, and even in different conditions of

a same person. The body deformity due to breathing depends on body type and

breathing type. Different parts of abdomen and chest deform as we breathe. The

deformity is not only external, internal organs move with different patterns due to

breathing. This breathing pattern can be modelled and this information can be used

to improve the tracking performance.

Figure 20: Optical markers placed on human body: (a) Optical Marker Placement.
(b) Optical Markers in Motive Software

There are many ways suggested in literature to record breathing data of a human

subject. This study used the motion tracking system to record the motion of 9

different points on the chest and abdomen of human subjects. Optical markers were

placed on 9 different points on the subjects front as shown in Figure 20. The subjects

were asked to lie down on a flat table and breathe calmly. The point with most

complicated motion and higher amplitude was chosen to model the breathing motion.
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Figure 21: Amplitude Spectrum of Breathing Data

Figure 22: Breathing Motion Model vs Actual Data

The breathing motion is modelled by taking the Fourier Transform of the recorded

data. Figure 21 shows the amplitude spectrum of the recorded breathing motion data.

It can be seen that the spectrum has two peaks at 0.2 Hz and 0.3 Hz. The breathing

motion can be approximated using these two frequencies as shown in Eq. 6. Breathing

modelled data and the actual breathing can be seen in Figure. 22.

8 sin(2π(0.2)t) + 1.5 sin(2π(0.3)t) (6)
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4.3 PD Controller

The purpose of tracking a target tissue is to cancel the relative motion between target

and the needle tip to perform accurate biopsies. It would be naive to assume a target

tissue to be stationary while performing biopsies on a patient. So a controller is needed

to control the motion of the needle tip and track the path followed by the target tissue.

One of the simplest controllers that can be used in this situation is a PID controller.

The feedback of both the needle tip and the target from the US imaging is available,

also shown in Figure 19. The image processing algorithm developed in [24] is used to

get the position of both needle tip and moving target in real time. This algorithm

is developed in C++ using OpenCV for maximum frames per second capacity. The

error between the position of target and the needle tip is sent to the OBR controller

via UDP connection in real time which than uses it to generate command signals for

the OBR to reach the targets position using PD controller. The Integral parameter

was not used so it is simply a PD controller. The control flow of the system is showed

in Figure. 23.

Figure 23: Motion Compensation with PD Control

For the first 14 seconds, all the links of the OBR go to an initial position whose

angle is known. The values of the encoders are noted and the encoder offsets are cor-

rected. This is called encoder calibration process [22]. The motor commands for the

duration of calibration are calculated offline and stored in Encoder Calibration data
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matrices. A clock switch switches the command control between the PD controller

and the encoder calibration values at 14 seconds of running time.

The algorithm is tested at frequencies of 0.2 Hz to 1 Hz and peak to peak am-

plitudes of 1 cm to 3 cm. Figure 24 shows the tracking of a target motion with 0.2

Hz and 1 cm amplitude. The motion was at an angle hence it was 2 dimensional. It

shows plots for both X and Y direction.

Figure 24: Motion Tracking with PD Control

The RMS errors are 0.81 mm and 0.42 mm for Y and X direction respectively.

The reason for this high RMS error is processing time of images between the updates

to the controller effort. This is also one of the reasons this controller is not suitable

for higher frequencies. Sensor delay, which is discussed in the following section is also

contributing to introduce lag in tracking.

4.4 Sensor Time Delay - US Imaging Latency

All the sensors have some intrinsic latency in them which is the time delay between

the actual event and the time when sensor reports the event. In motion compensation

application of OBR, US Imaging is our feedback system. The Ultrasound machine

takes some time to process the information received from the piezoelectric sensors
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in the sensor array. Once a frame of US image is created in US machine, it is than

transmitted to the main computer using VGA cable and Frame Grabber card.

All these processes take some time to execute in reality. Ignoring this time delay

can cause large tracking errors as the target will move to a new position by the time

current US image will be registered by the main computer. An experiment is designed

to measure the sensor delay and incorporate it in our control scheme.

The needle tip of OBR is controlled with a joystick and moved randomly. US

imaging is used to record the motion of the needle. Both of the events are time

stamped using a same universal clock. The commands to OBR are stored with a time

stamp right before sent to the robot after all the processing. The time stamp for US

image is used right when a new frame is triggered before performing any processing.

In this way, the computational delays of Matlab are eliminated and the offset between

two sets of data should purely be because of US machines processing time. Fig. 25

shows the plots of both data sets. The delay between the two signals is clearly visible

and calculated to be 150 ms.

Figure 25: US Imaging Latency
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4.5 Receding Horizon Model Predictive Control

The results of tracking from feedback control were promising and below the acceptable

error of 1 mm RMS. But this controller is expected to cross this safe limit of error on

higher frequency of target motion. OBR is designed to have the capability of tracking

a target moving with 2 Hz frequency and 10 mm amplitude. Also the sensor latency

found in the previous section introduces a phase lag in the tracking. Design of a

new controller is needed which can handle these problems. This section presents the

design of a Model Predictive Control (MPC) [56] which utilizes the information of

breathing model and sensor delays to optimize tracking problem.

Model Predictive Control optimizes the current state of the system taking the

future states in account. A number of samples, for instance N , are selected as a

design parameter, also called as Horizon, and the current state of the system is

optimized over this Time-Horizon. The current state is optimized over [k, k + N ]

samples, k being the current sample, but only the current position is implemented.

For the next position in time, the horizon is moved forward and the state is optimized

over [k+1, k+N+1]. This gives this technique the name of Receding Horizon Model

Predictive Control (RHMPC) [57]. The length of the horizon is finite for periodic

systems. The breathing model is a periodic signal hence one cycle can be used as

Feedforward signal for the next cycle.

RHMPC is an iterative and multivariable process which uses the dynamic model

of the system, history of previous control efforts and an optimization cost function

over the length of horizon. The dynamic model of each joint of OBR is available as

calculated during the system identification presented by Orhan et al. in [22].

x[k + 1] = Φx[k] + Γu[k] (7)

y[k] = Hx[k] (8)
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Using the breathing model of previous cycle for prediction, a cost function can be

defined and an Optimal Control can be designed to minimize the cost function.

J [k] =

k0+T∑
k=k0

((
x[k]− xest[k])TQ

(
x[k]− xest[k]) + uT [k]Ru(k)

)
(9)

xest = Lyest (10)

L = HT (HHT )−1 (11)

Q = (I − LH)TQ1(I − LH) +HTQ2H (12)

The optimal tracking problem goal is to find optimal control u for the system that

will minimize the given cost function in Eq. 9. This will result in y tracking the signal

yest. Q, Q1 and Q2 are non-negative definite symmetric matrices and R is a positive

definite symmetric matrix. When solved as Optimal Feedback Regulator [58, 59], the

solution to this control problem becomes as follows:

u[k] = −
(
ΓTS[k + 1]Γ + R

)−1

ΓT
(
S[k + 1]Φx[k] + M[k + 1]

)
(13)

Here, S and M are iterative equations:

S[k] = ΦT
(
S[k + 1]− S[k + 1]Γ(ΓTS[k + 1]Γ + R)−1ΓTS[k + 1]

)
Φ + Q (14)

M[k] =
(
ΦT + KT [k]ΓT

)
M[k + 1]−QLyest[k] (15)

and K:

K[k] = −
(
ΓTS[k + 1]Γ + R

)−1

ΓTS[k + 1]Φ . (16)

The resulting control algorithm is composed of feedback and feedforward parts

which are identified, respectively, as follows:
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u
fb

[k] = −
(
ΓTS[k + 1]Γ + R

)−1

ΓT S[k + 1]Φx[k] (17)

u
ff

[k] = −
(
ΓTS[k + 1]Γ + R

)−1

ΓT M[k + 1] (18)

such that:

u[k] = u
fb

[k] + u
ff

[k] . (19)

Implementation: The breathing motion model found in Section 4.2 is used as the

reference signal for the RHMPC. The same target object used in the PD tracking is

used for RHMPC tracking. Kuka is programmed to follow the trajectory of modelled

data. Same signal is fed to the RHMPC as well to control the needle tip motion. In

order to synchronize both signals, phase difference must be calculated.

Figure 26: Timeline of Phase Offset detection

As mentioned earlier, OBR follows a predefined trajectory for the first 14 seconds.

In this time the encoders are being calibrated and no control algorithm is enabled.

This time can be utilized to find the phase offset of the target motion and added to

the input signal of RHMPC. Another thread of Matlab is started in parallel to the
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OBR controller. This thread waits for an enabling signal from the OBR controller

in order to synchronize the clock. Figure 26 shows how the phase is calculated and

added to the input signal.

Figure 27: Control Flow of RHMPC

At time zero, the data of target motion starts to get stored. The data is stored for

10 seconds which is enough to get two complete waves of the lowest frequency tried

with maximum amplitude which is 0.2 Hz. At this point, a sinusoidal function can be

fitted to the recorded data using least square fit. From this fit, the phase of the target

motion can be found. The mean position of target motion to align the needle tip with

it can also be found. This information is than shared with the OBR controller using

a UDP connection before the 14 second mark hits. Hence at 14 seconds, the input

signal phase to the RHMPC is corrected and it starts to track the target perfectly.

Figure 27 shows the control flow of RHMPC with phase correction.

The Kuka robot is programmed to move the target in a sinusoidal pattern. The

algorithm is tested at frequencies of 0.2 Hz to 1 Hz and peak to peak amplitudes of

1 cm to 3 cm. Figure 28 shows the tracking of a target motion with 1 Hz and 1 cm

amplitude with an RMS error of 0.2673 mm.
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Figure 28: RHMPC Target Tracking

4.6 Comparison of RHMPC with PD

It can be seen that the RMS error of PD controller for motion compensation is

quite higher as compared to RHMPC but within the acceptable value of 1 mm.

RHMPC was able to overcome the problems faced by a typical PID controller and

provided more stability and reliability with RMS less than 1 mm. Figure 29 shows

the comparison of the errors of these tracking control solutions. It can clearly be seen

that the errors in case of RHMPC are contained well under the safe value of 1 mm

with mean very close to zero which indicates perfect phase synchronization. On the

other hand PD controller has a constant lag while tracking which causes the mean of

error to move away from the zero value.
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Figure 29: Tracking results of RHMPC and PD Controller
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CHAPTER V

CONCLUSION

This thesis presented design and implementation of the architecture of a robotic

system for autonomous biopsy procedures. The robotic system is designed to perform

biopsies on a phantom with a moving target. It is capable of tracking the motion of

a target by keeping the relative motion between it and needle tip as close to zero.

This task is also referred as motion compensation. The system was tested to perform

biopsy on a target which was moving at 1 Hz frequency and 10 mm amplitude.

In order to design the controller of OBR to perform tracking tasks, a visual feed-

back is needed. Ultrasound imaging provides a safe, cheap and reliable visual feedback

solution. A calibration process of US images is needed to convert pixels to millime-

ters. A novel technique of calibration was proposed, using a calibration tank with

crosswire threads and also parallel threads. The proposed calibration process has

RMS error of 0.03 mm.

US images with the validation block were taken at different angles in order to

validate the calibration process. These validation results were found to be within

0.1 mm of actual dimensions of the validation block on average. The accuracy of

the calibration process largely depends on the motion tracking system, which has an

RMS error of 0.1 mm to 1 mm depending on the careful placement of cameras. The

current calibration scheme serves the purpose for this project and is only limited by

the capabilities of external sensors like US machine and motion tracking system.

Özyeğin Biopsy Robot’s system architecture is designed in a way that all the

system components exist as modules and one Master program controls the execution
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of tasks. The Master program is connected with the subsystem modules over a client-

server dependency via UDP networking. The subsystems have have ability to run

independently in case of Master failure which makes the system secure and flexible.

In order to track a moving target, both Feedback and Feedforward controllers

were designed. Feedback control with PD gains performed just around the minimum

design requirement which is 1 mm RMS tracking error. PD controller showed RMS

error of 0.95 mm. Feedback Controller is not expected to perform well under higher

frequencies of target motion and also due to sensor latency.

To handle the higher frequencies and dynamic behavior of the operation envi-

ronment, a Model Predictive Control is implemented. Sensor time latency was found

through experiments and breathing motion was modelled to design the Receding Hori-

zon MPC. The performance of the RHMPC was found to be very promising with a

tracking RMS error of 0.23 mm at 1 Hz.
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APPENDIX A

SERVER.PY

1 import socke t

2 #import s e t t i n g s

3 import time

4 import s e l e c t

5 import s t r i n g

6 import re

7 import s t r u c t

8 import sys

9 from array import ∗

10 import xml . e t r e e . ElementTree as ET

11

12 from gene ra t eTra j e c to ry import Tra jec tory

13

14 SERVER IP = ’ 10 . 100 . 48 . 101 ’

15 LOCAL IP = ’ 10 . 1 00 . 4 7 . 2 0 ’

16 BUFFER SIZE = 1024

17 SERVER PORT = 49152

18 MATLABPORT = 5005

19 HEADER = ’<Sen Type=\”ImFree\”><EStr>KRCnexxt − RSI Object ST ETHERNET</

EStr> ’

20 FOOTER = ’<Tech T21=\”1.09\” T22=\”2.08\” T23=\”3.07\” T24=\”4.06\” T25

=\”5.05\” T26=\”6.04\” T27=\”7.03\” ’ \

21 ’T28=\”8.02\” T29=\”9.01\” T210=\”10.00\”/><DiO>125</DiO><IPOC

>0000000000</IPOC></Sen> ’

22

23 de f parseData ( data ) :

24 par s e r = ET. XMLParser ( encoding=”utf−8” )
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25 t r e e = ET. f romst r ing ( data , par s e r=par se r )

26 ang l e s = t r e e . f i nd ( ’ RIst ’ ) . a t t r i b # th i s i s ang l e s in ax i s

mode , xyzabc in ca r t . mode

27 r e fAng l e s = t r e e . f i nd ( ’ RSol ’ ) . a t t r i b # same here

28 cu r r en t s = t r e e . f i nd ( ’MACur ’ ) . a t t r i b # cur r en t s

29 tiem = time . c l o ck ( )

30 i f Fa l se :

31 parsedData = ’ {} {} {} {} {} {} ’ . format ( cu r r en t s [ ’A1 ’ ] , cu r r en t s

[ ’A2 ’ ] , cu r r en t s [ ’A3 ’ ] , cu r r en t s [ ’A4 ’ ] , cu r r en t s [ ’A5 ’ ] , cu r r en t s [ ’A6

’ ] )

32 i f True :

33 parsedData = ’ {} {} {} {} {} {} {} ’ . format ( ang l e s [ ’X ’ ] , ang l e s [ ’

Y ’ ] , ang l e s [ ’Z ’ ] , ang l e s [ ’A ’ ] , ang l e s [ ’B ’ ] , ang l e s [ ’C ’ ] , tiem )

34 i f Fa l se :

35 parsedData = ’ {} {} {} {} {} {} ’ . format ( ang l e s [ ’A1 ’ ] , ang l e s [ ’A2

’ ] , ang l e s [ ’A3 ’ ] , ang l e s [ ’A4 ’ ] , ang l e s [ ’A5 ’ ] , ang l e s [ ’A6 ’ ] )

36 re turn parsedData

37

38 de f create command str ing ( command list ) :

39 c o r r e c t i o nS t r i n g = ’<RKorr X=\”{}\” Y=\”{}\” Z=\”{}\” A=\”{}\” B

=\”{}\” C=\”{}\” /> ’ . format (∗ command list )

40 # co r r e c t i o nS t r i n g = ’<AKorr A1=\”{}\” A2=\”{}\” A3=\”{}\” A4=\”{}\”

A5=\”{}\” A6=\”{}\” /> ’. format (∗ command list )

41 # pr in t c o r r e c t i o nS t r i n g

42 re turn HEADER + co r r e c t i o nS t r i n g + FOOTER

43

44 de f main ( ) :

45 sockKuka = socket . socke t ( socke t .AF INET, socket .SOCKDGRAM) # Create

a UDP socket

46 sockKuka . bind ( (SERVER IP , SERVER PORT) )

47

48 sockMatlab = socket . socke t ( socket .AF INET , socket .SOCKDGRAM)
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49 sockMatlab . bind ( (LOCAL IP , MATLABPORT) )

50

51 my data = array ( ’d ’ , [ 0 , 0 , 0 , 0 , 0 , 0 ] )

52 whi le True :

53 inready , outready , exready = s e l e c t . s e l e c t ( [ sockKuka , sockMatlab ] ,

[ ] , [ ] )

54 #my data = [ 0 , 0 , 0 , 0 , 0 , 0 ]

55 f o r s in inready :

56

57 i f s == sockMatlab :

58 data , s o cke t o f mat l ab = sockMatlab . recvfrom (BUFFER SIZE)

59 data = s t r u c t . unpack ( ’ ! 6 d ’ , data [ 0 : 4 8 ] )

60

61 i f s == sockKuka :

62 r e ce ived data , s o c k e t o f k r c = sockKuka . recvfrom (BUFFER SIZE) #

bu f f e r s i z e i s 1024 bytes

63 parsedData = parseData ( r e c e i v ed da ta )

64 #pr in t parsedData

65 data to send = create command str ing ( data )

66 #pr in t data to send

67 data to send = re . sub ( ’<IPOC>.∗</IPOC> ’ , r e . s earch ( ’<IPOC>.∗</

IPOC> ’ , r e c e i v ed da ta ) . group (0 ) , da ta to send ) #se t timestamp

68 sockKuka . sendto ( data to send , s o c k e t o f k r c )

69

70 i f name == ’ ma in ’ :

71 main ( )
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