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Boğaziçi University

Date Approved: 31 May 2017



To my parents and my beloved wife Aysoltan

iii



ABSTRACT

Object detection and tracking have been studied for decades and many algorithms

have been introduced. Vision-based object detection and tracking became an impor-

tant task with the increasing number of surveillance cameras. However, false alarm

rates are still an issue to be solved in human operator managed scenarios. As preci-

sion and accuracy increase, false alarm rates become more manageable. In this thesis,

a novel system for single-shot detection and classification of the object in images is

introduced. For this purpose, we implemented Random Decision Forests (RDF) us-

ing Haar-like features. RDF and Haar-like feature calculation implemented on GPU

are known for their test time speed. Thus, we are using RDFs for pixel level object

classification, a methodology known for its balanced test-time performance both for

speed and quality. The increase in accuracy is shown by conducting experiments on

MNIST, INRIA, and PETS09 datasets. As a demonstrative application, we used pro-

posed RDF for on-road vehicles detection and tracking. A Sequential Monte Carlo

method based algorithm, also known as Particle Filter (PF), is implemented for track-

ing detected objects. For non-linear and non-Gaussian processes, PF is a powerful

methodology and is easy and preferable to be implemented on GPU with RDF. The

proposed system puts emphasis on real-time speed of the algorithm on conventional

computers. Compared to YOLO (You Only Look Once), our method shows compara-

ble vehicle detection accuracy and computational speed in a conventional computer.

Moreover, we are introducing a new framework where different tracking algorithms

can be implemented and tested. It provides various modules for data extraction, data

generation, training and testing algorithms with different parameters. Usage of the

modules in the framework is also discussed.
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ÖZETÇE

Son yirmi yılda gözetim sistemleri sayısının artması ile görüye dayalı nesne algılama ve

takip algoritmalarına yönelik araştırmalar hız kazanmıştır. Bu araştırmalar dahilinde

nesne algılama ve takip problemleri birçok yönü ile incelenmiştir, fakat otomatik

alarm üretimi problemleri için başarım oranı daha yüksek izleme algoritmalarına

halen ihtiyaç duyulmaktadır. Gözetim sistemlerinin yanlış alarm vermesi, insan

operatörlere dayalı sistemlerde henüz tamamen çözülmemiş bir problemdir. Nesne

tanıma başarımının artması, yanlış alarm verilen durumların azalmasına neden ol-

maktadır. Bu tez kapsamında resimde bulunan objeleri tek-seferde saptayan ve

sınıflandıran bir yöntem geliştirilmiştir. Rastgele Karar Ormanlarının (RDF) test

hızının oldukça yüksek olduğu bilinmektedir. Bu bağlamda, önerilen sistem piksel se-

viyesinde obje sınıflandırma işlemini RDF ile yapmaktadır. Kullanılan RDF’in perfor-

mansını arttırmak amacı ile Haar benzeri öznitelikleri kullanan bir RDF geliştrilimiştir.

Haar özniteliklerinin kullanan RDF’in performansı arttırdığı el yazısı ile yazılmış

olan rakamlardan oluşan MNIST, insan resimleri içeren INRIA ve PETS09 verita-

banları üzerinde yapılan testler ile gösterilmiştir. Örnek bir uygulama alanı olarak,

önerilen RDF araç saptama ve takibi problemi üzerinde test edilmiştir. Saptanan ob-

jeleri takip etmek için Sıralı Monte Carlo, diğer adıyla Parçacık Filtresi (PF) uygu-

lanmıştır. Saptama aşamasında her bir piksel için elde edilen olabilirlik değerleri

ile parçacıkların ağırlıkları hesaplanmıştır. PF kullanılmasının temel nedeni, Gauss

ve çizgisel olmayan işlemler için güçlü bir algoritma olmasının yanı sıra RDF gibi

GPU’ya uygun bir yapıya sahip olmasıdır. Önerilen takip sistemi standard bilgisa-

yarlarda gerçek zamanlı uygulamaya ağırlık vermektedir. YOLO ile kıyaslandığında,

önerilen yöntem araç saptama başarımında yakın bir performans sunarken, standard
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bilgisayarlarda daha yüksek bir hıza sahip olduğu gözlemlenmiştir. Önerilen sisteme

ek olarak bu tez kapsamında, farklı algoritmaları uygulamak ve test etmek için bir

framework geliştirilmiştir. Bu framework, veri özütleme, veri oluşturma, algoritma

eğitimi ve algoritmaları değişik parametrelerle test etmek için tasarlanan modüllerden

oluşmaktadır. Tez içeriğinde modüllerin kullanımı ve fonksyonları anlatılmıştır.
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CHAPTER I

INTRODUCTION

Multiple object tracking (MOT) is a fundamental research area in the field of com-

puter vision [6][7][8]. It has been studied extensively for decades and many algorithms

have been developed [9][10]. Recent advances in detection and tracking of multiple

objects have led to its application to diverse practical problems such as visual surveil-

lance, augmented reality and bio-medical imaging [8]. As the number of surveilance

cameras on buildings, roads are increasing, the subject of object detection and track-

ing became even more popular. Nonetheless, it is not an easy task and complexity

increases because of imprecise and noisy detections, occlusions by the other objects or

background, and dynamic interactions among objects [11]. Despite the fact that nu-

merous methods have been introduced in the literature, object detection and tracking

is still a prominent problem.

Current technological advancements in deep learning allow us to detect most ob-

jects precisely[4][5]. Consequently, many recent studies on MOT adopt tracking-by-

detection approaches [12][13] where the key research topic is data association to link

object detections in a sequence of frames. However, data association problem is a

complicated task on its own. Although this method has its advantages in handling

complex images, it is difficult to achieve real-time performance. Furthermore, deep

learning algorithms need big data and they are much more expensive computationally.

Mobile technologies have also become popular as well as efficient. As a result,

fast object tracking has become essential. Most of the algorithms proposed in the

literature need high computation power, which might not be feasible for the mobile

applications. We are proposing an algorithm that puts emphasis on real-time speed
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of the algorithm on the conventional computers. For this purpose, we decided to use

two well known algorithms for their fast test-time speed in the literature: Random

Decision Forests (RDF) [14] and Haar-like features [15]. Proposed algorithm for ob-

ject detection and classification utilizes RDF that proposes a weak hypothesis of the

bounding box with posterior distribution over the classes for each pixel in the input

image in one pass. Combining these weak hypothesis proved to be more stable and

unbiased in contrast to stronger alternatives. Designed RDF exploits a Haar-like fea-

ture set responses around the sample. Moreover, it is known that RDF is extremely

fast on GPU due to its binary nature which makes it feasible to real time applications.

By clustering this bounding box hypothesis map via Mean Shift, object detections

with their posterior class probability distributions are obtained. The Haar-like fea-

ture is well suited to the rigid object detection [16], since rectangular features are

sensitive to edges, bars, vertical and horizontal details, and symmetric structures. It

has been widely used for face [15], pedestrian [17], vehicle [18] and hand pose detec-

tion and tracking algorithms [19][20]. Introduced algorithm was tested on MNIST

handwritten digits, INRIA person and PETS09 pedestrian datasets and hight detec-

tion precisions were obtained. To test introduced algorithm for object tracking we

used it in combination with Particle Filters (PF) [21], also known as the Sequential

Monte Carlo, for single-shot vehicle detection and tracking. PF is implemented for

tracking detected objects by RDF. PF is widely used for multi-object detection [22],

multi-object segmentation, multi-object tracking [23][24], real-time simultaneous lo-

calization and mapping (SLAM) [25] etc. tasks. For non-linear and non-Gaussian

processes, PF is fast, powerful methodology which is easy and preferable to be imple-

mented on GPU with RDF. Likelihoods obtained from single-shot detection by RDF

are used to compute the weights for the particles that are used for tracking vehicles.

The usage of PF and RDF is fast and therefore suitable for doing computations on

a conventional computer. This enables us to track vehicles in a responsive fashion
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by using resources available in our conventional computers. The state of the art

regarding object detection and tracking is explained in detail in Chapter 2.
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CHAPTER II

PREVIOUS WORK

2.1 Object Detection

Object detection in static images is one of the fundamental tasks in computer vision

and has been studied intensely during past few decades [15][26][27][22]. It is a chal-

lenging task to accomplish because of its complexity in identifying where the object

is located. Detection has to take into account the image transformations and needs

to be invariant to those changes. The knowledge of the object characteristics must

be determined and learned by the detector in order to detect an object in an image.

Thus, the most important stage in the object detection is feature extraction stage.

For this purpose, different algorithms utilize features like color information, texture,

edge orientation etc. With the advancement in computational power, we are now

able to process and train huge amounts of data by using various machine learning

algorithms efficiently. In general, object detection systems start with robust feature

(Haar [15], SIFT [26], HOG [28], Convolutional [29]) extraction, which is followed by

training classifiers for object identification in the feature space [5]. There are many

different approaches used for this task. However, we can put them into two main

categories: traditional methods and deep learning based methods.

2.1.1 Traditional Methods

With the popularity of mobile technology and its applications, traditional methods

became even more important. Generally, traditional methods are computationally

cheaper than deep learning methods in almost every scenario. There are lots of

different algorithms in the literature [1][2][30][31]. The general outline is as follows:
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• Extract robust features

• Pre-process and transform features

• Use transformed features to train some machine learning algorithm

• Use trained expert network for detection

Until now many varieties of features have been introduced in the literature but

most commonly used features among all are Haar-like [15], HOG [28] and SIFT [26]

features. Many traditional algorithms use one of these features with some modifi-

cations and preprocessing. Traditional methods generally use sliding windows for

detection.

1. Haar-like: It is a feature similar to Haar wavelet introduced for object detec-

tion by Viola and Jones initially for face detection [15]. It is a weak classifier

with one of the fastest implementation in the literature. A large number of

Haar-like features are necessary to describe an object with sufficient accuracy.

A Haar-like feature focuses on adjacent rectangular regions at a specific location

in a detection window. It computes the sum of pixel intensities in each region

and calculates the difference between these sums and is used to categorize sub-

sections of an image. In Figure 1, example rectangle features shown relative

to the enclosing detection window. The sum of the pixels which lie within the

white rectangles is subtracted from the sums of pixels in the gray rectangles.

Figure 1: (a,b) Two-rectangle features (c) Three-rectangle feature (d) Four-rectangle
feature
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2. HOG: Histogram of oriented gradients is a type of feature descriptor introduced

by Dalal and Triggs in 2005 for human detection [28]. The algorithm computes

a gradient vector at each pixel. It slides an overlapping 16×16 window which is

composed of four 8×8 cells. So, per cell, there are 64 gradient values which are

quantized into 9-bin histograms. The histogram bins range from 0 to 180 degrees

with step size 20 degrees per bin. Thus, for a 64× 128 detection window, there

are 7×15 blocks, 4 cells per block, and 9 bins per histogram that produce 3 780

value feature. The produced histogram is normalized to make it illumination

invariant. This is widely established in computer vision literature.

(a) cell histogram (b) HOG visualized

Figure 2: HOG Features

3. SIFT: Scale-invariant feature transform is a type of feature descriptor intro-

duced by David Lowe in 1999 [26]. In the image domain, it is invariant to

translations, rotations, and scaling transformations. Moreover, it is robust to

moderate perspective transformations and illumination variations. This descrip-

tor is a position dependent histogram of local gradient directions around the

interest point. Neighborhood histogram of gradients is computed and normal-

ized to make it scale invariant. To make it rotation invariant, dominant vector

is computed in the obtained neighborhood and the grid is reoriented based on

computed dominant vector. Lowe stated that 4× 4 grid is often a good choice

based on experiments he conducted [26]. Therefore, local histograms computed
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at each 4 × 4 grid cell pixels and 8 quantized directions lead to an image de-

scriptor with 4× 4× 8 = 128 dimensions per interest point.

Figure 3: SIFT feature computed for 2× 2 grid

Two most popular advanced examples of traditional detection algorithms are De-

formable Part Model (DPM) [1] and Selective Search [2]. They both have been used

for object detection and have demonstrated similar performances. They are still

widely-used algorithms [3][32][33][34].

DPM is an algorithm between generative and discriminative model. It represents

objects using mixtures of deformable part models. The first step in this algorithm is

to construct a pyramid for different scale of the input image. It uses HOG features

on pyramid levels before filtering [1]. Then, different root filters and part filters are

used to get responses. Finally, classifiers are trained using latent SVM by combining

responses and cost functions. Figure 4 shows a detection obtained with a single

component person model is shown. It can be summarized as follows:

1. Strong low-level features based on histograms of oriented gradients (HOG)

2. Efficient matching algorithms for deformable part-based models (pictorial struc-

tures)

3. Discriminative learning with latent variables (latent SVM)
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(a) (b) (c)

Figure 4: (a) coarse root filter (explanation needed) (b) several higher resolution part
filters (c) spatial model for the location of each part relative to the root [1]

In contrast to DPM, Selective Search algorithm uses bag-of-words for object recog-

nition [2], which are more complicated and stronger features. To compute feature,

it samples descriptors at each pixel on a single scale. Used codebook size is four

thouthand and pyramid with 4 levels 1× 1, 2× 2, 3× 3 and 4× 4 division. Produced

feature vector length is three hundtred sixty thouthand. This descriptor is more rep-

resentative of deformable object types due to coarser spatial subdivisions. Finally,

classifiers are trained using Support Vector Machines (SVM) [35] with a histogram

intersection kernel. The training procedure is illustrated in Figure 5.

Figure 5: Selective Search training procedure [2]

2.1.2 Deep Learning Based Methods

Despite its long history, deep learning was not that popular and widely used until

last decade, because of the computational cost of the artificial neural networks (ANN)

and lack of big enough training data. Moreover, it was not yet completely understood
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that a patient training using weak features of greater numbers would beat a relatively

smaller number of more complex features. Advances in hardware and processing

power brought by powerful graphics processing units (GPUs) played an important

role in the resurgence of deep learning. The other important turning point in using

deep learning in object detection was brought by the availability of huge datasets

presented by big corporations such as Google [36], Facebook [37], Microsoft [38], etc..

Deep learning (Convolutional Neural Networks) techniques became even more popular

after the introduction of Region-CNN by Ross Girshick [39] and became a state of the

art methodology in object detection in single-shot image detection. Today in terms

of accuracy they dominate object detection benchmarks like PASCAL VOC [40] and

Microsoft COCO [38]. State of the art algorithms in object detection and recognition

are: Faster R-CNN [3], SSD [4] and YOLO [5].

Faster R-CNN is the extension of the R-CNN introduced by Ross Girshick [39].

It follows the steps as shown in the figure below.

Figure 6: Region-based Convolution Networks (R-CNNs) [3]

It is composed of two modules [3]:

1. Region Proposal Networks (RPNs) module

2. Fast R-CNN module
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The RPN module is a fully convolutional network that processes regions and tells

the Fast R-CNN module where to look. The Fast R-CNN processes proposed regions

and detect objects. They are unified as a single object detector network as shown

below.

Figure 7: Faster R-CNN Detection System [3]

Another algorithm is Single Shot MultiBox Detector (SSD) [4] which is the other

popular CNN algorithm. The idea behind this algorithm is similar to the usage of

RPN module [3] in Faster R-CNN algorithm. For detection predictions, it uses fixed

sized boxes similar to anchor boxes used in Faster R-CNN [3]; however, it is applied to

several feature maps of different resolutions. The space of possible output box shapes

is efficiently discretized by allowing different default box shapes. Since scores for each

category are computed simultaneously, the need for extra classifier for combining

region predictor and core CNN is avoided. Therefore, training is much faster, easier

and provides easy integration with other applications [4].

Another deep learning algorithm that we stated is YOLO [5] which was introduced

in CVPR 2016. Unlike other systems like R-CNN [5], which require thousands of

networks for a single image, YOLO makes predictions with a single network evaluation

pass. It uses information that has a global context in the image during prediction
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(a) Image with GT boxes (b) 8x8 feature map (c) 4x4 feature map

Figure 8: SSD framework [4]

stage. Prediction steps are done by applying a single neural network to the full

image. The applied network divides the image into regions and predicts bounding

boxes and probabilities for each region. Then, these bounding boxes are weighted by

the predicted probabilities.

Figure 9: YOLO Detection System [5]

Detection system works as follows:

1. resizes the input image to 448× 448

2. runs a single convolutional network on the image

3. thresholds the resulting detections by the model’s confidence

The YOLO models detection as a regression problem [5]. It divides the image into

a S × S grid and for each grid cell predicts B bounding boxes, confidence for those

boxes, and C class probabilities. These predictions are encoded as an S×S×(B∗5+C)

tensor [5].
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Figure 10: YOLO Detection Model [5]

2.2 Tracking

After the detection has been computed, we need to track objects. Over the past

decade, a large amount of work that has been devoted to multi-modal object tracking

algorithms [9]. If any object detector introduced in proceeding section is used, the

problem of tracking becomes data association of the detection results. This approach

has become the recent popular method [12][13][41]. However, data association prob-

lem is a complicated task on its own [8]. Numerous algorithms have been developed

to reduce complexity and provide better algorithmic speed [41][42][43]. Although

this method has its advantages on handling complex images, alleviating drift and

processing temporary disappearance of objects, it is difficult to achieve real-time per-

formance.

Nevertheless, most tracking algorithms in the literature are focused on only one

object class, e.g. tracking either cars or people in the scene. Therefore, applying

such heavy algorithms might be considered overkill for these kinds of problems. The

current problem has generally been approached by applying some kind of background

subtracter to identify foreground images, which most probably are the objects we are

interested in. The, connected component analysis is used to obtain individual moving
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blobs which are tracked using Kalman Filter (KF)[8]. The usage of KF is one of the

earliest techniques introduced in the literature, which is a recursive method that

predicts the current object position based on information from the previous frame.

It is considered as one of the optimal methods assuming everything operating under

Gaussian probability distribution; however, real world cases are usually non-Gaussian

[23].

On the one hand, with non-Gaussian problems, it is almost impossible to evaluate

the distribution analytically. On the other hand, particle filters (PF), also known

as the Sequential Monte Carlo [44], recursively construct the posterior PDF of the

state space using the Monte Carlo integration. Particle filter samples from proposal

distribution in order to get a group of weighted particles for representing current

status. Methods using PF are fast [23]. The improvement in object detection algo-

rithms made PF popular in multi-object tracking algorithms. For example, Okuma

et al. [21] introduced the Haar feature-based cascade classifier to particle filtering

framework. They used the classifier as a detector to discriminate the object and

background. Michael et al. [45] proposed a multi-object tracking algorithm based on

PF and detection score, introducing detection score into the calculation formula of

the matching score in data association. Gall et al. [22] introduced Hough Forests by

using confidence as observation for particle filter.
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CHAPTER III

PROPOSED METHOD

3.1 Overview

Random Decision Forest (RDF) [14] have been used extensively in the literature. In

computer vision they have been used for tasks like hand pose estimation [46] and

pedestrian detection. Methods similar to the algorithm proposed in this thesis are

Hough Forests [22], RDFs that train local experts (SVMs) in each node [47], and RDFs

that are trained as joint classification-regression model [48]. These methods use high

level features for training which makes them computationally expansive. In this thesis

we introduce RDFs that uses Haar-like features, which are very fast to compute. Due

to the binary nature of RDF and fast computation time of Haar-like features, proposed

method is fast and easily deployable to GPU for even faster computation speed. To

the best of our knowledge, Haar-like feature has not been used in combination with

RDFs in the literature. Moreover, the application of proposed method on vehicle

tracking is also introduced. The application utilizes proposed Haar-RDF and Particle

Filter (PF) [44] for detecting and tracking vehicles (Figure 11). Each particle has

observation weight that has to be set. The accuracy of tracking heavily depends on

these observations. Haar-RDF produces likelihood of the region containing tracked

object. These likelihoods are used as observation values for particles. In the following

subsection we, are going to elaborate on Haar-RDF, PF, and on how we perform

training and updating particles in detail. In addition to that, algorithm verification

methods are also explained. In the end, proposed framework for data extraction,

training, detection and tracking is introduced. We are going to thoroughly explain

each module in the framework.
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Figure 11: General Structure of the Proposed System

3.2 Random Decision Forest

Random Decision Forest (RDF) is an ensemble learning method which has been stud-

ied extensively in the literature [14][49]. They are extremely fast classifiers due to

their binary structure. Tim Kam Ho was first to develop an RDF algorithm using ran-

dom subspace method [49]. The RDF model proposed in this thesis uses the distance

between pixel intensities and Haar [15] features to classify objects. These features

are weak classifiers but when combined, similar to the AdaBoost [50] algorithm, they

become strong. The implementation of the proposed RDF methodology is inspired by

the RDF structure used in [46]. In this approach, each pixel will vote for object class

label with a likelihood and vote with a higher average likelihood is used to determine

the object label. RDFs are a method that uses multiple deep decision trees, trained
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on randomly sampled parts of the same training set, to reduce the variance of the

model [51].

Each tree in the forest is composed of two parts: decision nodes and leaf nodes

[46]. Decision nodes are used to analyze the data and propagate the incoming input

to one of its children according to the split criterion. Leaf nodes are nodes in the

last level of the tree and based on the statistics collected from training data, they are

used to infer the posterior probability of the class label. Splitting in a decision node

is performed based on the following function:

fn(Fn) < Tn (1)

where Fn is input features, fn(Fn) is a function that produces a comparable value

from input features and Tn is a threshold, combined together they produce a split

criterion function (Eq. 1). Parameters for the decision node are learned after per-

forming the non-improving epoch iteration procedure. fn(Fn) = Tn is a hyperplane

in the feature space. The test decides which side of hyperplane the feature belongs

to. Therefore, training involves determining test parameters and collecting statistics

from a training set in a supervised manner [46]. Proposed RDF training algorithm is

described in Algorithm 1.

3.2.1 Random Decision Trees

Random Decision Trees are highly non-linear predictors that hierarchically partitions

feature space in to subsets Sn to obtain pure partitions at leaf nodes. Where, Sn

represents the subset at nth node. One of the most common ways to represent pureness

mathematically is the Shannon entropy(Eq. 2). Where, p(c) is the probability of class

c in the subset S. Minimum entropy means that the partition is pure indicating that

only one type of sample exists in that partition.
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Algorithm 1 RDF Training

1: procedure train trees

2: for all tree in forest do
3: set data and parameters
4: procedure train
5: initializes parameters
6: initializes nodes
7: Generates sub samples from each frame so that positive
8: and negative pixel counts are equal
9: procedure construct tree
10: construct root node
11: construct decision nodes
12: compute leaf node histograms

13: procedure compress tree
14: travers tree preorderly starting at root
15: set node values to compressed tree

16: procedure save forest

H(S) = −
∑
c∈C

p(c)log(p(c)) (2)

In the binary case, partitioning is done via binary boundaries in the feature space

as defined in Eq. 3. Where, fn(x) refers to a feature function, τn is the split threshold

, SL
i and SR

i are defined as subsets of Si at left and right child respectively.

Ψn(ρ) =


SL if fn(x) < τn

SR if fn(x) > τn

(3)

During training, fn(x) and τn are selected in a way that the entropy is minimized

at each partition. This is achieved by randomly searching fn(x) and τn such that

maximum gain(Eq. 4) is obtained. Feature function fn(x) can be designed due to

the problem at hand. Ensemble of independently trained RDT’s are called a forest

(RDF) where posterior distributions are accumulated during test time providing more

robust data.
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Figure 12: Sample pixel clasiffication on decision tree node

Figure 13: An example of complex Haar-RDF process during testing. Leaves are
represented as square nodes in the tree. On left, each vector and haar feature is the
fn(x) for each node with the same color.

I(S) = −
∑

i∈{L,R}

|Si|
|S|

H(Si) (4)

Tree Node parameters are ID, τ , θone, θtwo, Feature ID, isLeaf and leaf histogram.

In each iteration, random θ and τ values are generated and using all available Haar-like

features (Figure 14) the best one that partitions subset in a way that the information

gain is maximized at the given node is selected. These iterations are continued until

iteration count reaches its maximum value. If new values with better entropy division

are detected, the iteration count is reset to zero. This is called a non-improving epoch

iteration procedure. After the tree training is complete, something similar to (Figure
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15) is generated. While testing, each pixel (Figure 12) goes through each node (Figure

13) and after reaching the leaf node, uses the obtained histogram to vote for the pixel

label.

Figure 14: Haar-like Features

3.2.2 Compressed Random Decision Forest (Compressed-RDF)

After the tree is constructed, it is compressed in order to get rid of unnecessary

training details. The compressed tree is a single matrix composed of K columns

(K = max(seven, label count)) (Figure 16). The compression is done by traversing

the tree using preorder traversal algorithm. It starts with the root node. In each
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Figure 15: Sample tree and its leaves that stores object label likelihoods

given node we check whether the node is a decision node or a leaf node. If it is a

leaf node, we put a sentinel value (−1) in the first column of the node and all other

columns are used to store this leafs histogram. If it is the decision node we put left

childs ID in the first column, feature ID in the second column, τ value in the third

column, θone and θone values in the rest of the columns.

Consequently, the trained and compressed forest is ready for exploitation. The

compressed forest is used which is much lighter than the regular RDF class, for detec-

tion purpose. Compressed-RDF contains compressed trees and uses CUDA kernel for

the pixel classification if CUDA compatible GPU is present. The Compressed-RDF

with GPU kernel is eight times faster that the Compressed-RDF with CPU classifier,

in a conventional laptop GPU (GeForce GTX 860M/PCIe/SSE2).
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Figure 16: Sample compressed Tree

3.3 Particle Filter

Particle Filter (PF) [44], also known as the Sequential Monte Carlo (SMC), is well-

known filtering algorithm used for solving Hidden Markov Chain (HMM) and non-

linear filtering problems [23][24][44][52]. PF is used to estimate the internal state

of the dynamic system based on partial observations. The idea is to calculate the

posterior distributions of the states of some Markov process. Given some noisy obser-

vation, using a set of particles, it attempts at representing the posterior distribution

of some stochastic process by applying a generic type mutation-selection sampling

approach. The mutation-selection sampling algorithm is used for implementation of

prediction-updating transition process [52].

The set of particles in PF represent samples from the distribution. Each particle

has a likelihood weight assigned to it. This weight represents the probability of that

particle being sampled from the probability density function. After undergoing re-

sampling step, particles with higher weights replace particles with negligible weights

[44].

Particle filtering is a powerful algorithm used for non-linear,multi-modal, and non-

Gaussian processes. It is used in a variety of different fields. They are widely used in

target tracking [23], economics [53][54], neuroscience [55] and biochemical networks

21



Figure 17: Random Decision Forest pixel clasification: (left) input image, (right)
RDF pixel classification result

[56] to name a few.

The proposed implementation of PF in this thesis is similar to the original imple-

mentation explained in [44]. We have sample set S :

S = {(sn)|n = 1...N} (5)

and we are trying to approximate the probability distribution by this weighted

sample set S, where sn is nth sample, and N is the number of samples. Each sample s

represents one hypothetical state of the object, with a corresponding discrete sampling

probability π, where

πn = p(zt|Xt = snt ) (6)

N∑
n=1

πn = 1 (7)

In our model, each particle has a rectangle shape with 2D position (x, y), width

and height (w, h), velocity (dx, dy) and on video frame parameters. So, nth sample
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at time t would be:

snt =

[
xnt ynt dxnt dynt wn

t hnt πn
t

]T
(8)

Let vector Xt be the state of tracked objects and vector Zt all observations up

to time t. Then, based on the observations of each particle, the probability π is

calculated using Equation 6.

Figure 18: Particle-Filter block diagram

Proposed PF tracking model is composed of searcher particles and tracker par-

ticles. Searcher particles are used to detect the new vehicle in each step. They are

randomly reinitialized when new frame is received. Tracker particles are used to track

the detected object by searcher particles. When the new frame received, they are re-

sampled M times based on their weights computed in the previous stage. The value

of M depends on the number of clusters in the previous stage and a total number

of trackers initialized per object (M = nClusters ∗ nTrackersPerObj). This is an
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important procedure which ensures that after objects disappear, trackers that are

moved to other clusters after re-sampling are removed. If this step is skipped the

number of trackers can grow to infinity and algorithm will stop functioning. The

general steps in this particle filter tracker are as shown in the Algorithm 2.

Figure 19: Sample output of searcher particles and their clustering

The model is initialized with an average width and height. The assumption for

our model is that the size of tracked object change according to Gaussian distribu-

tion N(µ, σ) and velocity is constant. In each stage, we calculate object clusters by

clustering our particles and collect statistics for the model update stage according to

(Eq. 9) (Eq. 10).
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Algorithm 2 Particle Filter Tracking

1: procedure exec() is fired
2: new frame is received
3: procedure color space conversion
4: if frame color space 6= RDF color space then
5: convert frame color space to RDF color space

6: procedure likelihood matrix calculation
7: likelihoodMat← RDF
8: procedure noise reduction
9: median filtering is performed on the matrix produced by RDF to reduce noise

10: procedure integral image calculation
11: integral image is calculated for faster computation of future particle weights

12: procedure update tracker particles
13: resample tracker particles
14: compute weights
15: tracked clusters← DBSCAN
16: procedure calculate noise statistics
17: based on cluster distribution, standard deviation of particle positions
18: and standard deviation of width and heights are calculated and set for
19: each particle

20: procedure object detection (figure 19)
21: randomly inilialize N searcher particles
22: for i in K do
23: compute weights
24: resample searcher particles

25: compute weights
26: sort tracker particles
27: select top M particles→ DBSCAN
28: detected clusters← DBSCAN
29: procedure add new trackers
30: for cluster : detected clusters do
31: if tracked clusters contain cluster then continue
32: if cluster.weight < minWeight then continue

33: initialize L tracker particles around new detected object

34: procedure update tracker particles
35: compute weights for tracker particles

36: procedure detected regions are drawn on the output frame
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st+1 = st + U (9)



xt + dxt

yt + dyt
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πt − πt
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xt
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ht
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st

+



dxt

dyt

N(µx, σx)

N(µy, σy)

N(µ, σ)

N(µ, σ)

−πt


︸ ︷︷ ︸

U

(10)

N is a normal distribution where (µx, µy) is the center of the particle cluster

to which given particle belongs and (σx, σy) is a standard deviation of the particles

belonging to the same cluster.

3.4 Framework

We have developed a framework with a friendly graphical user interface for recognition

and tracking tasks. Here we are going to provide a detailed explanation on each

module. It is composed of:

1. HOG Extractor Module: used to extract HOG features from input images

2. Data Extractor Module: used to extract training images from input video

stream

3. RDF Trainer Module: used to train, test and save RDF for later usage in

detection

4. PF Tracking Module: used to track car (object) using pre-trained detectors
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3.4.1 Histogram of Gaussian Extractor Module

Histogram of Gaussian (HOG) [28] extractor module just asks for the dataset folder

and extracts HOG features for the given folder. After extraction is complete, it saves

data to the specified folder. To activate you press ”Hog Feature Extraction” last

button in (Figure 20)

Figure 20: Histogram of Gaussian Extractor User Interface

This module is used for extracting HOG features to train a Support Vector Ma-

chine (SVM) [35]. This trained SVM was used for the validation of implemented

particle filter algorithm. More detailed explanation is presented in Experiments sec-

tion.

3.4.2 Data Extractor Module

This module is used to collect data for training both Random Decision Forests

(RDFs). It uses the pre-trained SVN Classifier, the Background Subtracter, and the

Blob Detector to detect all moving objects and save cropped detections Algorithm 3.

The first thing we do for each frame is obtaining foreground pixels using Mixture of

Gaussian (MOG2) [57], a Gaussian Mixture-based Background/Foreground Segmen-

tation Algorithm which is robust to scenes due to illumination changes. Next, we
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feed obtained binary foreground/background image and send it to a Blob Detector

by providing minimum area and shape of the objects. Obtained blobs are put to test

based on their size and prior trained SVM detection results. If a positive response is

received, then we crop and save given blobs ROI. The position of the object in the

scene is also registered for single frame detection RDF training.

Algorithm 3 Data Extraction

1: MOG2← Frame
2: BlobDetector ←MOG2
3: blobs← BlobDetector
4: for all blob in blobs do
5: if the blob is not valid then continue
6: SV N ← blob
7: if the result is positive then save detection

3.4.3 Random Decision Forest Trainer module

We are using Random Decision Forest (RDF) trainer module for training random

decision forests and testing them. It facilitates parameter tuning to train optimal

RDF. We are able to save trained RDFs. They can, then, be used for testing with

provided input data. Our RDF Module is composed of two main sections: Train

(Figure 22), Test (Figure 23).

These two sections share 4 subsections:

1. Data Loader. It is used to select dataset type, set the maximum allowed data,

set skip count, set a color, set L∗A∗B∗ conversion and display ground truth

data.

- Since for our experiments we are using different datasets, we need to specify

which data we want to load. Each dataset is stored differently and therefore

should be handled accordingly while loading. This section supports this feature

to facilitate user with a better experience.
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Figure 21: Data Extractor User Interface

- For some computers, RAM is limited and thus you are not able to use hole

dataset for some cases. For these kind of situations, we added an option to load

a fraction of the given data.

- To test implemented algorithms, we might be using the data from the different

section of the same dataset. For these cases, we need to be able to skip some

portion of data. By setting the number of images to skip, this module will skip

from the start of the dataset while loading.

- Set color option allows you to set how images are loaded. It supports grayscale

image loading and color image loading.

- Since we are using L∗A∗B∗ colorspace for our RDF training, we support

L∗A∗B∗ color conversion.
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Figure 22: Random Decision Forest Training User Interface

- To see how the ground truth looks for debugging purposes we introduced an

option to display ground truth on each frame.

2. Data Preprocessor. It is used to inverse image, do Sobel (Schar) [58] operators,

and Gaussian Blur.

- While loading MNIST dataset [59], we get images with white background and

gray foreground colors. To make algorithm implementation easier we needed

the colors be the other way around. Therefore, we introduced a processor that

produces an inverse image.

- To be able to do testing on edges in the images, we provided this Sobel

processor that produces the image with all edges detected by Sobel (Schar)

operator.

- Gaussian Blur processor is provided to perform Gaussian blur on images with
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Figure 23: Random Decision Forest Testing User Interface

different kernel sizes.

3. Data Visualizer. It is composed of a label panel to display frames and a slider

to go through each frame faster

4. Terminal. It is used to display training and test output for monitoring and

debugging

3.4.4 Particle Filter Tracking Module

Particle Filter (PF) module is composed of three main parts that we use for tracking:

Video Player, Predictor loader, and PF Settings

1. The video player is used for loading and playing videos. It contains VideoReader

class which creates frame buffer from a video file, and a PF which is a video-

processor. PF processes each frame and sends the result to the video player for
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Figure 24: Particle Filter Tracking User Interface

displaying.

2. Predictor loader is used to load different predictors. We have:

• SVM

• HOG Extractor

• RDF

- SVM and HOG Extractor are used together. HOG Extractor is used to load

training data and create HOG features. Pressing train, we train an SVM and

save it. Later we can load trained SVM for prediction. However, these functions

are not used for tracking purpose. It is used for data extraction, which is

explained in the next section.
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- RDF is our main concern in this section. It is used to load pre-trained RDF

for PF.

3. PF Settings are used to set PF parameters which are shown in Table 1.

Table 1: Particle Filter Settings

Settings

# of searchers
# of search iterations

particle width
particle height
# of trackers

DBSCAN epsilon
DBSCAN minimum points
”Top N particles” slider

- As explained in previous sections proposed PF is composed of fixed number

of searcher particles and a varying number of tracking particles based on the

number of vehicles being tracked. The number of searchers parameter sets fixed

searcher particle count.

- For searching, randomly initialized particles are updated K time which is set

by using the number of search iteration setter spin box.

- By setting particle width and particle height we are providing PF a prior

knowledge about average with and height of particles (both searcher and tracker

particles).

- Proposed method initializes M tracker particles per detected object and it can

be set through setting the number of trackers parameter.

- DBSCAN [60] is a clustering algorithm that we use for clustering particles.

To use this class epsilon value and minimum particle count should be set. To

set these variables we have provided a specific parameter setter interface.
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- For debugging purpose we provide a slider which sets a parameter N , which

is used to display the top N searcher particles video stream.

34



CHAPTER IV

EXPERIMENTS

4.1 Setup

For the validation and parameter tuning of the random decision forest (RDF) we used

RDF Trainer/Tester Module that we have implemented for this purpose. For particle

filter (PF) validation we used PF Tracking Module. The details of their usage can be

accessed in the Framework Section.

In order to validate the functionality and accuracy of the implemented Random

Decision Forest (RDF), we tested the implementation on a toy problem. For this

purpose, we decided to pick a well known MNIST [59] dataset of handwritten digits.

It is composed of ten thousand test image samples and sixty thousand training image

samples. For validation of our RDF implementation, we used pixel intensity difference

of two randomly selected pixels as a feature for RDF decision node. Our input features

(Fn) are θn1 , θn2 and image intensities. Thus our split function fn became (Eq. 11).

As shown in the results section (Figure 31), we were able to achieve image label

accuracy of 98.24% for training data, and 99.41% for test data, by using (Figure 25)

parameters for training. For this dataset pixel accuracy rate is relatively high, 86.80%

for training data and 89.08% for test data. Since MNIST images are twenty eight by

twenty eight we used thirty for both probe distances X and Y so that any given pixel

will have a chance to be compared to all possible pixels in the image. We used tree

depth of twenty four because of the RAM limitations of the laptop being used for

testing. Since we used only foreground pixels for training, most of the pixels in any

given image are background we computed that hundred pixels per image are enough

sampling. After testing for various values of τ we found that hundred twenty seven
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was a good choice, which makes sense given the fact that the difference between two

pixels generally lays between ranges of plus and minus hundred twenty seven.

fn(Fn) = I(x+ θn1x, y + θn1y)− I(x+ θn2x, y + θn2y) (11)

Figure 25: Random Decision Forest Training Params for MNIST

After we have validated that our RDF implementation is working perfectly, we

tried to introduce new features. We decided to use Haar-like features for our split

function. So, our new input features Fn became θn1 , H (H is the Haar-like feature)

and image intensities and split function became (12).

fn(Fn) =
h∑

i=0

w∑
j=0

I(x+ θn1x + i, y + θn1y + j) ∗Hn(i, j) (12)

We used point, horizontal edges, vertical edges, horizontal lines, vertical lines and

rectangle Haar-like features. The usage of these features increased detection accuracy.

Same accuracy rates were achievable in a shorter tree depth, which can be seen from

the results of the experiments in Table 2.

Next, as we validated our RDF implementation and saw an increase for MNIST

dataset we decided to test the same algorithm and set-up for a different dataset. Thus,

we used INRIA [61] person dataset. The test parameters are as shown in (Figure 26).

As a result we obtained higher accuracy while using only Haar-like features with
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respect to two pixel intensity difference and the mixture method. The test results are

shown in (Table 3).

Figure 26: Random Decision Forest Training Params for INRIA

To test the implementation of particle filters we tested it using SVM trained on

INRIA [61] person dataset. We used our HOG data extractor to extract HOG features

from INRIA dataset. SVM was trained on extracted HOG features and used for

weight assignment for particles. Later, using PF Tracking Module of our framework

we tested the implemented PF algorithm. The verification of the algorithm was done

based on how close single person on video frame was tracked visually.

Figure 27: Random Decision Forest Training Params for Vehicle Detection
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For the verification of the proposed system, we needed some car surveillance bench-

mark. However, since there is no annotated benchmark for multi-object vehicle de-

tection on surveillance camera, we collected annotations using ”YOLO darknet” [62]

framework. The video stream that we have used is from ”M6 motorway traffic” in the

United Kingdom, which is thirty minutes in duration. The video stream is twenty-

four frames per second. The data was sampled with a two frames per second sampling

rate. Therefore, we were able to annotate five thousand frames. Half of the frames

were used for RDF training. We would like to point that, the given data contains

lots of noise and is not fully accurate since darknet framework does not give fully

accurate annotations for the given video stream. We trained forest using parameters

in (Figure 27). Since we are comparing our results with YOLO, all frames were re-

sized to 416x416 which is the size YOLO uses for detection. Tests were conducted

on Grayscale, RGB and L∗A∗B∗ color spaces. We trained RDF using five trees with

a depth of twenty five and since we did not get any further improvements with our

training and the test speed is being affected by the depth of each tree since we need

more time to traverse each tree. After conducting numerous experiments, we found

that probe distance sixty for both X and Y direction is a perfect. More than sixty

was affecting training because the presence of neighboring vehicle was leading to con-

fusion while learning. When less than sixty, randomly generated vectors are not long

enough to use all vehicle pixels for training. Moreover, since trailer trucks and lorries

are not detected properly, they impose big noise to the training of the forests.

Finally, as we completed validation of our Haar-RDF implementation on these

toy problems, we decided to increase the number of Haar-like features and add some

extra information to the leaf node. While tree structure is learned and pixels for each

leaf node are calculated we used K-Means algorithm to cluster the displacement of

each pixel from center of the object. By storing this information we convert our Haar-

RDF to a Regression Forest. Therefore, modified Haar-RDF allows us to obtain both
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detection and classification in one pass over the forest due to the new information

stored in the leafs (posterior distribution and bounding box estimation).

The proposed method was tested on PETS09 pedestrian dataset. For the testing

purpose we used five trees with depth of fifteen. Due to the average pedestrian

dimensions we estimated probe distance X to be sixty and probe distance Y to be

hundred. From each pedestrian we obtained six hundred random pixels for each tree.

Due to the reasons explained in the previous experiments we set tau range to be

between plus and minus hundred twenty seven. As for Haar-like features we used

hundred fifteen features shown in Figure 14 and difference of two regions θ1 and θ2

away from pixel of interest are used. In order to have more precise description we used

three different sizes of the given features: six by six, twelve by twelve, and twenty four

by twenty four. This way we obtained three hundred forty eight different features.

For testing, we had ground truth only for PETS09 training dataset, which is

composed of seven hundred ninety five frames. Therefore, we used six hundred of

these images for training and hundred ninety five for testing. To test obtained results

we used development-kit provided by multi object tracking challenge [63]. We were

able to obtain 96.4% precision rate on detection, which is comparably higher relative

to the similar RDF algorithms. Sample regression output is shown in Figure 28. On

the left image we displayed pixel voting results and on the right image we show

computed bounding boxes after Mean-Shift is done on the voting results.

4.2 Result

In this section results for the experiments section are provided. Table 2 and Table 3

show the detection label accuracy for MNIST and INRIA datasets. Table 4 and Table

5 show the detection pixel accuracy for MNIST and INRIA datasets. These results

are used for the illustration of added information for the detection by the Haar-like

features. Average feature selection rates for MNIST and INRIA are displayed in
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Figure 28: Regression Random Decision Forest voting result and computed bonding
boxes after Mean-Shift clustering

Table 29 and Table 30 respectively. It can be observed that RDF mostly tends to

pick single pixel difference feature more often.

Table 2: Detection accuracy for MNIST dataset obtained from a toy problem evalu-
ating Haar-like feature contribution

single pixel Haar − like combined

run 1 76.59 % 76.23 % 79.49 %
run 2 74.85 % 78.22 % 79.43 %
run 3 78.07 % 78.12 % 80.84 %

average 76.50 % 77.52 % 79.92 %

The result for the complete label and pixel accuracy for the MNIST dataset is

shown in Table 6. To display sample run output on the terminal while training, a

screen shot is shown in Figure 32 and sample pixel voting is visualized in Figure 31.

In the given image each color stands for a label. As we can see most of the pixels

have voted for label being seven for this particular case.
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Table 3: Detection accuracy for INRIA Person dataset obtained from a toy problem
evaluating Haar-like feature contribution

single pixel Haar − like combined

run 1 76.23 % 80.64 % 75.44 %
run 2 76.46 % 82.14 % 74.48 %
run 3 76.28 % 81.37 % 77.74 %

average 76.32 % 81.38 % 75.89 %

Table 4: Detection pixel accuracy for MNIST dataset obtained from a toy problem
evaluating Haar-like feature contribution

single pixel Haar − like combined

run 1 34.62 % 24.14 % 29.36 %
run 2 31.16 % 27.22 % 34.43 %
run 3 32.86 % 26.43 % 29.86 %

average 32.88 % 28.93 % 31.22 %

Table 5: Detection pixel accuracy for INRIA Person dataset obtained from a toy
problem evaluating Haar-like feature contribution

single pixel Haar − like combined

run 1 65.07 % 44.31 % 64.75 %
run 2 64.51 % 59.14 % 63.81 %
run 3 65.15 % 58.15 % 49.62 %

average 64.91 % 53.87 % 59.39 %

Table 6: MNIST Accuracy

label accuracy pixel accuracy

test data 98.24% 86.80%

training data 99.41% 89.08%

41



Figure 29: Average feature selection rate for MNIST

Figure 30: Average feature selection rate for INRIA
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Figure 31: Random Decision Forest MNIST test result

Figure 32: Sample training output
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Table 7: Average detection ratio in Vehicle Tracking

Accuracy

Y OLO 100%

Proposed Method 92%

Table 8: Average number of frames processed per second for CPU and GPU in
conventional computer

FPS

GPU 30.3

CPU 3.8
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CHAPTER V

CONCLUSION

There are lots of algorithms that have been developed for multi-object detection

and tracking; particularly deep learning based algorithms that produce solid results,

which, however, do not take into account the real-time processing time of the al-

gorithms. As the number of cameras in the automated vehicle surveillance systems

increases, the effective low computational cost algorithms become essential. For this

reason, many researchers have developed alternative algorithms that are computa-

tionally cheaper. One of these techniques used in the literature is using Random

Decision Forests (RDF), which is known for its balanced test-time performance both

for speed and quality. Different variations include regression forests, Hough forests,

cascaded random forest and etc.. Our work presented in this thesis, introduces a novel

Haar-like Random Decision Forest. Haar-like features are introduced in the RDF split

function which is a few orders of magnitude faster to evaluate. This new feature al-

lows us to reach higher accuracy rates in shallower forest trees, which consequently

make algorithms using RDF even faster. In order to test the usage of this new RDF,

we implemented a vehicle tracking system that uses RDF and Particle Filters (PF).

The nature of PF and RDF allows for fast computation. We use RDF to set parti-

cle probabilities for the future re-sampling stage of particles. Implementing them on

GPU, facilitated us with a speed up of eight times faster than the implementation on

CPU of a conventional computer. The proposed system is modular and any number of

Haar-like features can be supported. It has been shown that as the diversity of Haar-

like features increases, our system performs better for vehicle surveillance. With the

proposed algorithm we were able to reach high precision rate (96.4%S) for detection
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on PETS9 pedestrian dataset. Moreover, we showed that compared to YOLO, one

of the fastest state of the art deep-learning detection algorithms, in the conventional

computer set up, our system generates comparable vehicle detection accuracy and

real-time detection speed. The other contribution of this work is the introduction of

a framework that facilitates algorithm training and testing. Additionally, it provides

various modules for data extraction and data generation.

As future work, we are planning to extend our training for more Haar-like features

with randomly generated dimensions and some other features. We are planning to

implement RDF using different color spaces as well. Next step will be optimizing

PF implementation and run particles on GPU and compare its performance with the

state of the art tracking algorithms.
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